Real-Time Systems Compilation
Dumitru Potop-Butucaru

To cite this version:


HAL Id: tel-01264021
https://inria.hal.science/tel-01264021
Submitted on 28 Jan 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Université Pierre et Marie Curie

Mémoire d’habilitation à diriger les recherches

Spécialité Informatique
École Doctorale Informatique, Télécommunications, et Électronique
(EDITE)

Compilation de systèmes temps réel
(Real-Time Systems Compilation)

par Dumitru Potop Butucaru

Présenté aux rappeurs :
Sanjoy Baruah – Professeur, University of North Carolina
Nicolas Halbwachs – Directeur de recherche, CNRS/Vérimag
Reinhard von Hanxleden – Professeur, Université de Kiel

afin d’être soutenu publiquement le 10 novembre 2015 devant la commission d’examen formée de :
Albert Cohen – Directeur de recherche, INRIA Paris-Rocquencourt
Nicolas Halbwachs – Directeur de recherche, CNRS/Vérimag
Reinhard von Hanxleden – Professeur, Université de Kiel
François Irigoin – Directeur de recherche, MINES ParisTech
Alix Munier-Kordon – Professeur, Université Pierre et Marie Curie
François Pêcheux – Professeur, Université Pierre et Marie Curie
Renaud Sirdey – Directeur de recherche, CEA Saclay
## Contents

1 Introduction .................................................. 3
   1.1 When it all began... .................................... 3
   1.2 Overview of previous work ............................. 5
   1.3 Research project: Real-time systems compilation .... 7

2 Introduction to synchronous languages ................. 11
   2.1 Synchronous languages .................................. 15
   2.2 Related formalisms ..................................... 18

3 Automatic synthesis of optimal synchronization protocols 21
   3.1 Semantics of a simple example ....................... 23
   3.2 Problem definition ..................................... 24
      3.2.1 Previous work .................................... 26
   3.3 Contribution ............................................. 27
      3.3.1 Definition of weak endochrony .................. 27
      3.3.2 Characterization of delay-insensitive synchronous components ........................................ 28
      3.3.3 Synthesis of delay-insensitive concurrent implementations ........................................ 29

4 Reconciling performance and predictability on a many-core 31
   4.1 Motivation .................................................. 32
   4.2 MPPA/NoC architectures for the real-time ............. 35
      4.2.1 Structure of an MPPA ............................... 35
      4.2.2 Support for real-time implementation .......... 36
      4.2.3 MPPA platform for off-line scheduling ....... 39
   4.3 Software organization .................................... 43
   4.4 WCET analysis of parallel code ......................... 44
   4.5 Mapping (1) - MPPA-specific aspects ................. 45
      4.5.1 Resource modeling .................................. 45
      4.5.2 Application specification ......................... 46
      4.5.3 Non-functional properties ........................ 48
      4.5.4 Scheduling and code generation ................. 49
   4.6 Mapping (2) - Architecture-independent optimizations 54
      4.6.1 Motivation ............................................. 54
CONTENTS

4.6.2 Related work and originality ........................................... 56
4.7 Conclusion ........................................................................ 59

5 Automatic implementation of systems with complex functional
and non-functional properties ................................................. 61
  5.1 Related work ..................................................................... 62
  5.2 Time-triggered systems ...................................................... 64
    5.2.1 General definition ...................................................... 64
    5.2.2 Model restriction ...................................................... 65
    5.2.3 Temporal partitioning ............................................... 66
  5.3 A typical case study .......................................................... 67
    5.3.1 Functional specification ............................................. 68
  5.4 Non-functional properties ................................................ 68
    5.4.1 Period, release dates, and deadlines ............................. 68
    5.4.2 Modeling of the case study ......................................... 69
    5.4.3 Architecture-dependent constraints ............................. 70
    5.4.4 Worst-case durations, allocations, preemptability .......... 71
    5.4.5 Partitioning ............................................................ 72
  5.5 Scheduling and code generation .......................................... 72
  5.6 Conclusion ....................................................................... 73
Chapter 1

Introduction

Writing an habilitation thesis always involves a self-assessment of past research. In my case, this retrospect across the years revealed deep roots that may explain why, regardless of changes in research positions, all research I did fits in a well-defined research program that I would also like to continue in the future, a program I named “Real-Time Systems Compilation”.

This particularity of my work resulted in a particular structure for this thesis. To put in evidence the continuity between motivation, past research work, and research project, I concisely described them in a single chapter (this one). The remaining four chapters provide a more technical description of my most important results obtained after the PhD. Of these four chapters, the first is dedicated to an introduction to synchronous languages and formalisms, which are the semantic basis of my research work, written from the perspective of their use in the design of real-time embedded systems.

1.1 When it all began...

Like others of my generation, I discovered the world of computing on a home computer, a Sinclair ZX Spectrum clone. These were affordable, simple microcomputers but already complex enough to exhibit the two sides of computing that have followed me to this day.

The rational, Apollonian side, the one I immediately liked, was that of programming. That of algorithms that I could write on a (paper) notebook using a clear syntax, before giving them to a computer. Of programs that during execution would either do exactly what I thought they will, or (if not) would allow me to find my error, usually a misunderstanding of some semantic rule. Using reason and the simple statements of BASIC I could at first create nice drawings, some music notes, then simple games. Later came more powerful computers, increasingly sophisticated languages and programming tools, and increasingly complex applications. But the basics, which I liked, remained largely the same.

18-bit Z80 CPU, 64kbytes RAM.
But there was also a dark, Dionysian side to home computers. That of computer games, programs of a special kind that I could not fully understand and control. This was a world of magic spells transmitted from gamer to gamer and allowing one to obtain more (or infinite) lives, to change screen features, etc. Of gurus able to write (in assembly!) a new loader for some game in order to permanently alter its behavior, or add features to it.

Even though I didn’t know it at the time, playing with home computer games was my first contact with the world of embedded computing. This side of computing fascinated me, and yet it made me uncomfortable. Attempts to understand why its various manipulations worked seemed doomed to failure, as they required detailed understanding of:

- The physical world with which the programs interacted. For instance, understanding data loading from audio cassettes required at least basic knowledge of sampling theory.

- Techniques for the efficient and real-time implementation of programs. This included detailed knowledge of the hardware, such as the functioning and real-time characteristics of video memory. It also included mastering the software development process, including low-level aspects such as assembly coding.

Searching, guessing, and trying seemed more important here than reasoning. And yet, over the years, I had to cope with this dark side again and again. First, on toy projects. For instance, creating a virus-like resident program on a PC required reprogramming the keyboard interrupt of my DOS/x86 system, while programming a two-wheeled Lego Mindstorms robot required me to understand the basics of the inverted pendulum, PID controllers and the functioning of sensor and actuator hardware. Later, through my research, I learned that industrial embedded systems designers shared the same problems, scaled up in complexity according to system size, embedding constraints (safety, low consumption, etc.), and industrial process considerations.

From my research I have also learned that the description of physical processes did not belong (any more) to the dark side. Well-defined languages, such as Simulink/Stateflow or LabView, had been introduced to allow their non-ambiguous description and analysis.

The implementation side also gained more detail. I was progressively able to grasp the complexity of the infrastructure that allowed sequential programs, written in BASIC, C, or Ada, to run correctly and efficiently. This infrastructure includes development tools (compiler, debugger) and system software (drivers, operating system, middleware). It also includes the standards on which these tools are based: programming languages, instruction set architectures (ISAs) such as x86 or ARMv5, application binary interfaces (ABIs) such as the ARM EABI, executable formats such as ELF, or even system-level standards such as POSIX or ARINC 653.

2 Specific calls to the PEEK and POKE instructions that directly read and wrote specific memory addresses.
1.2. OVERVIEW OF PREVIOUS WORK

But even with this deeper understanding, the embedded design flow falls short of the expectations created by high-level sequential programming. Significant manual phases remain, where ensuring correctness and efficiency relies on the use of expert intervention (the modern equivalent of magic) to either manually transform the code or at least to validate it. In this context, it is only natural to ask the simple question that has guided my research: what part of the embedded implementation process can be fully automated, in a way that ensures both correctness and efficiency?

1.2 Overview of previous work

The question of automation in the embedded design process is general enough that I was able to follow it for my entire research career. Another aspect of my research work that never changed since the beginning of my PhD was the use of a specific tool: the synchronous, multi-clock, and time-triggered languages, presented in Chapter 2 which facilitate the formal specification and analysis of deterministic concurrent systems. Using these formalisms, I have considered three increasingly complex implementation problems that must be solved as part of the embedded design process:

Compilation of synchronous programs into efficient sequential (task) code. I started this line of work during my PhD, supervised by G. Berry and R. de Simone. I defined a technique for the compilation of imperative Esterel programs into fast and small sequential code. By introducing a series of optimizations based on static analysis of Esterel programs (using their rich structural information), I was able to produce code that still remains the fastest in terms of speed and a close contender in terms of size. To have a clear semantic definition of the data handling instructions of Esterel, and therefore be able to define the correctness of my compiler, I have also introduced a new operational semantics for the language. Main results on these topics are presented in my book “Compiling Esterel”, co-written with S. Edwards and G. Berry [132]. The prototype compiler I wrote was transferred to industry (the Esterel Technologies company).

Automatic synthesis of optimal synchronization protocols for the concurrent implementation of synchronous programs. Large synchronous specifications are often implemented as a set of components (e.g. tasks, threads) running in an asynchronous environment. This can be done for execution or simulation purposes in a multi-thread, multi-task, or distributed context. To preserve the semantics of the initial synchronous specification, supplementary inter-component synchronizations may be needed, and for efficiency purposes it is important to keep synchronization at a minimum. As a post-doc, I started working on this problem with A. Beuveniste and B. Caillaud, which had already defined endochrony. Endochrony is a property of synchronous components. When executed in an asynchronous environment, an endochronous component
remains deterministic without the need of supplementary synchronization, because sufficient synchronization is provided by the message exchanges already prescribed by the initial synchronous specification.

With my collaborators, I first determined that endochrony is a rather restrictive and non-compositional sufficient property. Then, we introduced the theory of weak endochrony, which characterizes exactly the components that need no supplementary synchronization [128, 126, 120]. Based on this theory, I defined algorithms for determining whether a synchronous program is weakly endochronous, and then a method for adding minimal (optimal) synchronization ensuring weak endochrony to an existing program [134, 118]. These algorithms use an original, compact representation of synchronization patterns of a synchronous program, which I defined. These algorithms were implemented in a prototype tool connected to the Signal/Polychrony toolset (post-doc of V. Papailioupolou, collaboration with INRIA Espresso team) [118].

These results are presented in more detail in Chapter 3.

Efficient compilation of systems with complex functional and non-functional properties. Working with industrial partners from the embedded design field made me realize that my previous results addressed only particular, albeit important, aspects of a complex system (the synthesis of sequential tasks and the synthesis of communications). After joining the INRIA Aoste team as a permanent researcher I started investigating the system-level synthesis of real-time embedded systems[^3] and in particular that of systems relying on static (off-line) or time-triggered real-time scheduling. Such systems are used in safety-critical systems (avionics, automotive, rail) and in signal processing. I developed the conviction that building safe and efficient systems requires addressing two fundamental problems, which are only partially solved today:

- The seamless formal integration of full implementation flows going all the way from high-level specification (e.g. Scade, Simulink) to running implementation (code executing on the platform and platform configuration).
- Fast and efficient synthesis with full error traceability, which allows the use of a trial-and-error design style aimed at maximizing engineer productivity.

To solve these two problems, I have designed and built, with my students and post-docs, the LoPhT real-time systems compiler [38, 37, 73, 36, 124, 130]. By using fast allocation and scheduling heuristics to ensure scalability, LoPhT takes inspiration from previous work in the fields of off-line real-time scheduling, optimized compilation, and synchronous language analysis and implementation. But LoPhT goes beyond previous work by carefully integrating semantically and algorithmically aspects that were previously considered separately, such as

[^3]: A subject well-studied in the team by both Y. Sorel, author of the AAA methodology [76], and R. De Simone, whose research interest in modeling time was materialized, among others, in a significant contribution to the time model of the UML MARTE standard [53].
the fine semantic properties of the high-level specifications [130], detailed descriptions of the execution platforms (hardware, OS/libraries, execution model) [124 36 38], and complex non-functional specifications covering all the modeling needs of realistic systems [38]. For instance, LoPhT combines in a single tool the use of a classical real-time scheduling algorithm (deadline-driven scheduling) with classical compiler optimizations (e.g., software pipelining [37, 38]), domain-specific optimizations (safe double reservation based on predicate analysis [130]), and platform-specific optimizations (minimizing the number of tasks and partition switches for ARINC 653 systems [38], pre-emptive communications scheduling for many-core and TTEthernet-based networks [124 36, etc.). Combined with precise time accounting, the integration of these optimizations allows the generation of efficient code while providing formal correctness guarantees.

I have dedicated special attention to ensuring that the platform models used by the scheduling algorithms are conservative abstractions of the actual platforms. To do this, I have initiated collaborations that allowed us to explore the design of execution platforms with support for off-line real-time scheduling. Such platforms allow the construction of applications that are both highly efficient and temporally predictable [55 35 124]. Together with my collaborators, I have determined that such architectures enable precise worst-case execution time analysis for parallel software [133] and efficient application mapping [36]. I have also initiated industrial collaborations meant to ensure that LoPhT responds to industry needs, and to promote its use [73 38 49].

These results are presented in more detail in Chapters 4 and 5. The first one considers a more compilation-like point of view by focusing on fine-grain architecture detail and by considering mapping problems where the objective is to optimize simple metrics. While providing hard real-time guarantees, the methods presented in this chapter do not consider real-time requirements. Subjects covered in this chapter are the mapping of applications to many-cores, the use of advanced compiler optimizations in off-line real-time scheduling, and the worst-case execution time analysis of parallel code.

Non-functional requirements of multiple types (real-time, partitioning, pre-emptability) are considered in Chapter 5, in conjunction with time-triggered execution targets. This completes the definition of our real-time systems compilation approach.

1.3 Research project: Real-time systems compilation

The implementation of complex embedded software relies on two fundamental and complementary engineering disciplines: real-time scheduling and compilation. Real-time scheduling covers the upper abstraction levels of the implementation process, which determine how the functional specification is transformed

4Together with other disciplines such as systems engineering, software engineering, etc.
into a set of tasks and then determine how the tasks must be allocated and scheduled onto the resources of the execution platform in a way that ensures functional correctness and the respect of non-functional requirements. By comparison, compilation covers the low-level code generation process, where each task (a piece of sequential code written in C, Ada, etc.) is transformed into machine code, allowing actual execution.

In the early days of embedded systems design, both high-level and low-level implementation activities were largely manual. However, this is no longer the case in the low level, where manual assembly coding has been almost completely replaced by the combined use of programming languages such as C or Ada and compilers [60]. This shift towards high-level languages and compilation allowed a significant productivity gain by ensuring that source code is safer and more portable. As compiler technology improved and systems became more complex in both hardware and software, compilation has also approached the efficiency of manual assembly coding, and in most cases outperformed it.

The widespread adoption of compilation was only possible due to the early adoption of standard interfaces that allowed the definition of economically-viable compilation tools with a large-enough user base. These interfaces include not only the programming languages (C, Ada, etc.), but also relatively stable microprocessor instruction set architectures (ISAs) or executable code formats like ELF.

The paradigm shift towards fully automated code generation is far from being completed at the system level. Aspects such as the division of the functional specification into tasks, the allocation of tasks to resources, or the configuration of the real-time scheduler are still performed manually for most industrial applications. Furthermore, research in real-time scheduling has largely followed this trend, with most (but not all) effort still invested into verification-based approaches aimed at proving the schedulability of a given system (and into the definition of run-time mechanisms improving resource use).

This slow adoption of automatic code generation can be traced back to the slower introduction of standard interfaces allowing the definition of economically-viable compilers. This also explains why real-time scheduling has historically dedicated much of its research effort to verifying the correctness of very abstract and relatively standard implementation models (the task models). The actual construction of the implementations and the abstraction of these implementations as task models drew comparatively less interest, because they were application-dependent and non-portable.

But if standardization and automation advanced slower, they advanced nevertheless. Functional specification languages such as Simulink, LabVIEW, or SCADE have been introduced in the mid-1980s, which allowed the gradual definition of techniques for the synthesis of functionally-correct sequential or even multi-task embedded code (but without real-time guarantees). The next major step came in the mid-1990s, when execution platforms have been standardized in fields such as avionics (IMA/ARINC 653) and automotive (OSEK/VDO, then AUTOSAR). This second wave of standardization already allowed the industrial introduction of automatic tools for the (separate) synthesis of processor
schedules or network schedules.

The research community went even farther and proposed real-time implementation flows that automatically produced running real-time applications \cite{76, 37, 36, 50} where the processor and network schedules are jointly computed using a \textit{global optimization approach} that results in better resource use. Of course, more work is needed to ensure the industrial applicability of such results. For instance, the aforementioned techniques could not handle all the complexity of IMA avionics systems, which involve functional specifications with multiple execution modes, multi-processor architectures with complex interconnect networks, and complex non-functional requirements including real-time, partitioning, preemptability, allocation, \textit{etc}.

This explains why, to this day, the design and implementation of industrial real-time systems remains to a large extent a craft, with significant manual phases. But a revolution is brewing, driven by two factors:

- Automation can no longer be avoided, as the complexity of systems steadily increases in both specification size (number of tasks, processors, etc.) and complexity of the objects involved (dependent tasks, multiple modes and criticalities, novel processing elements and communication media...).
- Fully automated implementation is attainable for industrially significant classes of systems, due to significant advances in the standardization of both specification languages and of implementation platforms.

To allow the automatic implementation of complex embedded systems, I advocate for a \textit{real-time systems compilation} approach that combines aspects of both real-time scheduling and (classical) compilation. Like a classical compiler such as GCC, a real-time systems compiler should use fast and efficient scheduling and code generation heuristics, to ensure scalability\footnote{Exact application mapping techniques do not scale \cite{72}.}. Similarly, it should provide traceability support under the form of informative error messages enabling an incremental trial-and-error design style, much like that of classical application software. This is more difficult than in a classical compiler, given the complexity of the transformation flow (creation of tasks, allocation, scheduling, synthesis of communication and synchronization code, \textit{etc}.), and requires a full formal integration along the whole flow, including the crucial issue of correct hardware abstraction.

A real-time systems compiler should perform precise, conservative timing accounting along the whole scheduling and code generation flow, allowing it to produce safe and tight real-time guarantees. More generally, and unlike in classical compilers, the allocation and scheduling algorithms must take into account a variety of non-functional requirements, such as real-time constraints, criticality/partitioning, preemptability, allocation constraints, \textit{etc}. As the accent is put on the respect of requirements (as opposed to optimization of a metric, like in classical compilation), resulting scheduling problems are quite different.

Together with my students, I have defined and built such a real-time systems compiler, called LoPhT, for statically scheduled real-time systems. While first
results are already here [37, 38, 73, 36, 35]. I believe that the work on real-time systems compilation is only at its beginning. It must be extended to cover more execution platforms, and we are currently working on porting LoPhT on the Kalray MPPA256 many-core and on TTEthernet-based time-triggered systems.

Efficiency is also a critical issue in practical systems design, and we must invest even more in the use of classical optimizations such as loop unrolling and inline expansion, as well as new optimizations specific to the real-time context and to each platform in particular. To cover these needs, we must also go beyond fully static/offline scheduling, but while remaining fully formal, automated, and safe.

Ensuring the safety and efficiency of the generated code cannot be done by a single team. I am actively promoting the concept of real-time systems compilation in the community, and collaborations on the subject will have to cover at least the following subjects: the interaction between real-time scheduling and WCET analysis, the design of predictable hardware and software architectures, programming language support for efficient compilation, and formally proving the correctness of the compiler. Of course, the final objective is that of promoting real-time systems compilation in the industry, and to this end I actively seek industrial case studies and disseminate our work towards industry.

From a methodological point of view, my research will continue on its current trend of combining concepts and methods from 3 different communities: compilation, real-time scheduling, and synchronous languages. I am fully aware of the long-standing separation between the fields of compilation and real-time scheduling. However, I believe that the original reasons of this separation are less and less true today. The convergence between these two communities seems to me inevitable in the long run, and my work can be seen as part of the much-needed mutualization of resources (concepts and techniques) between the two fields. My work also shows that synchronous languages should play an important role in the convergence between real-time scheduling and compilation. First of all, as a common ground for formal modeling. Indeed, synchronous formalisms are natural extensions of formalisms of both real-time scheduling (the dependent task graphs) and compilation (static single assignment representations and the data dependency graphs). But beyond being a mere common formal ground, previous work on synchronous languages also provides powerful techniques for the modeling and analysis of complex control structures that are used in embedded systems design.

---

6 Publishing has been quite a struggle for this reason.
7 Focus on sequential code and static scheduling in the compilation community, focus on dynamic, multi-task code in real-time scheduling.
8 Compilation, for instance, considers dynamically-scheduled targets such as GPGPUs, and some algorithms perform precise timing accounting, like in software pipelining. At the same time, real-time scheduling is considering with renewed interest statically-scheduled targets (due to industrial demand).
9 By means of so-called clocks and delays, presented in the next chapter.
Chapter 2

Introduction to synchronous languages

As evidenced by the publication record, all three of the originary synchronous languages (Esterel, Lustre, and Signal) are the product of the 1980s real-time community [21, 20, 99], where they were introduced to facilitate the high-level specification of complex real-time embedded control systems.

An embedded control system aims to control, in the sense of automatic control theory, a physical process in order to lead it towards a given state. The physical process and the control system, which usually form a closed loop [56], are in the beginning specified in continuous time in order to be analyzed and simulated. Then, the control system is discretized in order to allow its implementation on the embedded execution platform. Fig. 2.1 describes the interactions between the discrete control system and the physical process. The embedded control system obtains its discrete-time inputs through sensors equipped with analog-digital converters (ADC). The discrete outputs of the embedded system are transformed by the digital-analog converters (DAC) of the actuators into continuous-time feedback to the physical process. Both inputs and outputs can be implemented using event-driven or periodic sampling (time-triggered) mechanisms.

![Figure 2.1: Closed loop control system](image-url)
Synchronous languages were introduced in order to specify discretized control systems, which are reactive, real-time systems. In a reactive system execution can be described as a set of interactions between the system and the physical process. Each acquisition of data by the sensors is followed by a reaction of the control system, which consists in performing some computations and then updating the actuators. Multiple reactions may be executed at the same time, competing for the same execution resources, a property known as concurrency.

Real-time systems are reactive systems where reactions are subject to timing constraints. These constraints are determined by the control engineers during discretization of the control system. The constraints may concern the sampling periods of the sensors and actuators and/or the latencies (end-to-end delays) of the reactions. The sampling constraints on the sensors and actuators determine the periods of the computation functions (tasks) that depend on or drive sensing and actuation. The latency constraints are applied to chains of computation functions, which may have a sensor or an actuator as extremity. A deadline is a particular case of latency constraint that is applied to a single computation function, for instance the code controlling a sensor or a digital filter.

Reactive and real-time control systems have particular specification needs. To describe the reactive aspects, synchronous languages offer syntactical constructs allowing the specification of order (dependency, sequence), concurrency (parallelism), conditional execution and simultaneity relations between operations of the system (data acquisitions, computation functions, data transfers and actuator updates).

For the non-functional specification of the real-time aspects, the synchronous languages implicitly define or allow the explicit definition of one or more discrete time bases, called clocks. A clock describes a finite or infinite sequence of events in the execution of the system. Thus, each clock divides the execution of the system into a series of execution steps, which are sometimes called logical instants, reactions, or computation instants. We can associate a clock with each periodic event (e.g. periodic timer), sporadic event (e.g. the top dead center, or TDC, of a piston in a combustion engine), aperiodic event (e.g. button press), or simply with an internal event of the control system, which is built from other internal or external events and therefore depends on other clocks.

Clocks are so-called logical time bases. This means that the synchronous languages allow the specification of order relations between events associated with these clocks, but do not offer support for the analysis of the relations between physical quantities they may represent (except through specific extensions detailed below). Clocks associated with physical quantities are called physical clocks. For instance, an engine control system may have a physical clock associated to a timer and another physical clock associated with the TDC event. By taking into account the maximum speed of the engine, we can determine the maximal duration (in time) between two events of the TDC clock, thus relating events of the two clocks. Such an analysis requires the application of physical theories, in addition to the theory of synchronous languages.

The execution of every operation of a synchronous system has to be synchro-
nized with respect to at least one clock. Real-time information coming from the control specification (periods, deadlines, latencies) cannot be directly associated to operations. Instead, it is associated to the clocks, which in turn drive the execution of operations.

As shown in Fig. 2.2, the specification of a real-time implementation problem does not only include the platform-independent discrete-time controller specification, provided under the form of a synchronous program. It also includes non-functional requirements coming from other engineering disciplines (such as criticalities) and the constraints related to the implementation of the control system on an embedded execution platform. These platform-dependent constraints include the definition of the resources of the platform, the worst-case execution time estimations (WCETs) of computations on the CPUs, the worst-case durations of communications over the buses (WCCT), the allocation constraints, etc.

Criticalities and platform-dependent information are not part of the discrete-time controller specification, and synchronous languages are not meant to represent them. In other terms, synchronous languages alone are not equipped to allow the specification and analysis of all the aspects of a real-time embedded implementation problem. Some synchronous languages allow the specification of platform-related properties through dedicated extensions that will be discussed later in this chapter.

Ignoring platform-related aspects is one of the key points of synchronous languages. Ignoring execution durations means that we may assume the computation of each reaction to take 0 time, so that its inputs and outputs are simultaneous (synchronous) in the discrete time scale (clock) that governs the
CHAPTER 2. INTRODUCTION TO SYNCHRONOUS LANGUAGES

execution of the reaction. This *synchrony hypothesis*, which gives its name to the synchronous model, is naturally inherited through discretization from continuous-time modeling, where it is implicitly used.

Implementing a specification relying on the synchrony hypothesis amounts to solving a scheduling problem which ensures that:

- The resources of the execution platform allow each reaction to terminate before their outputs are needed – either as input to other reactions or to drive the actuators.

- All period and latency requirements specified by the control engineers are satisfied.

As part of the synchrony hypothesis, we also require that a reaction has a bounded number of operations. This assumption ensures that, independently of the execution platform, the computation of a reaction is always completed in bounded time, which allows the application of real-time schedulability analysis.

Under the synchrony hypothesis, all computations of a reaction are synchronous, in the sense that they are not ordered in the discrete time scale defined by the clock of the reaction. However, their execution has to be causal:

- Two reads of the same variable/signal performed during the same reaction must always provide the same result.

- If a variable/signal is written during a reaction, then all reads inside the reaction will produce the same value. No variable/signal should be written twice during a reaction, or otherwise it must be specified which of the writes gives the variable/signal its value. This amounts to requiring that reading a variable/signal is performed in a reaction only after all write operations on the variable/signal have been completed.

Causality ensures functional determinism in the presence of concurrency. It ensures that executing the computations and communications of a reaction will always produce the same result, for any scheduling of the operations that satisfies the data and control dependencies. In a causal system a set of inputs will always produce the same set of outputs. This property is important in practice, since it simplifies the costly activities of verification and validation (test, formal verification, etc.), as well as debugging.

These four ingredients – clocks, synchrony hypothesis, causality, and functional determinism – define a formal base that is common to all synchronous languages. It ensures strong semantic soundness by allowing universally recognized mathematical models such as the Mealy machines and the digital circuits to be used as supporting foundations. In turn, these models give access to a large corpus of efficient optimization, compilation, and formal verification techniques. The synchronous hypothesis also guarantees full equivalence between various levels of representation, thereby avoiding altogether the pitfalls of non-synthesizability of other similar formalisms.
2.1 Synchronous languages

Structured languages have been introduced for the modeling and programming of synchronous applications. From a syntactical point of view, each one of them provides a certain number of constructions facilitating the description of complex systems: concurrency, conditional execution and/or modes of execution, dependencies and clocks allowing to describe complex temporal relations such as multiple periods. This allows the incremental (hierarchical) specification of complex behaviors from elementary behaviors (computation functions without side effects and with bounded durations). The concision and the deterministic semantics of synchronous specifications make them a good starting point for design methodologies for safe systems, where a significant part of the time budget is devoted to formal analysis and testing.

<table>
<thead>
<tr>
<th>Language</th>
<th>Imperative/ Data Flow</th>
<th>Base clock(s)</th>
<th>“Physical” time</th>
<th>Real-time analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Esterel/SSM</td>
<td>I(+DF)</td>
<td>Single</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Lustre/Scade</td>
<td>DF(+I)</td>
<td>Single</td>
<td>APODW</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>TAXYS</td>
<td>I</td>
<td>Single</td>
<td>APODW</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>Lucy-n</td>
<td>DF</td>
<td>Affine</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>SynDEx</td>
<td>DF</td>
<td>Affine</td>
<td>PW (D=P)</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>Giotto</td>
<td>DF</td>
<td>Affine</td>
<td>P (D=P)</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>Prelude</td>
<td>DF</td>
<td>Affine</td>
<td>PODW</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>Signal</td>
<td>DF(+I)</td>
<td>Multiple</td>
<td>AD</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>EmbeddedCode</td>
<td>I</td>
<td>Multiple</td>
<td>APODW</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>ΨC</td>
<td>I+DF</td>
<td>Multiple</td>
<td>APODW</td>
<td>WCRT, sched</td>
</tr>
<tr>
<td>SciCos</td>
<td>DF</td>
<td>Multiple</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>Zélus</td>
<td>DF</td>
<td>Multiple</td>
<td>C</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Classification of synchronous languages. I = Imperative, DF = Data flow, P = periodic activations, A = aperiodic activations, D = Deadlines, O = Offsets, W = durations, C = continuous time.

However, beyond these aspects, each of the synchronous languages has original points and particular uses, and therefore a classification is required. Table 2.1 summarizes this classification along 4 criteria.

Programming paradigm. According to the programming paradigm, synchronous languages are divided into two large classes: declarative data-flow languages and imperative languages. Declarative languages, which include data-flow languages, focus on the definition of the function to be computed. Imperative languages describe the organization of the operations needed to compute this function (computations, decisions, inputs/outputs, state changes). Among the synchronous languages, Esterel[21], SyncCharts[7], ΨC[42, 43], and the embedded code formalism[86] are classified as imperative, while the Lustre/SCADE[20], Signal/Polychrony[99, 19], SynDEx[76, 94], Giotto[85], and Prelude[110] are
classified as data-flow. The SciCos\textsuperscript{32} and Zéus\textsuperscript{28} languages are data-flow languages, with the particularity of being hybrid languages, which allow the representation of both continuous-time and discrete-time control systems.

Data-flow languages are syntactically closer to synchronous digital circuits and to real-time dependent task models. In these languages, the concurrency between operations is only constrained by explicit data dependencies. Data-flow languages are used to highlight the flow of information between parts of an application, or its structuring into tasks.

Imperative languages are syntactically closer to (hierarchical) synchronous automata. They are generally used to represent complex control structures, such as those of an operating system scheduler. Besides concurrency, they allow the specification of operation sequencing and offer hierarchical constructs allowing to stop or resume a behavior in response to an internal or external signal. The data dependencies are often represented implicitly, using shared variables, instead of explicit data dependencies.

The first synchronous languages could be easily classified as imperative (Esterel) or data-flow (Lustre, Signal). However, the successive evolutions of these languages have made classification more difficult. For instance, the data-flow language Scade/Lustre has incorporated imperative elements, such as the state machines, whereas an imperative language such as Esterel has incorporated declarative elements such as the sustained emit instruction. This is why, in our table, some languages belong to both classes.

**Number of time bases.** A second criterion of classification of synchronous languages is related to the number of time bases that can be defined and used in a program. In Lustre/SCADE and Esterel, which we call single-clock, a single logical time base exists, called global clock or base clock. All other time bases (clocks) are explicitly derived from the base clock by sub-sampling.

The Signal and ΨC languages do not have this limitation. They allow the definition of several logical time bases. As explained above, an automotive engine control application may have two base clocks, one corresponding to time and the other to the rotation of the engine (TDC), and these two clocks cannot be defined from one another. Having two base clocks allows the operations to be ordered with respect to events of two different discrete time bases, which may facilitate both modeling an analysis. The languages allowing the definition of multiple, independent clocks are called polychronous or multi-clock.

Between single-clock languages and multi-clock languages, we identify an intermediate class of languages that allow the definition of several time bases, but require that as soon as two clocks are used by a same operation, they become linked by a relation allowing to completely order their logical instants in a unique way. Therefore, a global clock can be built unambiguously for every program from the time bases specified by the programmer.\footnote{Building a single-clock model of an application is always possible, but analysis may be more complicated.} However, it is...
often more interesting to not build this global clock and instead apply specific
analysis directly on the clocks specified by the programmer. For instance, the
languages Giotto, Lucy-n, Prelude and SynDEx allow the definition of clocks
linked in period and phase (offset) by affine relations. These languages allow a
more direct description of periodic real-time task systems with different periods
[116, 51, 94].

Modeling of “physical” time. The third classification criterion we use is
the presence in the language of extensions allowing the description of physical
time. This concept appears naturally in languages allowing the specification of
continuous-time systems, like in SciCos or Zélus [32, 28]. However, we are more
interested here by languages aiming directly at the specification of a real-time
implementation problem. This requires concepts such as periodic and aperiodic
activations, deadlines, offsets and execution times. These extensions allow the
application of various real-time analyses: worst-case response time analysis,
schedulability analysis, or even the synthesis of schedules or the adjustment of
parameters of the scheduler of a real-time operating system.

Enforcement of synchrony hypothesis. Our final classification criterion
concerns the enforcement of the synchrony hypothesis. The Esterel, Lustre,
Signal, and SynDEx languages require strict adherence to it. The computation
and data transfer operations are semantically infinitely fast, so that a reaction
must always terminate before the beginning of the next one. The execution of
the system can therefore be seen as the totally ordered sequence of reactions.
In particular, every operation (computation or communication), independently
of its clock, can be and must be terminated in the clock cycle where it began,
before the beginning of the next clock cycle. If we associate real-time periods
to logical clocks, this assumption implies that an operation (computation or
communication) cannot have a duration longer than the greatest common divisor
(GCD) of the periods of the system.

However, the description of real-time systems often implies so-called long
tasks with a duration longer than the GCD of the periods. Representing such
tasks in a synchronous formalism requires constraining the synchronous compo-
sition to ensure that an operation takes more than one logical instant. One way
to do it is by systematically introducing explicit delays between the end of an
operation and the operations depending on it. These delays explicitly represent
the time (in clock cycles) reserved for the execution of the operation. Introduc-
ing such delays manually may be tedious, and some languages, such as Giotto,
Prelude, and SynDEx have proposed dedicated constructs with the same effect.
In Giotto, the convention is that the outputs of a task remain available during
the clock cycle following the one where the operation started, in the time base
given by the clock associated with the task. Prelude is more expressive. It
allows the definition of delays shorter than one clock cycle by refining the clock

\footnote{This is true even for multi-clock languages.}
of the operation and then working in this refined time base. SynDEx proposes an intermediate solution.

2.2 Related formalisms

Of course, synchronous languages are only one of the classes of formalisms used in embedded control system design. For instance, in traditional real-time systems design, two levels of representation are particularly important: real-time task models \cite{102,14}, which serve to perform the real-time scheduling analysis (feasibility or schedulability), and the low-level implementation code, provided in languages such as C or assembly.

Real-time task models are not designed as full-fledged programming languages, focusing only on the definition of properties that will be exploited by classical schedulability analysis techniques. Among these properties: the organization of computations into tasks, the periods, durations, and deadlines of tasks, and sometimes their dependencies or exclusion relations. By comparison, synchronous languages are full-fledged programming languages that can serve both as support for real-time scheduling analyses and as task-level and system-level programming languages. They allow, for instance, the full specification of a task functionality, followed by fully automatic generation of the low-level task code. They also allow the specification of full systems including tasks, OS, and hardware for simulation, formal analysis, or to allow the synthesis of task sequencing and synchronization code. Thus, while remaining at a high abstraction level and focusing on the specification of platform-independent functional and timing aspects, synchronous languages allow the automatic synthesis of an increasing part of the low-level code, especially in critical embedded control systems.

Like synchronous languages, the synchronous data-flow (SDF) \cite{LEE87} and derived formalisms (such as CSDF \cite{22}, SigmaC \cite{74}, or StreamIt \cite{5}) feature a cyclic execution model. The difference is that repetitions (cycles) of the various computations and communications are not synchronized along global time references (clocks). Instead, the execution of each data-flow node is driven by the arrival of input data along lossless FIFO channels (a form of local synchronization).

The pair of formalisms Simulink/StateFlow \cite{27,16} is the de facto standard for the modeling of control systems. These languages share with synchronous languages a great deal of their basic constructs: the use of logical and physical time bases, the synchrony hypothesis, a definition of causality and even a good part of the language constructs. However, the differences are also great: synchronous languages aim to give unique and deterministic semantics to every correct specification, and thus they aim to ensure the equivalence between analysis, simulation and execution of the implemented system. The objective of Simulink (as its name indicates) is to allow the simulation of control systems, whether they are specified in discrete and/or continuous time. The definition of causal dependencies is clear, but it depends on the chosen simulation mode,
and the number of simulation options is such that it is sometimes difficult to determine which rules apply. To accelerate the simulations, there are options that explicitly allow for non-determinism. Finally, the determinism of the simulation is sometimes only acquired through the use of rules depending on the relative position of the graphical objects of a specification (in addition to the classical causality rules). By comparison, the semantics of a synchronous program only depends on the data dependencies between operations, which allows to preserve more concurrency and therefore give more freedom to the scheduling algorithms.

The definition of a synchronized cyclic execution on physical or logical time bases is also shared by formalisms such as StateCharts [81] or VHDL/VERILOG [90]. Like synchronous languages, these formalisms define a concept of (logical) execution time and allow a complex propagation of control within these instants. However, synchronous causality (and thus determinism) is not always required.
Chapter 3

Automatic synthesis of optimal synchronization protocols

Synchronous programming is nowadays a widely accepted paradigm for the design of critical applications such as digital circuits or embedded real-time software [18, 122], especially when a semantic reference is sought to ensure the coherence between the implementation and the various analyses and simulations.

But building concurrent (distributed, multi-task, multi-thread) implementations of synchronous specifications remains an open and difficult subject, due to the need of preserving the global synchronizations specific to the model. Synchronization artifacts need most of the time be preserved, at least in part, in order to ensure functional correctness when the behavior of the whole system depends on properties such as the arrival order of events on the various communication media or the passage of time, as measured by the presence or absence of events in successive reactions.

Ensuring synchronization in concurrent implementations can be done in two fundamentally different manners:

- **Delay-insensitive** synchronization protocols make no hypothesis on the real-time duration of the various computations or communications. Under this hypothesis, detecting the sending order of two events arriving of different communication media is *a priori* impossible, as is determining that a signal is absent in a reaction. Delay-insensitive synchronization protocols can only rely on the ordering of events imposed by the various

---

1In the sense of delay-insensitive algorithms [15], sometimes also called self-timed, or scheduling-independent.

2Because each computation or communication can take an arbitrary, unbounded time. Another consequence of this property is the impossibility of consensus in faulty asynchronous systems [63].
system components, such as the sequencing of message transmissions on each bus, or the sequencing of computations on each processor.

- **Delay-sensitive** synchronization protocols allow the use of hypotheses on the real-time durations of the various computations and communications. In time-triggered systems [38], for instance, time-based synchronization is dominant and great care must be taken to ensure that a global time reference is available, with good-enough precision and accuracy.

Time-triggered delay-sensitive systems will be the focus of Chapter 5. In the current chapter I consider the problem of constructing delay-insensitive implementations of deterministic synchronous specifications. Using such delay-insensitive protocols in the construction of embedded real-time systems can be useful in two circumstances:

- When building non-real-time or soft real-time systems where the accent is put on computational efficiency, rather than on the respect of real-time requirements. In such systems, tasks are often executed on a platform whose temporal behavior cannot be precisely predicted due to reasons such as an unknown number of cores, the use of a dynamic fair scheduler, or the unknown cost of system software (drivers and OS).

- When building hard real-time systems where the platform provides predictability guarantees, it may be useful to enforce a separation of concerns between functional correctness and real-time correctness issues in the design flow. A delay-insensitive functionally-correct implementation may be first used for functional simulations, before being provided as input to the allocation and scheduling phases that configure the execution platform. Such an approach is taken in SynDEx [76] and OCREP [41].

In both cases, the use of delay-insensitive synchronization provides guarantees of functional correctness independently from timing correctness.

Possibly the most popular approach of building deterministic delay-insensitive concurrent systems is the one based on the Kahn principle, which provides the theoretical basis for building Kahn process networks (KPN) [91, 105, 123]. The Kahn principle states that interconnecting deterministic delay-insensitive components by means of deterministic delay-insensitive communication lines always results in a deterministic delay-insensitive system. This provides a solid two-stage methodology for building delay-insensitive systems. The first stage consists in building deterministic delay-insensitive components, which are then incrementally composed together in phase two.

The work I present in this chapter has focused on applying this two-stage approach to the implementation of synchronous specifications. The problem I considered is that of building synchronous components (programs) that can function as deterministic delay-insensitive systems when the global clock synchronization is removed. The main difficulty here is transforming general synchronous components into delay-insensitive ones by adding minimal synchronization to their interfaces.
3.1 Semantics of a simple example

I use a small, intuitive example to present the problem, the desired result, and the main implementation issues. The example, pictured in Fig. 3.1, is a reconfigurable filter (in this case a simple adder, but similar reasoning can be applied to other filters, such as the FFT). In this example, two independent single-word adders can be used either independently, or synchronized to form a double-word adder. The choice between synchronized and non-synchronized mode is done using the SYNC signal. The carry between the two adders is propagated through the Boolean wire C whenever SYNC is present. To simplify figures and notations, we group both integer inputs of ADD1 under I1, and both integer inputs of ADD2 under I2. This poses no problem because from the synchronization perspective of this chapter the two integer inputs of an adder have the same properties.

![Data-flow of a configurable adder](image)

Figure 3.1: Data-flow of a configurable adder.

Time is discrete, and executions are sequences of reactions, indexed by a global clock. Given a synchronous program, a reaction is a valuation of its input, output and internal (local) signals. Fig. 3.2 gives a possible execution of our example. We shall denote with \( \mathcal{V}(P) \) the finite set of signals of a program \( P \). We shall distinguish inside \( \mathcal{V}(P) \) the disjoint sub-sets of input and output signals, respectively denoted \( \mathcal{I}(P) \) and \( \mathcal{O}(P) \).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>I1</td>
<td>(1,2)</td>
<td>*</td>
<td>(9,9)</td>
<td>(9,9)</td>
<td>*</td>
<td>(2,5)</td>
<td>*</td>
</tr>
<tr>
<td>O1</td>
<td>3</td>
<td>*</td>
<td>8</td>
<td>8</td>
<td>*</td>
<td>7</td>
<td>*</td>
</tr>
<tr>
<td>SYNC</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>C</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>I2</td>
<td>*</td>
<td>*</td>
<td>(0,0)</td>
<td>(0,0)</td>
<td>*</td>
<td>(1,4)</td>
<td>(2,3)</td>
</tr>
<tr>
<td>O2</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>0</td>
<td>*</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 3.2: A synchronous run of the adder
If we denote with \textit{EXAMPLE} our configurable adder, then
\[
\begin{align*}
\mathcal{V}(\text{EXAMPLE}) & = \{I_1, I_2, \text{SYNC}, O_1, O_2, C\} \\
\mathcal{I}(\text{EXAMPLE}) & = \{I_1, I_2, \text{SYNC}\} \\
\mathcal{O}(\text{EXAMPLE}) & = \{O_1, O_2\}
\end{align*}
\]

All signals are typed. We denote with \(D_S\) the domain (set of possible values) of a signal \(S\). Not all signals need to have a value in a reaction, to model cases where only parts of the program compute. We will say that a signal is \textit{present} in a reaction when it has a value in \(D_S\). Otherwise, we say that it is \textit{absent}. Absence is simply represented with a special value \(\ast\), which is appended to all domains \(D^*_S = D_S \cup \{\ast\}\).

Formally, a reaction of a program \(P\) is a valuation of all the signals \(S\) of \(\mathcal{V}(P)\) into their extended domains \(D^*_S\). We denote with \(\mathcal{R}(P)\) the set of all reactions of \(P\). Given a set of signals \(\mathcal{V}\), we denote with \(\mathcal{R}(\mathcal{V})\) the set of all possible valuations of the signals in \(\mathcal{V}\). Obviously, \(\mathcal{R}(P) \subseteq \mathcal{R}(\mathcal{V}(P))\). In a reaction \(r\) of a program \(P\), we distinguish the \textit{input event}, which is the restriction \(r\mid_{\mathcal{I}(P)}\) of \(r\) to input signals, and the \textit{output event}, which is the restriction \(r\mid_{\mathcal{O}(P)}\) to output signals.

In many cases we are only interested in the presence or absence of a signal, because it transmits no data, just synchronization (or because we are only interested in synchronization aspects). To represent such signals, the Signal language \cite{77} uses a dedicated type named \textit{event} of domain \(D_{\text{event}} = \{\ast\}\). We follow the same convention: In our example, \text{SYNC} has type \textit{event}. The types of the other signals in Fig. 3.2 are \text{SYNC:\textit{event}; O1,O2:integer; I1,I2:integer\_pair; C:boolean}.

To represent reactions, we use a \textit{set-like convention} and omit signals with value \(\ast\). Thus, reaction 4 is denoted \((I_1^{(9,9)}, O_1^8, I_2^{(0,0)}, O_2^0)\).

### 3.2 Problem definition

We consider a synchronous program, and we want to execute it in an asynchronous environment where inputs arrive and outputs depart via asynchronous FIFO channels with uncontrolled (unbounded, but finite) communication latencies. To simplify, we assume that we have exactly one channel for each input and output signal of the program. We also assume a very simple correspondence between messages on channels and signal values: Each message on a channel corresponds to exactly one value (not absence) of a signal in a reaction. No message represents absence.

The execution machine driving the synchronous program in the asynchronous environment cyclically performs the following 3 steps:

1. assembling asynchronous input messages arriving onto the input channels into a synchronous input event acceptable by the program,

2. triggering a reaction of the program for the reconstructed input event, and
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3. transforming the output event of the reaction into messages onto the output asynchronous channels.

Fig. 3.3 provides the general form of such an execution machine, which is basically a wrapper transforming the synchronous program into a globally asynchronous, locally synchronous (GALS) component that can be used in a larger GALS system. The actual form of the asynchronous finite state machine (AFSM) implementing the execution machine, and the form of the code implementing the synchronous program depends on a variety of factors, such as the desired implementation (software or hardware), the asynchronous signaling used by the input and output FIFOs, the properties of the synchronous program, etc.

In order to achieve deterministic execution, the main difficulty lies in step (1) above, as it involves the potential reconstruction of signal absence, whereas absence is meaningless in the chosen asynchronous framework. Reconstructing reactions from asynchronous messages must be done in a way that ensures global determinism, regardless of the message arrival order. This is not always possible. Assume, like in Fig. 3.4, that we consider the inputs and outputs of Fig. 3.2 without synchronization information.

<table>
<thead>
<tr>
<th>I1</th>
<th>(1,2) (9,9) (9,9) (2,5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>3 8 8 7</td>
</tr>
<tr>
<td>SYNC</td>
<td>• •</td>
</tr>
<tr>
<td>C</td>
<td>1 0</td>
</tr>
<tr>
<td>I2</td>
<td>(0,0) (0,0) (1,4) (2,3)</td>
</tr>
<tr>
<td>O2</td>
<td>1 0 5 5</td>
</tr>
</tbody>
</table>

Figure 3.4: Corresponding asynchronous run of our example. No synchronization exists between the various signals, so that correctly reconstructing synchronous inputs from the asynchronous ones is impossible.

The adder ADD1 will then receive the first value (1, 2) on the input channel I1 and on SYNC. Depending on the arrival order, which cannot be determined, any

3Like in [125], determinism can be relaxed here to predictability – the fact that the environment is always informed of the choices made inside the program.
of the reactions \((I^{(1,2)}, O^{1,3}, \text{SYNC}^*, C^0)\) or \((I^{(1,2)}, O^{1,3})\) can be executed by ADD1, leading to divergent computations. The problem is that these two reactions are not independent, but no value of a given channel allows to differentiate one from the other (so one can’t deterministically choose between them in an asynchronous environment).

Deterministic input event reconstruction is therefore impossible for some synchronous programs. Therefore, a methodology to implement synchronous programs on an asynchronous architecture must rely on the (implicit or explicit) identification of some class of programs for which reconstruction is possible. Then, giving a deterministic asynchronous implementation to any given synchronous program is done in two steps:

**Step 1.** Transforming the initial program, through added synchronizations and/or signals, so that it belongs to the implementable class.

**Step 2.** Generating an implementation for the transformed program.

The choice of the class of implementable programs is therefore essential. On one hand, choosing a small class can highly simplify analysis and code generation in step (2). On the other, small classes of programs result in heavier synchronization added to the programs in step (1). Our choice, justified in the next section, is the class of weakly endochronous programs.

### 3.2.1 Previous work

Aside from weak endochrony, the most developed notions identifying classes of implementable programs are the latency-insensitive systems of Carloni et al. \[39\] and the endochronous systems of Benveniste et al. \[17, 77\].

Latency-insensitive systems are those featuring no signal absence. Transforming processes featuring absence, such as our example of Figures 3.1 and 3.2, into latency-insensitive ones amounts to adding supplementary Boolean signals that transmit at each reaction the status of every other signal. This is easy to check and implement, but often results in an unneeded communication overhead due to messages that need to be sent at each reaction. Several variations and hardware implementations of the theory have been proposed, of which we mention here only the one by Vijayaraghavan and Arvind \[149\].

The endochronous systems and the related hardware-centric generalized latency-insensitive systems \[145\] are those where the presence and absence of all signals can be incrementally inferred starting from the state and from signals that are always present. For instance, Fig. 3.3 presents a run of an endochronous program obtained by transforming the SYNC signal of our example into one that carries values from 0 to 3: 0 for ADD1 executing alone, 1 for ADD2 executing alone, 2 for both adders executing without communicating (C absent), and 3 for the synchronized execution of the two adders (C present). Note that the value of SYNC determines the presence/absence of all signals.

Checking endochrony consists in ordering the signals of the process in a tree representing the incremental process used to infer signal presence (the signals
that are always read are all placed in the tree root). The compilation of the Signal/Polychrony language is currently founded on a version of endochrony [4].

The endochronous reaction reconstruction process is fully deterministic, and the presence of all signals is synchronized with respect to some base signal(s) in a hierarchic fashion. This means that no concurrency remains between subprograms of an endochronous program. For instance, in the endochronous model of our adder, the behavior of the two adders is synchronized at all instants by the SYNC signal (whereas in the initial model the adders can function independently whenever SYNC is absent). By consequence, using endochrony as the basis for the development of systems with internal concurrency has 2 drawbacks:

- Endochrony is non-compositional (synchronization code must be added even when composing programs sharing no signal).

- Specifications and implementations/simulations are often over-synchronized.

## 3.3 Contribution

### 3.3.1 Definition of weak endochrony

My first contribution here was the definition of weak endochrony, defined in collaboration with B. Caillaud and A. Benveniste [128, 127]. Weak endochrony generalizes endochrony by allowing both synchronized and non-synchronized (independent) computations to be realized by a given program. Weak endochrony determines that compound reactions that are apparently synchronous can be split into independent smaller reactions that are asynchronously feasible in a confluent way, so that the first one does not discard the second.

Fig. 3.6 presents a run of a weakly endochronous system obtained by replacing the SYNC signal of our example with two input signals:

- **SYNC1**, of Boolean type, is received at each execution of **ADD1**. It has value 0 to notify that no synchronization is necessary, and value 1 to notify that synchronization is necessary and the carry signal C must be produced.
• **SYNC2**, of Boolean type, is received at each execution of **ADD2**. It has value 0 to notify that no synchronization is necessary, and value 1 to notify that synchronization is necessary and the carry signal \( C \) must be read.

The two adders are synchronized when **SYNC1**=1 and **SYNC2**=1, corresponding to the cases where **SYNC**=• in the original design. However, the adders function independently elsewhere (between synchronization points).

<table>
<thead>
<tr>
<th>( I_1 )</th>
<th>(1,2)</th>
<th>(9,9)</th>
<th>(9,9)</th>
<th>(2,5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( O_1 )</td>
<td>3</td>
<td>8</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td><strong>SYNC1</strong></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( C )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>SYNC2</strong></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( I_2 )</td>
<td>(0,0)</td>
<td>(0,0)</td>
<td>(1,4)</td>
<td>(2,3)</td>
</tr>
<tr>
<td>( O_2 )</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

**Figure 3.6**: Weakly endochronous solution.

From a practical point of view, weak endochrony supports less synchronized, concurrent GALS implementations. While the implementation of latency-insensitive and endochronous synchronous programs is strictly bound by the scheme of Fig. 3.3, wrappers of weakly endochronous programs may exploit the concurrency of the specification by directly and concurrently activating various parts of a program. In the context of the example of Fig. 3.6, the GALS wrapper may consist of an AFSM that can independently activate the two adders, the activations being synchronized only when **SYNC1**=**SYNC2**=1.

Weak endochrony provides an important theoretical tool in the analysis of concurrent synchronous systems. It generalizes to a synchronous setting \([128]\) the theory of Mazurkiewicz traces \([54]\). Although it deals with the signal values\(^4\) (weak) endochrony is in essence strongly related with the notion of conflict-freeness, first introduced in the context of Petri Nets, which simply states that once enabled, an action cannot be disabled, and must eventually be executed. Various conflict-free variants of data-flow declarative formalisms form the area of process networks (such as Kahn Process Networks \([91]\)), or various so-called domains of the Ptolemy environment such as SDF Process Networks \([30]\). Conflict-freeness is also called confluence (“diamond property”) in process algebra theory \([110]\), and monotony in Kahn Process Networks.

### 3.3.2 Characterization of delay-insensitive synchronous components

While weak endochrony provided a sufficient property ensuring delay-insensitivity, exactly characterizing the class of synchronous components that can function as

---

\(^{4}\)Which may be used to decide which further signals are to be present next causally in the reaction
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delay-insensitive deterministic systems remained an open problem. I have characterized this class \[120, 129\]. The characterization is given by a simple diamond closure property, very close to weak endochrony. This simple characterization is important because:

- It offers a good basis for the development of optimal synchronization protocols.
- It corresponds to a very general execution mechanism covering current practice in embedded system design. Thus, it fixes theoretical limits to what can be done in practice.

3.3.3 Synthesis of delay-insensitive concurrent implementations

In \[134, 131\] I proposed a method to check weak endochrony on multi-clock synchronous programs. This method is based on the construction of so-called generator sets. Generators are minimal synchronization patterns of a program, and the set of all generators provides a representation of all synchronization configurations of a synchronous program. I have proposed a compact representation for generator sets and algorithms for their modular construction for Signal/Polychrony \[77\] programs, starting from those of the language primitives. The generator set of a program can be analyzed to determine if the specification is weakly endochronous. In case the specification is not weakly endochronous, the generator sets can be used to produce intuitive error messages helping the programmer add supplementary synchronization to the program interface (or minimal synchronization can be automatically synthesized). The algorithms have been implemented in a tool connected to the Signal/Polychrony toolset.

In case the specification is weakly endochronous, we provided a technique for building multi-threaded and distributed implementation code \[118\]. This technique takes advantage of the structure of the generator set to limit the number of threads, and thus reduce scheduler overhead.
Chapter 4

Reconciling performance and predictability on a many-core

The previous chapter described work on a particular aspect of the embedded implementation flow: the synthesis of efficient synchronization protocols. I will now take the first step towards considering the whole complexity of synthesizing full real-time embedded implementations. For this first step, I consider a mapping and code generation approach that is very similar to that of classical compilation. Like in classical compiler such as GCC, our scheduling routines have as objective the optimization of simple metrics, such as reaction latency or throughput. Furthermore, scheduling always succeeds if execution on the platform is functionally possible, because no real-time requirements are taken into account.

But there are also significant differences with respect to classical compilers:

- Our systems compiler performs precise and conservative timing accounting, which allows it to provide tight, hard real-time guarantees on the generated code. Such guarantees can then be checked against real-time requirements.
- The optimization metrics may be different from those used in classical compilation.
- Architecture descriptions used by the scheduling algorithms (and by consequence the architecture-dependent scheduling heuristics) are significantly different.

These differences mean that my work had to focus on two main aspects:

- Modeling the execution platform and ensuring that the platform models are conservative abstractions of the actual execution platform. To provide
tight and hard real-time guarantees, these models must be precise and include timing aspects.

- The definition of the scheduling and code generation algorithms.

As a test case I use here a many-core platform, showing how its architectural detail can be efficiently taken into account, which is an important subject per se.

4.1 Motivation

One crucial problem in real-time scheduling is that of ensuring that the application software and the implementation platform satisfy the hypotheses allowing the application of specific schedulability analysis techniques \[102\]. Such hypotheses are the availability of a priority-driven scheduler or the possibility of including scheduler-related costs in the durations of the tasks. Classical work on real-time scheduling \[52, 70, 66\] has proposed formal models allowing schedulability analysis in classical mono-processor and distributed settings. But the advent of multiprocessor systems-on-chip (MPSoC) architectures imposes significant changes to these models and to the scheduling techniques using them.

MPSoCs are becoming prevalent in both general-purpose and embedded systems. Their adoption is driven by scalable performance arguments (concerning speed, power, etc.), but this scalability comes at the price of increased complexity of both the software and the software mapping (allocation and scheduling) process.

Part of this complexity can be attributed to the steady increase in the quantity of software that is run by a single system. But there are also significant qualitative changes concerning both the software and the hardware. In software, more and more applications include parallel versions of classical signal or image processing algorithms \[150, 9, 69\], which are best modeled using data-flow models (as opposed to independent tasks). Providing functional and real-time correctness guarantees for parallel code requires an accurate control of the interferences due to concurrent use of communication resources. Depending on the hardware and software architecture, this can be very difficult \[154, 87\].

Significant changes also concern the execution platforms, where the gains predicted by Moore’s law no longer translate into improved single-processor performance, but in a rapid increase of the number of processor cores placed on a single chip \[29\]. This trend is best illustrated by the massively parallel processor arrays (MPPAs), which are the object of the work presented in this chapter. MPPAs are MPSoCs characterized by:

- Large numbers of processing cores, ranging in current silicon implementations from a few tens to a few hundreds \[148, 113, 1, 62\]. The cores are typically chosen for their area or energy efficiency instead of raw computing power.\[1\]

\[1\]These models can be seen as the equivalent of the ISAs, ABIs and APIs used in classical compilation.
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A regular internal structure where processor cores are divided among a set of identical tiles, which are connected through one or more NoCs with regular structure (e.g., torus, mesh).

Industrial \cite{148, 113, 1, 62} and academic \cite{71, 23, 144} MPPA architectures targeting hard real-time applications already exist, but the problem of mapping applications on them remains largely open. There are two main reasons to this. The first one concerns the NoCs: as the tasks are more tightly coupled and the number of resources in the system increases, the on-chip networks become critical resources, which need to be explicitly considered and managed during real-time scheduling. Recent work \cite{144, 93, 115} has determined that NoCs have distinctive traits requiring significant changes to classical real-time scheduling theory \cite{70}. In particular, they have large numbers of potential contention points, limited buffering capacities requiring synchronized resource reservation, and network control often operates at the level of small data packets. The second reason concerns automation: the complexity of MPPAs and of the (parallel) applications mapped on them is such that the allocation and scheduling must be largely automated.

Unlike previous work on the subject I have addressed these needs by relying on static (off-line) scheduling approaches. In theory, off-line algorithms allow the computation of scheduling tables specifying an optimal allocation and real-time scheduling of the various computations and communications onto the resources of the MPPA. In practice, this ability is severely limited by 3 factors:

1. The application may exhibit a high degree of dynamicity due to either environment variability or to execution time variability resulting from data-dependent conditional control.\footnote{Implementing an optimal control scheme for such an application may require more resources than the application itself, which is why dynamic/on-line scheduling techniques are often preferred.}

2. The hardware may not allow the implementation of optimal scheduling tables. For instance, most MPPA architectures provide only limited control over the scheduling of communications inside the NoC.

3. The mapping problems I consider are NP-hard. In practice, this means that optimality cannot be attained, and that efficient heuristics are needed.

Clearly, not all applications can benefit from off-line scheduling. But this paradigm is well adapted to our target application class: (parallelized versions of) periodic embedded control and signal processing applications. Our work shows that for such applications, off-line scheduling techniques attain both high timing predictability and high performance. But reconciling performance and predictability (two properties often seen as antagonistic) was only possible by considering with a unifying view all the hardware, software, and mapping aspects of the design flow.

My contributions concern all these aspects, which will be covered one by one in the following sections. On the hardware side, an in-depth review of...
MPPA/NoC architectures with support for real-time scheduling allowed us to determine that NoCs allowing static communication scheduling offer the best support to off-line application mapping (and I have participated in the definition of such a NoC and MPPA based on it). I have also proposed a software organization that improves timing predictability. These hardware and software advances allowed the definition of a technique for the WCET analysis of parallel code.

But my main effort went into defining a new technique and tool, called LoPhT, for automatic real-time mapping and code generation, whose global flow is pictured in Fig. 4.1. Our tool takes as input data-flow synchronous specifications and precise hardware descriptions including all potential NoC contention points. It uses advanced off-line scheduling techniques such as software pipelining and pre-computed preemption, and it takes into account the specificities of the MPPA hardware to build scheduling tables that provide good latency and throughput guarantees and ensure an efficient use of computation and communication resources. Scheduling tables are then automatically converted into sequential code ensuring the correct ordering of operations on each resource and the respect of the real-time guarantees. Experimental evaluations show that the off-line mapping of communications not only allows us to provide static latency and throughput guarantees, but may also improve the speed of the application, when compared to (simple) hand-written parallel code.

Through these results, I have shown that taking into account the fine detail of the hardware and software architecture of a many-core is possible, and allows off-line mapping of very good precision, even when low-complexity scheduling heuristics are used in order to ensure the scalability of the approach. This is similar to what compilation did to replace manual assembly coding.
4.2 MPPA/NoC architectures for the real-time

This section starts with a general introduction to MPPA platforms, and then presents the main characteristics of existing NoCs, with a focus on flow management mechanisms supporting real-time implementation.

4.2.1 Structure of an MPPA

My work concerns hard real-time systems where timing guarantees must be determined by static analysis methods before system execution. Complex memory hierarchies involving multiple cache levels and cache coherency mechanisms are known to complicate timing analysis [154, 80], and I assume they are not used in the MPPA platforms I consider. Under this hypothesis, all data transfers between tiles are performed through one or more NoCs.

A NoC can be described in terms of point-to-point communication links and NoC routers which perform the routing and scheduling (arbitration) functions. Fig. 4.2 provides the description of a 2-dimensional (2D) mesh NoC like the ones used in the Adapteva Epiphany [1], Tilera TilePro [148], or DSPIN [117]. The structure of a router in a 2D mesh NoC is described in Fig. 4.3. It has 5 connections (labeled North, South, West, East, and Local) to the 4 routers next to it and to the local tile. Each connection is formed of a routing component, which we call demultiplexer (labeled D in Fig. 4.3), and a scheduling/arbitration component, which we call multiplexer (labeled M). Data enters the router through demultiplexers and exits through multiplexers.

To allow on-chip implementation at a reasonable area cost, NoCs use simple routing algorithms. For instance, the Adapteva [1], Tilera [148], and DSPIN NoCs [117] use an X-first routing algorithm where data first travels all the way in the X direction, and only then in the Y direction. Furthermore, all NoCs mentioned in this chapter use simple wormhole switching approaches [114] requiring that all data of a communication unit (e.g. packet) follow the same route, in order, and that the communication unit is not logically split during transmission.
The use of a wormhole switching approach is justified by the limited buffering capabilities of NoCs [115] and by the possibility of decreasing transmission latencies (by comparison with more classical store-and-forward approaches). But the use of wormhole switching means that one data transmission unit (such as a packet) is seldom stored in a single router buffer. Instead, a packet usually spans over several routers, so that its transmission strongly synchronizes multiplexers and demultiplexers along its path.

4.2.2 Support for real-time implementation

Given the large number of potential contention points (router multiplexers), and the synchronizations induced by data transmissions, providing tight static timing guarantees is only possible if some form of flow control mechanism is used.

In NoCs based on circuit switching [88], inter-tile communications are performed through dedicated communication channels formed of point-to-point physical links. Two channels cannot share a physical link. This is achieved by statically fixing the output direction of each demultiplexer and the data source of each multiplexer along the channel path. Timing interferences between channels are impossible, which radically simplifies timing analysis, and the latency of communications is low. But the absence of resource sharing is also the main drawback of circuit switching, resulting in low numbers of possible communication channels and low utilization of the NoC resources. Reconfiguration is usually possible, but it carries a large timing penalty.

Virtual circuit switching is an evolution of circuit switching which allows resource sharing between circuits. But resource sharing implies the need for arbitration mechanisms inside NoC multiplexers. Very interesting from the point of view of timing predictability are NoCs where arbitration is based on time division multiplexing (TDM), such as Aethereal [71], Nostrum [109], and others [147]. In a TDM NoC, all routers share a common time base. The point-
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to-point links are reserved for the use of the virtual circuits following a fixed cyclic schedule (a scheduling table). The reservations made on the various links ensure that communications can follow their path without waiting. TDM-based NoCs allow the computation of precise latency and throughput guarantees. They also ensure a strong temporal isolation between virtual circuits, so that changes to a virtual circuit do not modify the real-time characteristics of the other.

When no global time base exists, the same type of latency and throughput guarantees can be obtained in NoCs relying on bandwidth management mechanisms such as Kalray MPPA [113, 83]. The idea here is to ensure that the throughput of each virtual circuit is limited to a fraction of the transmission capacity of a physical point-to-point link, by either the emitting tile or by the NoC routers. Two or more virtual circuits can share a point-to-point link if their combined transmission needs are less than what the physical link provides.

But TDM and bandwidth management NoCs have certain limitations: One of them is that latency and throughput are correlated [114], which may result in a waste of resources. But the latency-throughput correlation is just one consequence of a more profound limitation: TDM and bandwidth management NoCs largely ignore the fact that the needs of an application may change during execution, depending on its state. For instance, when scheduling a data-flow synchronous graph with the objective of reducing the duration of one computation cycle (also known as makespan or latency), it is often useful to allow some communications to use 100% of the physical link, so that they complete faster, before allowing all other communications to be performed.

One way of taking into account the application state is by using NoCs with support for priority-based scheduling [114, 117, 62]. In these NoCs, each data packet is assigned a priority level (a small integer), and NoC routers allow higher-priority packets to pass before lower-priority packets. To avoid priority inversion phenomena, higher-priority packets have the right to preempt the transmission of lower-priority ones. In turn, this requires the use of one separate buffer for each priority level in each router multiplexer, a mechanism known as virtual channels (VCs) in the NoC community [117].

The need for VCs is the main limiting factor of priority-based arbitration in NoCs. Indeed, adding a VC is as complex as adding a whole new NoC [157, 83], and NoC resources (especially buffers) are expensive in both power consumption and area [112]. Among existing silicon implementations only the Intel SCC chip offers a relatively large numbers of VCs (eight) [62], and it is targeted at high-performance computing applications. Industrial MPPA chips targeting an embedded market usually feature multiple, specialized NoCs [148, 1, 83] without virtual channels. Other NoC architectures feature low numbers of VCs. Current research on priority-based communication scheduling has already integrated this limitation, by investigating the sharing of priority levels [144].

Significant work already exists on the mapping of real-time applications onto priority-based NoCs [144, 138, 113, 93]. This work has shown that priority-based NoCs support the efficient mapping of independent tasks.

But we already explained that the large number of computing cores in an MPPA means that applications are also likely to include parallelized code which...
is best modeled by large sets of relatively small dependent tasks (data-flow graphs) with predictable functional and temporal behavior \[150, 9, 69\]. Such timing-predictable specifications are those that can \textit{a priori} take advantage of a static scheduling approach, which provides best results on architectures with support for static communication scheduling \[148, 61, 55\]. Such architectures allow the construction of an efficient (possibly optimal) global computation and communication schedule, represented with a scheduling table and implemented as a set of synchronized sequential computation and communication programs. Computation programs run on processor cores to sequence task executions and the initiation of communications. Communication programs run on specially-designed micro-controllers that control each NoC multiplexer to fix the order in which individual data packets are transmitted. Synchronization between the programs is ensured by the data packet communications themselves.

Like in TDM NoCs, the use of global computation and communication scheduling tables allows the computation of very precise latency and throughput estimations. Unlike in TDM NoCs, NoC resource reservations can depend on the application state. Global time synchronization is not needed, and existing NoCs based on static communication scheduling do not use it \[148, 61, 55\]. Instead, global synchronization is realized by the data transmissions (which eliminates some of the run-time pessimism of TDM-based approaches).

The microcontrollers that drive each NoC router multiplexer are similar in structure to those used in TDM NoCs to enforce the TDM reservation pattern. The main difference is that the communication programs are usually longer than the TDM configurations, because they must cover longer execution patterns. This requires the use of larger program memory (which can be seen as part of the tile program memory \[55\]). But like in TDM NoCs, buffering needs are limited and no virtual channel mechanism is needed, which results in lower power consumption.

From a mapping-oriented point of view, determining exact packet transmission orders cannot be separated from the larger problem of building a global scheduling table comprising both computations and communications. By comparison, mapping onto MPPAs with TDM-based or bandwidth reservation-based NoCs usually separates task allocation and scheduling from the synthesis of a NoC configuration independent from the application state \[104, 9, 160\].

Under static communication scheduling, there is little run-time flexibility, as all scheduling possibilities must be considered during the off-line construction of the global scheduling table. For very dynamic applications this can be difficult. This is why existing MPPA architectures that allow static communication scheduling also allow communications with dynamic (Round Robin) arbitration.

In conclusion, NoCs allowing static communication scheduling offer the best temporal precision in the off-line mapping of dependent tasks (data-flow graphs), while priority-based NoCs are better at dealing with more dynamic applications. As future systems will include both statically parallelized code and more dynamic aspects, NoCs should include mechanisms supporting both off-line and on-line communication scheduling. Significant work already exists on the real-time mapping for priority-based platforms, while little work has addressed the
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NoCs with static communication scheduling – the subject I addressed with my PhD students and post-docs and detailed in this chapter.

4.2.3 MPPA platform for off-line scheduling

Tiled many-cores in SoCLib

The SoCLib virtual prototyping library [101] allows the definition of tiled many-cores following a distributed shared memory paradigm where all memory banks and component programming interfaces are assigned unique addresses in a global address space. All memory transfers and component programming operations are represented with memory accesses organised as command/response transactions according to the VCI/OCP protocol [151]. To avoid interferences between commands and responses (which can lead to deadlocks), the on-chip interconnect is organized in two completely disjoint sub-networks, one for transmitting commands, and the other for responses.

There are two types of transactions: read and write. In write transactions the command sub-network carries the data to be written and the target address, and the response sub-network carries a return code. In read transactions, the command sub-network carries the address and size of the requested data, and the response sub-network carries the data.

The tiled many-cores of SoCLib are formed of a rectangular set of tiles connected through a state-of-the-art 2D synchronous mesh network-on-chip (NoC) called DSPIN [117]. The NoC is formed of a command NoC and a response NoC which are fully separated. Note that the representation of Fig. 4.2 is incomplete, as it only represents one of the NoCs. However, we shall see in the following sections that it is sufficient to allow scheduling under certain hypotheses. Each tile has its own command and response local interconnects, linked to the NoCs and to the IP cores of the tile (CPUs, RAMs, DMAs, etc.).

Modifications of the tile structure

To improve timing predictability and worst-case performance, we modify both the tiles and the NoC of the SoCLib-based many-core. Of the original organization, we retain the global organization of the many-core, and in particular its distributed shared memory model which allows programming using general-purpose tools. Fig. 4.4 pictures the structure of the computing tile in the original SoCLib many-core, and Fig. 4.5 its modified version.

The memory subsystem. Our objective here is to improve timing predictability by eliminating contentions. In our experiments with the original SoCLib-based many-core, the second most important source of contentions (after the NoC) is the access to the unique RAM bank of each tile. To reduce these contentions, we decided to follow the example of existing industrial many-core architectures [108] [83], and replace the single RAM bank of a tile with several memory banks that can be accessed independently.
To facilitate timing analysis, we separate data (including stack) and program memory. One RAM bank is used in each tile to store the program of all the CPUs of the tile. Data and stack are stored on a multi-bank RAM. Each bank of the data RAM has a separate connection to the local interconnect. RAM banks of a tile are assigned contiguous address ranges, so that they can store data structures larger than a single tile. Explicit allocation of data onto the memory banks, along with the use of lock-based synchronization and the topology of the local interconnect presented below allow the elimination of contentions due to concurrent access to memory banks, by ensuring that no data bank is accessed from two sources (CPUs or DMAs) at the same time.

Note that the use of a multi-bank data RAM also removes a significant performance bottleneck of the original architecture. Indeed, a single RAM bank can only serve 4 CPUs. Experimental data shows that placing more than 4
CPUs per tile results in no performance gain because the RAM access is saturated. Having multiple RAM banks per tile removes this limitation. Our test configurations use a maximum of 16 CPU cores per tile and two data RAM banks per CPU core, for a maximum of 4Mbytes of RAM per tile.

**The local interconnect** is chosen in our design so that it cannot introduce contentions due to its internal organization. Contentions can still happen, for instance, when two CPUs access concurrently the program memory. However, accesses from different sources to different targets never introduce contentions. Interconnect types allowing this are the full crossbars and the multi-stage interconnection network [12] such as the omega networks, the delta networks, or the related logarithmic interconnect [92]. My experiments used a full crossbar interconnect.

**The CPU core** we use is a single-issue, in-order, pipelined implementation of the MIPS32 ISA with no speculative execution. We did not change this, as it simplifies timing analysis and allows small-area hardware implementation. However, significant work has been invested in designing a cycle-accurate model of this core inside a state-of-the-art WCET analysis tool [133].

**The caches** have been significantly modified. The original design featured caches with a pseudo-LRU (PLRU) replacement policy and with a writing policy that is intermediate between write-through and write-back. Memory accesses from the data and instruction caches of a single CPU were multiplexed over a single connection to the local interconnect of the tile. All these choices are known to complicate timing analysis and/or to reduce the precision of the analysis [137, 80], and thus we reverted to more conservative choices: We use the LRU replacement policy, a fully write-through policy, and we let the instruction and data caches access the local tile interconnect through separate connections. The use of a write-through policy reduces the processing speed of each CPU. This is the only modification we made on the architecture that decreases processing speed.

**Synchronization.** To improve temporal predictability, and also speed, our architecture does not use interrupt-based synchronization. Interrupt signaling by itself is fast, but handling an interrupt usually requires accesses to program memory which take supplementary time. Furthermore, arrival date imprecision and modifications of the cache state mean that interrupts are difficult to take into account during timing analysis. To avoid these performance and predictability problems, we replace the interrupt unit present in each tile of the original architecture with a hardware lock component. These components allow synchronization with very low overhead (1 non-cached local RAM access) and

---

3 Consecutive writes inside a single cache line were buffered.
without modifications of the cache state. The lock unit follows a simple request/grant protocol which allows a single grant operation to unblock multiple requests.

**Buffered DMA.** The traditional DMA unit used in the original architecture requires significant software control to determine when a DMA operation is finished so that another can start. This is either done using interrupt-based signaling, which has the inconveniences mentioned above, or through polling of the DMA registers, which requires significant CPU time and imposes significant constraints on CPU scheduling.

To avoid these problems, we use DMA units allowing the buffering of transmission commands. A CPU can send one or more DMA commands while the previous DMA operation is not yet completed. Furthermore, the DMA unit can be programmed so that it not only sends out data, but also signals the end of the transmission to the target tile by granting a lock, as described in Section 4.3. Thus, all inter-tile communication and synchronization can be performed by the DMA units, in parallel with the data computations of the CPUs and without requiring significant CPU time for control.

**Modifications of the NoC**

The DSPIN network-on-chip [117] is a classical 2D mesh NoC. It uses wormhole packet switching and a static routing scheme\(^4\). Each router of the command or response NoC has the internal structure of Fig. 4.3. Each NoC router is connected through FIFO links with the 4 neighboring routers (denoted with North, South, West, East) and with the local computing tile. Each of these connections is realized through one demultiplexer and one multiplexer. The demultiplexer ensures the routing function (X-first/Y-first). It reads the headers of the incoming packets and, depending on the target address, sends them towards one of the multiplexers of the router. The multiplexer ensures the arbitration (scheduling) function. When two packets arrive at the same time (from different demultiplexers), a fair Round Robin arbiter is used to decide which one will be transmitted first. Once the transmission of a packet is started, it cannot be stopped\(^5\).

The fair arbitration scheme is well-adapted to applications without real-time requirements, where it ensures a good use of NoC resources. But when the objective is to provide real-time guarantees and to allocate NoC resources according to application needs, it is better to use some other arbitration mechanism. In our case, the objective is to provide the best possible support for the implementation of static computation and communication schedules. Therefore, we rely on a programmed arbitration approach where each router multiplexer enforces a fixed packet transmission order specified under the form of a communication program.

---

\(^4\)X-first routing for the command network and Y-first for the response network.

\(^5\)Unless a virtual channel mechanism is used, as described in [117].
Figure 4.6: Programmed arbitration in a NoC router multiplexer

Enforcing fixed packet transmission orders requires the use of new hardware components called router controllers. These components are present in the tile description of Fig. 4.5 and their interaction with the NoC router multiplexers is realized as pictured in Fig. 4.6. Each multiplexer of the command network is controlled by its own controller running a separate program. The program is loaded onto the component through the local interconnect. The interface between router controller and the local interconnect is also used to start or stop the router controller. When the controller is stopped, the fair arbiter of DSPIN takes control. In Fig. 4.6, the arbitration program will cyclically accept 26 packets from the Local connection, then 26 packets from the West connection.

More details on the implementation and properties of our programmed arbitration mechanism can be found in [55].

4.3 Software organization

On the hardware architecture defined above, we use non-preemptive, statically-scheduled software with lock-based inter-processor synchronization. Each core is allocated one sequential thread. To ensure both performance and predictability, we require that software follows the organization rules detailed in this section.

Data locality. We require computation functions to only operate on local tile data. If a computation needs data from another tile, this data is first transferred to the local data RAM. Under this hypothesis, the timing (WCET/BCET) analysis of computation functions can be performed without considering the NoC.

Inter-tile data transfers. They are only performed using the DMA units. The CPUs still retain the possibility of directly accessing RAM banks of other tiles, but they only do so during the boot phase (which follows the standard protocol of the MIPS32 ISA), or for non-real-time code running on many-core tiles allocated to such code. Traffic generated directly by CPUs and their caches
has very small grain (usually a single data word per memory write access), and it is difficult to accurately predict its timing. Thus, not allowing it to traverse the NoC largely simplifies the timing analysis of both NoC transfers and CPU code [154].

Inter-tile data transfers and synchronizations are only performed through write transactions performed by the DMA unit of the sending tile. Thus, the response NoC only carries 2-flit acknowledge packets, so that contentions on the response NoC are negligible even in the absence of programmed arbitration. This is why router controllers are only used for the command NoC multiplexers, leaving unchanged the fair arbiters on the response network.

**Allocation of the tile memory.** The memory allocation scheme we used for automatic code generation and for the case studies makes several assumptions. First, we assume that the programs of all CPUs in a tile are stored in the local program memory. This amounts to either assuming that this memory is a non-volatile one, or that program loads outside the boot phase are explicitly scheduled as data transfers over the NoC.

Second, we allocate one of the data RAM banks for the stacks of all the CPUs of the tile. Using only one RAM bank for all the stacks is possible because our applications only make little use of the stack (most data is explicitly allocated by our tool on the other memory banks).

Allocating all programs (respectively all stacks) on a single memory bank means that the cost of a cache miss due to a program (resp. stack) memory access can be very high, due to interference from the other CPU cores of the tile. However, the (relatively) small size of the programs (resp. stacks) means that misses seldom occur, so that the high cost of a miss will not result in overly pessimistic WCET estimations. For applications with large programs or with significant use of the stack, other memory allocation approaches can be used.

All data RAM banks except the stack-dedicated one are allocated to data variables. To each data variable we associate a contiguous memory region with statically-defined start address and length. The length of the region must be at least equal to the worst-case size of the data type of the variable (which must be computed during code generation).

### 4.4 WCET analysis of parallel code

Classical timing analysis techniques for parallel code isolate micro-architecture analysis from the analysis of synchronizations between cores by performing them in two separate analysis phases (WCET and WCRT analysis). This isolation has its advantages, such as a reduction of the complexity of each analysis phase, and a separation of concerns that facilitates the development of analysis tools. But isolation also has a major drawback: a loss in precision which can be significant. To consider only one aspect, in order to be safe the WCET analysis of each synchronization-free sequential code region has to consider an undetermined initial micro-architecture state (of caches and pipeline). This may result in
overestimated WCETs, and consequently in pessimistic execution time bounds for the whole parallel application.

My contribution on this subject (in collaboration with I. Puaut) \cite{133} is an integrated WCET analysis approach that considers at the same time micro-architectural information and the synchronizations between cores. This is achieved by extending a state-of-the-art WCET estimation technique and tool to manage synchronizations and communications between the sequential threads running on the different cores. The benefits of the proposed method are twofold. On the one hand, the micro-architectural state is not lost between synchronization-free code regions running on the same core, which results in tighter execution time estimates. On the other hand, only one tool is required for the temporal validation of the parallel application, which reduces the complexity of the timing validation toolchain.

Such a holistic approach is made possible by the use of the deterministic and composable software and hardware architectures defined in the previous sections. Experimental results show that the integrated approach always produces better WCET estimations (21\% precision gain on our test applications) and that these estimations are close to measured execution time.

4.5 Mapping (1) - MPPA-specific aspects

4.5.1 Resource modeling

To allow off-line mapping onto our architectures, we need to identify the set of abstract computation and communication resources that are considered during allocation and scheduling.

We associate one communication resource to each of the multiplexers of NoC routers and to each DMA. We name them as follows: \( N(i, j)(k, l) \) is the inter-router wire going from \( Tile(i, j) \) to \( Tile(k, l) \); \( In(i, j) \) is the output of the router \( (i, j) \) to the local tile; \( DMA(i, j) \) is the output of \( Tile(i, j) \) to the local router.

My work has mostly focused on NoC modeling and handling. To this end, I considered a resource model that simplifies as much as possible the representation of the computing tiles. All the 16 processor cores of the tile are seen as a single, very fast computing resource. This means that operations will be allocated to the tile as if it were a sequential processor, but the allocated operations are in fact parallel code running on all 16 processors.

This means that Fig. 4.2 includes all the resources of my platform model. There are just 12 tile resources representing 192 processor cores, and the 58 arcs represent the NoC resources (of the command network).

Communication durations

All inter-tile data transmissions are performed using the DMA units. If a transmission is not blocked on the NoC, then its duration on the sender side only depends on the size of the transmitted data. The exact formula is \( d = s + \lceil \frac{s}{\text{MaxPayload}} \rceil \times \text{PacketHeaderSize} \), where \( d \) is the duration in clock cycles
of the DMA transfer from the start of the transmission to the cycle where a new transmission can start, \( s \) is the data size in 32-bit words, \( \text{MaxPayload} \) is the maximum payload of a NoC packet (in 32-bit words), and \( \text{PacketHeaderSize} \) is the number of clock cycles needed to transmit the packet header. In our case, \( \text{MaxPayload} = 16 \) flits and \( \text{PacketHeaderSize} = 4 \) flits.

In addition to this transmission duration, we must also account in our computations for:

- The DMA transfer initiation, which consists in 3 uncached RAM accesses plus the duration of the DMA reading the payload of the first packet from the data RAM. This cost is over-approximated as 30 cycles.
- The latency of the NoC, which is the time needed for one flit to traverse the path from source to destination. This latency is of \( 3 \times n \), where \( n \) is the number of NoC multiplexers on the route of the transmission.

### 4.5.2 Application specification

The input specification of our mapping algorithms is the single-clock data-flow synchronous language Clocked Graphs, defined in [34, 130] (direct translation into this language is possible from a variant of Lustre/Scade, called Heptagon and from SynDEx). But to enable a clearer presentation of our allocation and real-time scheduling algorithms, we use a more abstract and less expressive\(^6\) description of applications, closer in form to that of more classical task models.

**Definition 1 (Non-conditioned dependent task system)** A non-conditioned dependent task system \( D \) is a directed graph with two types of arcs \( D = \{ T(D), A(D), \Delta(D) \} \). Here, \( T(D) \) is the finite set of tasks (data-flow blocks). The finite set \( A(D) \) contains dependencies of the form \( a = (\text{src}(a), \text{dst}(a), \text{type}(a)) \), where \( \text{src}(a), \text{dst}(a) \in T(D) \) are the source, respectively the destination task of \( a \), and \( \text{type}(a) \) is the type of data transmitted from \( \text{src}(a) \) to \( \text{dst}(a) \). The directed graph determined by \( A(D) \) must be acyclic. The finite set \( \Delta(D) \) contains delayed dependencies of the form \( \delta = (\text{src}(\delta), \text{dst}(\delta), \text{type}(\delta), \text{depth}(\delta)) \), where \( \text{src}(\delta), \text{dst}(\delta), \text{type}(\delta) \) have the same meaning as for simple dependencies and \( \text{depth}(\delta) \) is a strictly positive integer called the depth of the dependency.

Non-conditioned dependent task systems have a cyclic execution model. At each execution cycle of the task system, each of the tasks is executed exactly once. We denote with \( t^n \) the instance of task \( t \in T(D) \) for cycle \( n \). The execution of the tasks inside a cycle is partially ordered by the dependencies of \( A(D) \). If \( a \in A(D) \) then the execution of \( \text{src}(a)^n \) must be finished before the start of \( \text{dst}(a)^n \), for all \( n \). Note that dependency types are explicitly defined, allowing us to manipulate communication mapping.

---

\(^6\)Expressiveness loss is related to the representation of parameters used in the computation of clocks.
The dependencies of $\Delta(D)$ impose an order between tasks of successive execution cycles. If $\delta \in \Delta(D)$ then the execution of $src(\delta)^n$ must complete before the start of $dst(\delta)^{n+\text{depth}(\delta)}$, for all $n$.

We make the assumption that a task has no state unless it is explicitly modeled through a delayed arc. This assumption is a semantically sound way of providing more flexibility to the scheduler. Indeed, assuming by default that all tasks have an internal state (as classical task models do) implies that two instances of a task can never be executed in parallel. Our assumption does not imply restrictions on the way systems are modeled. Indeed, past and current practice in synchronous language compilation already relies on separating state from computations for each task, the latter being represented under the form of the so-called step function [10]. Thus, existing algorithms of classical synchronous compilers can be used to put high-level synchronous specifications into the form required by our scheduling algorithms.

Definition 1 is similar to classical definitions of dependent task systems in the real-time scheduling field [47], and to definitions of data dependency graphs used in software pipelining [2, 48].

But we need to extend this definition to allow the efficient manipulation of specifications with multiple execution modes. The extension is based on the introduction of a new exclusion relation between tasks, as follows:

**Definition 2 (Dependent task system)** A dependent task system is a tuple $D = \{T(D), A(D), \Delta(D), EX(D)\}$ where $\{T(D), A(D), \Delta(D)\}$ is a non-conditioned dependent task set and $EX(D)$ is an exclusion relation $EX(D) \subseteq T(D) \times T(D) \times \mathbb{N}$.

The introduction of the exclusion relation modifies the execution model defined above as follows: if $(\tau_1, \tau_2, k) \in EX(D)$ then $\tau_1^n$ and $\tau_2^{n+k}$ are never both executed, for any execution of the modeled system and any cycle index $n$. For instance, if the activations of $\tau_1$ and $\tau_2$ are on the two branches of a test we will have $(\tau_1, \tau_2, 0) \in EX(D)$.

The relation $EX(D)$ is obtained by analysis of the clocks of the initial synchronous specification. Various algorithms have been proposed to this intent in synchronous language compilation and in previous work on LoPhT [34, 130]. The relation $EX(D)$ needs not be computed exactly. Any sub-set of the exact exclusion relation between tasks can safely be used during scheduling (even the void sub-set). However, the more exclusions we take into account, the better results the scheduling algorithms will give because tasks in an exclusion relation can be allocated the same resources at the same dates. This is a form of safe double allocation of resources, discussed in Section 4.6.

We exemplify our formalism with the dependent task set of Fig. 4.7, which is a simplified version of an automotive platooning application [135]. In our figure, each block is a task, solid arcs are simple dependencies, and the dashed arc is a delayed dependency of depth 2. The application is run by a car to
determine the position (distance and angle) of another car moving in front of it. It works by cyclically capturing an input image of fixed size. This image is passed through an edge-detecting Sobel filter and then through a histogram search to detect dominant edges (horizontal and vertical). This information is used by the detection and correction function to determine the position of the front car. The whole process is monitored on a display. The delayed dependency represents a feedback from the detection and correction function that allows the adjustment of image capture parameters.

The Sobel filter and the histogram search are parallelized. Each of the Sobel \(_H\) and Sobel \(_V\) functions receives one sixth of the whole image (a horizontal slice).

4.5.3 Non-functional properties

For each task \(\tau \in T(D)\), we define \(WCET(\tau)\) to be a safe upper bound for the \textit{worst-case execution time (WCET)} of \(\tau\) on an MPPA tile, in isolation. Note that the WCET values we require are for parallel code running on all the 16 processors of a tile. Tight WCET bounds for such code can be computed using the analysis technique proposed in Section 4.4.

For each data type \(t\) associated with a dependency (simple or delayed), we define the worst-case memory footprint of a value of type \(t\). This information allows the computation of the \textit{worst-case communication time (WCCT)} for a data of that type, using the formula of Section 4.5.4.

Allocation constraints specify on which tiles a given dataflow block can be executed. In our example, they force the allocation of the capture and display functions onto specific MPPA tiles. More generally, they can be used to confine an application to part of the MPPA, leaving the other tiles free to execute other applications.
4.5.4 Scheduling and code generation

The problem

The real-time mapping and code generation problem we consider in this chapter is a bi-criteria optimization problem: We assume given an MPPA model of fixed size (fixed number of tiles, processors, memory banks, etc.), an application represented with a dependent task set and a non-functional specification. The problem is to synthesize a real-time implementation of the application on the MPPA that minimizes execution cycle latency (duration) and maximizes throughput\(^8\), with priority given to latency. We chose this scheduling problem because it is meaningful in embedded systems design and because its simple definition allows us to focus on the handling of NoC-related issues.

Our allocation and scheduling problem being NP-complete, we do not aim for optimality. Instead, we rely on low-complexity heuristics that allow us to handle large numbers of resources and tasks with high temporal precision. Mapping and code generation is realized in 3 phases: The first one takes into account the dependencies of \(A(D)\) in order to produce a latency-optimizing scheduling table. The second phase takes into account the delayed dependencies of \(\Delta(D)\). It uses the software pipelining algorithms of [37] to improve throughput while not changing latency. Finally, once a scheduling table is computed, it is implemented in phase 3 in a way that preserves its real-time properties. We now present phases 1 and 3, while the software pipelining algorithms are presented in Section 4.6.

Phase 1: Latency-optimizing scheduling

Our scheduling routine builds a global scheduling table covering all MPPA resources. It uses a non-preemptive scheduling model for the tasks, and a preemptive one for the NoC communications. The reason for this is that task preemptions would introduce important temporal imprecision (through the use of interrupts), and are avoided. Data communications over the NoC are naturally divided into packets that are individually scheduled by the NoC multiplexer programs, allowing a form of pre-computed preemption with very small cost.

For each task, our scheduling routine reserves exactly one time interval on one of the tiles. For every dependency between two tasks allocated on different tiles, the scheduling routine reserves one or more time intervals on each resource along the route between the two tiles, starting with the DMA of the source tile, and continuing with the NoC multiplexers (recall that the route is fixed under the X-first routing policy).

The scheduling algorithm uses a simple list scheduling heuristic. The tasks of the dependent task system are traversed one by one in an order compatible with the dependencies between them (only the simple dependencies, not the delayed ones, which are considered during throughput optimization). Resource

\(^8\)Throughput in this context means the number of execution cycles started per time unit. It can be larger than the inverse of the latency because we allow one cycle to start before the end of previous ones, provided that data-flow dependencies are satisfied.
allocation for a task and for all communications associated with its input dependencies is performed upon traversal of the task, and never changed afterwards. Scheduling starts with an empty scheduling table which is incrementally filled as the tasks and the associated communications are reserved time intervals on the various resources.

For each task, scheduling is attempted on all the tiles that can execute the block (as specified by the allocation constraints), at the earliest date possible. Among the possible allocations, we retain the one that minimizes a cost function. This cost function should be chosen so that the final length of the scheduling table is minimized (this length gives the execution cycle latency). Our choice of cost function combines the end date of the task in the schedule (with 95% weight) and the maximum occupation of a CPU in the current scheduling table (with 5% weight). Experience showed that this function produces shorter scheduling tables than the cost function based on task end date alone (as used in [76, 130]) because it reduces the scattering of computations over tiles.

Mapping NoC communications The most delicate architecture-related part of our scheduling routine for many-cores is the communication mapping function (procedure 1 in [36]). When a task is mapped on a tile, this routine is called once for each of the input dependencies of the task, if the dependency source is on another tile and if the associated data has not already been transmitted.

**Procedure 1 MapCommunicationOnPath**

**Input:** Path : list of resources (the communication path)  
Start Date : date after which the data can be sent  
Data Size : worst-case data size (in 32-bit words)

**Input/Output:** Scheduling Table : scheduling table

1: for i := 1 to length(Path) do
2:   Shift Size := (i - 1) \* Segment Buffer Size;
3:   Free Interval List[i] := GetInterval List (Scheduling Table, Get Segment(Path, i), Shift Size)
4:   Shifted Interval List[i] := Shift Left Intervals(Free Interval List[i], Shift Size)
5:   Path Free Interval List := Intersect Intervals(Shifted Interval List);
6:   (Reserved Intervals, New Interval List, New Schedule Length) := Reserve Intervals(Data Size, Path Free Interval List, length(Scheduling Table));
7:   (Interval For Lock, New Interval List, New Schedule Length) := Reserve Intervals(Lock Packet Length, New Interval List, New Schedule Length);
8:   Reserved Intervals := Append List(Reserved Intervals, Interval For Lock)
9: for i := 1 to length(Path) do
10:  Shift Size := (i - 1) \* Segment Buffer Size;
11:  Final Interval List[i] := Shift Right Intervals(Reserved Intervals, Shift Size);
12: if New Schedule Length > length(Scheduling Table) then
13:   Scheduling Table := Increase Length(Scheduling Table, New Schedule Length);
14: Scheduling Table := Update Scheduling Table(Scheduling Table, Path, Final Interval List);
Fig. 4.8 presents a (partial) scheduling table produced by our mapping routine. We shall use this example to give a better intuition on the functioning of our algorithms. We assume here that the execution of task $f$ produces data $x$ which will be used by task $g$. Our scheduling table shows the result of the mapping of task $g$ onto Tile(2, 2) (which also requires the mapping of the transmission of $x$) under the assumption that all other tasks ($f$, $h$) and data transmissions ($y$, $z$, $u$) were already mapped as pictured (reservations made during the mapping of $g$ have a lighter color).

As part of the mapping of $g$ onto Tile(2, 2), function $\text{MapCommunicationOnPath}$ is called to perform the mapping of the communication of $x$ from Tile(1, 1) to Tile(2, 2). The parameters of its call are Path, StartDate, and DataSize. Parameter Path is the list formed of resources DMA(1, 1), N(1, 1)(1, 2), N(1, 2)(2, 2), and In(2, 2) (the transmission route of $x$ under the X-first routing protocol). Parameter StartDate is given by the end date of task $f$ (in our case 500), and DataSize is the worst-case size of the data associated with the data dependency (in our case 500 32-bit words). Time is measured in clock cycles.

To minimize the overall time reserved for a data transmission, we shall require that it is never blocked waiting for a NoC resource. For instance, if the communication of $x$ starts on the N(1, 1)(1, 2) at date $t$, then on N(1, 2)(2, 2) it must start at date $t + \text{SegmentBufferSize}$, where $\text{SegmentBufferSize}$ is a platform constant defining the time needed for a flit to traverse one NoC resource. In our NoC this constant is 3 clock cycles (in Fig. 4.8 we use a far larger value of 100 cycles, for clarity).

Building such synchronized reservation patterns along the communication routes is what function $\text{MapCommunicationOnPath}$ does. It starts by obtaining the lists of free time intervals of each resource along the communication path, and realigning them by subtracting $(i - 1) \times \text{SegmentBufferSize}$ from the start dates of all the free intervals of the $i^{th}$ resource, for all $i$. Once this realignment is done on each resource by function $\text{ShiftLeftIntervals}$, finding a
reservation along the communication path amounts to finding time intervals that are unused on all resources. To do this, we start by performing (in line 6 of function $\text{MapCommunicationOnPath}$) an intersection operation returning all realigned time intervals that are free on all resources. In Fig. 4.8, this intersection operation produces (prior to the mapping of $x$) the intervals $[800,1100)$ and $[1400,2100)$. The value 2100 corresponds here to the length of the scheduling table prior to the mapping of $g$.

We then call function $\text{ReserveIntervals}$ twice, to make reservations for the data transmission and for the lock command associated with each communication. These two functions produce a list of reserved intervals, which then need to be realigned on each resource. In Fig. 4.8, these 2 calls reserve the intervals $[800,1100)$, $[1400,1700)$, and $[1700,1704)$. The first 2 intervals are needed for the data transmission, and the third is used for the lock command packet.

**Multiple reservations** Communications are reserved at the earliest possible date, and function $\text{ReserveIntervals}$ allows the fragmentation of a data transmission to allow a better use of NoC resources. In our example, fragmentation allows us to transmit part of $x$ before the reservation for $u$. If fragmentation were not possible, the transmission of $x$ should be started later, thus delaying the start of $g$, potentially lengthening the reservation table.

**Procedure 2 ReserveIntervals**

**Input:**
- $\text{DataSize}$: worst-case size of data to transmit
- $\text{FreeIntervalList}$: list of free intervals before reservation
- $\text{ScheduleLength}$: schedule length before reservation

**Output:**
- $\text{ReservedIntervalList}$: reserved intervals
- $\text{NewIntervalList}$: list of free intervals after reservation
- $\text{NewScheduleLength}$: schedule length after reservation

1: $\text{NewIntervalList} := \text{FreeIntervalList}$
2: $\text{ReservedIntervalList} := \emptyset$
3: while $\text{DataSize} > 0$ and $\text{NewIntervalList}$ ≠ $\emptyset$ do
4:     $\text{ival} := \text{GetFirstInterval}(\text{NewIntervalList})$;
5:     $\text{NewIntervalList} := \text{RemoveFirstInterval}(\text{NewIntervalList})$;
6:     if $\text{IntervalEnd}(\text{ival}) == \text{ScheduleLength}$ then
7:         $\text{RemainingIvalLength} := \infty$; /*ival can be extended*/
8:     else
9:         $\text{RemainingIvalLength} := \text{length}(\text{ival})$;
10: $\text{ReservedLength} := 0$;
11: while $\text{RemainingIvalLength} > \text{MinPacketSize}$ and $\text{DataSize} > 0$ do
12:     /*Reserve a packet (clear, but suboptimal code)*/
13:         $\text{PacketLength} := \min(\text{DataSize} + \text{PacketHeaderSize},$
14:             $\text{RemainingIvalLength}, \text{MaxPacketSize})$;
15:         $\text{RemainingIvalLength} -= \text{PacketLength}$;
16:         $\text{DataSize} -= \text{PacketLength} - \text{PacketHeaderSize}$;
17:         $\text{ReservedLength} += \text{PacketLength}$;
18:     $\text{ReservedInterval} := \text{CreateInterval}(\text{start}(\text{ival}), \text{ReservedLength})$;
19:     $\text{ReservedIntervalList} := \text{AppendToList}(\text{ReservedIntervalList}, \text{ReservedInterval})$;
20:     if $\text{length}(\text{ival}) - \text{ReservedLength} > \text{MinPacketLength}$ then
21:         $\text{NewIntervalList} := \text{InsertInList}(\text{NewIntervalList},$
22:             $\text{CreateInterval}(\text{start}(\text{ival}) + \text{ReservedLength}, \text{length}(\text{ival}) - \text{ReservedLength}))$;
23:     $\text{NewScheduleLength} := \max(\text{ScheduleLength}, \text{end}(\text{ival}))$;
Fragmentation is subject to restrictions arising from the way communications are packetized. An interval cannot be reserved unless it has a minimal size, allowing the transmission of at least a packet containing some payload data.

Function **ReserveIntervals** performs the complex translation from data sizes to needed packets and intervals reservations. We present here an unoptimized version that facilitates understanding. This version reserves one packet at a time, using a free interval as soon as it has the needed minimal size. Packets are reserved until the required $DataSize$ is covered. Like for tasks, reservations are made as early as possible. For each packet reservation the cost of NoC control (under the form of the $PacketHeaderSize$) must be taken into account.

When the current scheduling table does not allow the mapping of a data communication, function **ReserveIntervals** will lengthen it so that mapping is possible.

**Phase 3: Code generation**

Once the scheduling table has been computed, executable code is automatically generated as follows: One sequential execution thread is generated for each tile and for each NoC multiplexer (resources $Tile(i, j)$, $N(i, j)(k, l)$, and $In(i, j)$ in our platform model of Section 4.5.1). The code of each thread is an infinite loop that executes the (computation or communication) operations scheduled on the associated resource in the order prescribed by their reservations. Recall that each tile contains 16 processor cores, but is reserved as a single sequential resource, parallelism being hidden inside the data-flow blocks. The sequential thread of a tile runs on the first processor core of the tile, but the code of each task can use all 16 processor cores. The code of the NoC multiplexers is executed on the router controllers.

No separate thread is generated for the DMA resource of a tile. Instead, its operations are initiated by thread of the tile. This is possible because the DMA allows the queuing of DMA commands and because mapping is performed so that activation conditions for DMA operations can be computed by the tile resource at the end of data-flow operations. For instance, in the example of Fig. 4.8, if no other operations are allocated on $Tile(0, 0)$, the two DMA operations needed to send $x$ are queued at the end of $f$.

The synchronization of the threads is realized by explicit lock manipulations by the processors and by the NoC control programs, which force message passing order and implicitly synchronize with the flow of passing messages. The resulting programs enforce the computed order of operations on each resource in the scheduling table, but allow for some timing elasticity: If the execution of an operation takes less than its WCET or WCCT, operations depending on it may start earlier. This elasticity does not compromise the worst-case timing guarantees computed by the mapping tool.

**Memory handling.** Our real-time scheduling and timing analysis use conservative WCET estimations for the (parallel) execution of data-flow blocks on the computing tiles, in isolation. Uncontrolled memory accesses coming from
other tiles during execution could introduce supplementary delays that are not (yet) taken into account in the WCET figures or by LoPhT.

To ensure the timing correctness of our real-time scheduling technique, we need to ensure that memory accesses coming from outside a tile do not interfere with memory accesses due to the execution of code inside the tile. This is done by exploiting the presence of multiple memory banks on each tile. The basic idea is to ensure that incoming DMA transfers never use the same memory banks as the code running at the same time on the CPUs. Of course, once a DMA transfer is completed, the memory banks it has modified can be used by the CPUs, the synchronization being ensured through the use of locks.

We currently ensure this property at code generation time, by explicitly allocating variables to memory banks in such a way as to exclude contentions. While not general, this technique worked well for our case studies. Integrating RAM bank allocation in the mapping algorithm is ongoing work, as is separately considering each of the computing cores of a tile (instead of considering them as a single computing resource).

4.6 Mapping (2) - Architecture-independent optimizations

The previous section showed the level of architecture detail we considered in order to allow an efficient use of computing resources. But in building the LoPhT tool, I have also taken inspiration from more general, architecture-independent optimization techniques of both classical compilation and synchronous language compilation in order to improve the quality of the generated code. These optimizations are described in references [37, 130, 121]. I will mainly discuss here the use of software pipelining techniques to improve the computation throughput of a scheduling table. In doing so I will also provide hints into a second optimization: the precise analysis of clocks to allow efficient and safe double reservation of resources in a scheduling table. The proposed algorithms are general and scalable, which allows their application to the mapping of parallelized code onto many-cores.

4.6.1 Motivation

Compilers such as GCC are expected to improve code speed by taking advantage of micro-architectural instruction level parallelism [84]. Pipelining compilers usually rely on reservation tables to represent an efficient (possibly optimal) static allocation of the computing resources (execution units and/or registers) with a timing precision equal to that of the hardware clock. Executable code is then generated that enforces this allocation, possibly with some timing flexibility. But on VLIW architectures, where each instruction word may start several operations, this flexibility is very limited, and generated code is virtually identical to the reservation table. The scheduling burden is mostly supported here by the compilers, which include software pipelining techniques [111, 2] designed
to increase the throughput of loops by allowing one loop cycle to start before the completion of the previous one.

My objective was to apply software pipelining techniques in the system-level off-line scheduling of embedded control specifications. The optimal scheduling of such specifications onto platforms with multiple, heterogenous execution and communication resources (distributed, parallel, multi-core) is NP-hard regardless of the optimality criterion (throughput, makespan, etc.) [67]. Existing scheduling techniques and tools ([40, 101, 76, 130, 59] or the Step 1 of Section 4.5.4) heuristically solve the simpler problem of synthesizing a scheduling table of minimal length which implements one generic cycle of the embedded control algorithm. In a hard real-time context, minimizing table length (i.e. the makespan) is often a good idea, because in many applications it bounds the response time after a stimulus.

But optimizing makespan alone relies on an execution model where execution cycles cannot overlap in time (no pipelining is possible), even if resource availability allows it. At the same time, most real-time applications have both makespan and throughput requirements, and in some cases achieving the required throughput is only possible if a new execution cycle is started before the previous one has completed.

This is the case in the electronic control units (ECU) of combustion engines. Starting from the acquisition of data for a cylinder in one engine cycle, an ECU must compute the ignition parameters before the ignition point of the same cylinder in the next engine cycle (a makespan constraint). It must also initiate one such computation for each cylinder in each engine cycle (a throughput constraint). On modern multiprocessor ECUs, meeting both constraints requires the use of pipelining [6]. Another example is that of systems where a faster rate of sensor data acquisition results in better precision and improved control, but optimizing this rate must not lead to the non-respect of requirements on the latency between sensor acquisition and actuation. To allow the scheduling of such systems we consider here the static scheduling problem of optimizing both makespan and throughput, with makespan being prioritary.

To (heuristically) solve this optimization problem, we use the three-phase implementation process defined in Section 4.5.4. The first two phases of this process, which perform allocation and scheduling and build the system-level scheduling table, are a form of decomposed software pipelining [152, 68, 31]. The first phase of this flow consists in applying one of the previously-mentioned makespan-optimizing tools, such as Step 1 of Section 4.5.4. The result is a scheduling table describing the execution of one generic execution cycle of the embedded control algorithm with no pipelining.

The second phase uses a novel software pipelining algorithm, introduced in this section, to significantly improve the throughput without changing the makespan and while preserving the periodic nature of the system. The approach has the advantage of simplicity and generality, allowing the use of existing makespan-optimizing tools.

The proposed software pipelining algorithm is a very specific and constrained form of modulo scheduling [140]. Like all modulo scheduling algorithms, it de-
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termines a shorter initiation interval for the execution cycles (iterations) of the control algorithm, subject to resource and inter-cycle data dependency constraints. Unlike previous modulo scheduling algorithms, however, it starts from an already scheduled code (the non-pipelined scheduling table), and preserves all the intra-cycle scheduling decisions made at phase 1, in order to preserve the makespan unchanged. In other words, our algorithm computes the best initiation interval for the non-pipelined scheduling table and re-organizes resource reservations into a pipelined scheduling table, whose length is equal to the new initiation interval, and which accounts for the changes in memory allocation.

4.6.2 Related work and originality

Decomposed software pipelining.

Closest to our work are previous results on decomposed software pipelining [152, 68, 31]. In these papers, the software pipelining of a sequential loop is realized using two-phase heuristic approaches with good practical results. Two main approaches are proposed in these papers.

In the first approach, used in all 3 cited papers, the first phase consists in solving the loop scheduling problem while ignoring resource constraints. As noted in [31], existing decomposed software pipelining approaches solve this loop scheduling problem by using retiming algorithms. Retiming [100] can therefore be seen as a very specialized form of pipelining targeted at cyclic (synchronous) systems where each operation has its own execution unit. Retiming has significant restrictions when compared with full-fledged software pipelining:

- It is oblivious of resource allocation. As a side-effect, it cannot take into account execution conditions to improve allocation, being defined in a purely data-flow context.

- It requires that the execution cycles of the system do not overlap in time, so that one operation must be completely executed inside the cycle where it was started.

Retiming can only change the execution order of the operations inside an execution cycle. A typical retiming transformation is to move one operation from the end to the beginning of the execution cycle in order to shorten the duration (critical path) of the execution cycle, and thus improve system throughput. The transformation cannot decrease the makespan but may increase it.

Once retiming is done, the second transformation phase takes into account resource constraints. To do so, it considers the acyclic code of one generic execution cycle (after retiming). A list scheduling technique ignoring inter-cycle dependences is used to map this acyclic code (which is actually represented with a directed acyclic graph, or DAG) over the available resources.

The second technique for decomposed software pipelining, presented in [152], basically switches the two phases presented above. Resource constraints are considered here in the first phase, through the same technique used above: list
scheduling of DAGs. The DAG used as input is obtained from the cyclic loop specification by preserving only some of the data dependences. This scheduling phase decides the resource allocation and the operation order inside an execution cycle. The second phase takes into account the data dependences that were discarded in the first phase. It basically determines the fastest way a specification-level execution cycle can be executed by several successive pipelined execution cycles without changing the operation scheduling determined in phase 1 (preserving the throughput unchanged). Minimizing the makespan is important here because it results in a minimization of the memory/register use.

Originality

My student Thomas Carle defined, under my supervision, a third decomposed software pipelining technique with two significant originality points, detailed below.

Optimization of both makespan and throughput. Existing software pipelining techniques are tailored for optimizing only one real-time performance metric: the processing throughput of loops [158] (sometimes besides other criteria such as register usage [76] [159] [89] or code size [162]). In addition to throughput, we also seek to optimize makespan, with makespan being prioritary. Recall that throughput and latency (makespan) are antagonistic optimization objectives during scheduling [16], meaning that resulting schedules can be quite different.

To optimize makespan we employ in the first phase of our approach existing scheduling techniques that were specifically designed for this purpose [40] [161] [76] [130] [59]. The second phase of our flow takes the scheduling table computed in phase 1 and optimizes its throughput while keeping its makespan unchanged. This is done using a new algorithm that conserves all the allocation and intra-cycle scheduling choices made in phase 1 (thus conserving makespan guarantees), but allowing the optimization of the throughput by increasing (if possible) the frequency with which execution cycles are started.

Like retiming, this transformation is a very restricted form of modulo scheduling software pipelining. In our case, it can only change the initiation interval (changes in memory allocation and in the scheduling table are only consequences). By comparison, classical software pipelining algorithms, such as the iterative modulo scheduling of [140], perform a full mapping of the code involving both execution unit allocation and scheduling. Our choice of transformation is motivated by three factors:

• It preserves makespan guarantees.

• It gives good practical results for throughput optimization.

• It has low complexity.

The last point (complexity) is especially important when comparing our results with those of SCAN [24]. In SCAN, the objective is still the optimization of
throughput, but this objective is attained through an exploration along two dimensions: throughput and time horizon (a notion closely related to makespan). Through this bi-criteria exploration, SCAN is similar to our work. However, optimization does not establish the priority of time horizon over throughput and, even more important, exploration steps of SCAN rely on exact solving of linear programming problems, which is largely more complex than the algorithms we propose [72]. Addressing this complexity is actually the main objective of SCAN, and the main tuning parameter of the algorithm is the timeout value at which exploration of a particular point in the search space is abandoned.

It is important to note that our transformation is not a form of retiming. Indeed, it allows for a given operation to span over several cycles of the pipelined implementation, and it can take advantage of conditional execution to improve pipelining, whereas retiming techniques work in a pure data-flow context, without predication.

**Predication.** Embedded control specifications often include conditional control, for instance under the form of execution modes. For an efficient mapping of such specifications, it is important to allow an independent, predicated (conditional) control of the various computing resources. However, most existing techniques for software pipelining [2, 153, 158] use execution platform models that significantly constrain or simply prohibit predicated resource control. This is due to limitations in the hardware targeted by classical software pipelining (processor pipelines). One common problem is that two different operations cannot be scheduled at the same date on a given resource (functional unit), even if they have exclusive predicates (like the branches of a test). The only exception we know to this rule is *predicate-aware scheduling (PAS)* [146].

By comparison, the computing resources of our target architectures are not mere functional units of a CPU (as in classical predicated pipelining), but full-fledged processors such as PowerPC, ARM, etc. The operations executed by these computing resources are large sequential functions, and not simple CPU instructions. Thus, each computing resource allows unrestricted predication control by means of conditional instructions, and the timing overhead of predicated control is negligible with respect to the duration of the operations. This means that our architectures satisfy the PAS requirements. The drawback of PAS is that sharing the same resource at the same date is only possible for operations of the same cycle, due to limitations in the dependency analysis phase. Our technique removes this limitation.

To exploit the full predicated control of our platform we rely on a new intermediate representation, namely *predicated and pipelined scheduling tables.* By comparison to the modulo reservation tables of [98, 140], our scheduling tables allow the explicit representation of the execution conditions (predicates) of the operations. In turn, this allows the double reservation of a given resource by two operations with exclusive predicates.
Other work on pipelining for task scheduling

A significant amount of work exists on applying software pipelining or retiming techniques for the efficient scheduling of tasks onto coarser-grain architectures, such as multi-processors \[95, 156, 45, 48, 40, 111\]. To our best knowledge, these results share the two fundamental limitations of other software pipelining algorithms: Optimizing for only one real-time metric (throughput) and not fully taking advantage of conditional execution to allow double allocation of resources.

4.7 Conclusion

The most important conclusion of the work presented here is that combining techniques of both compilation and real-time scheduling is possible. Taking into account precise architectural detail and using state-of-the-art optimizations actually gave results beyond our expectations. For very regular applications such as the previously-mentioned platooning application and the FFT, LoPhT was able to generate code whose observed latency and throughput is within 1% of the predicted values. Furthermore, the code produced by LoPhT for the FFT ran faster than a classical NoC-based parallel implementation of the FFT \[13\] running on our architecture. In other words, our tool produced code that not only has statically-computed hard real-time bounds (which the hand-written code has not) but is also faster.

Of course, part of these results is due to the regularity of the applications and to the hardware architecture, which has very good support for off-line real-time scheduling. But the results are also due to the careful definition of the software architecture, and to the definition of the scheduling and code generation algorithms, which take into account fine detail of the hardware while using efficient general-purpose optimizations.

And the good news is that much more remains to be gained. With my collaborators, I am currently investigating the mapping of more dynamic applications (e.g., h264/hevc video codecs), the definition of mapping techniques where processor cores and memory banks are individually considered by the mapping algorithms, the application of other classical compiler optimizations, the definition of general architecture description languages, etc.
Chapter 5

Automatic implementation of systems with complex functional and non-functional properties

In the previous chapter I explained how a classical compilation approach was adapted to allow precise and conservative timing accounting, and thus provide hard real-time throughput and latency guarantees for code executed on complex platforms (many-cores). The approach combines general-purpose and architecture-specific optimizations to produce very efficient code. Such a compilation approach never fails if execution on the platform is functionally possible, because no real-time requirements are taken into account.

But the implementation needs of complex embedded systems are not well captured under the form of such unconstrained optimization problems. Complex embedded systems have multiple non-functional requirements that must be satisfied by the final implementation, and which need to be taken into account by the scheduling and code generation algorithms. From this perspective, the work presented in the previous chapter, for all its good results, is only an enabler technology in the definition of a system-level compilation approach for complex embedded systems.

In this chapter I explain how, together with my students and post-docs, and starting from the results of the previous chapter, I extended the LoPhT tool to take into account multiple non-functional requirements, thus completing its design as a real-time systems compiler.

LoPhT considers all the modeling and code generation needs of a certain class of embedded control systems, characterized by the use of off-line real-time scheduling and by the use of a time-triggered interface with the physical environment. This class of systems includes systems requiring space-time isolation,
as mandated by the IMA/ARINC 653 standard [8]. The design of LoPhT has been driven by industrial case studies requiring space-time isolation and coming from the aerospace and rail industries [38, 49]. To cover the needs of these systems, LoPhT considers the following non-functional properties:

- Preemptability\(^1\) of the operations of the application. We do not consider here the full force of preemptive execution, like in Giotto [85] or Prelude [110]. Instead, we consider a more temporally predictable approach, and rely on \textit{pre-computed preemption}, where all possible preemption dates are statically computed at off-line scheduling time.

- Space-time partitioning of the application, as specified by the ARINC653 [8] standard. Time partitioning is also that of TTA [97] and FlexRay [142] (the static segment), allowing the static allocation of CPU or bus time slots, on a periodic basis, to various parts (known as partitions) of the application. Also known as static time division multiplexing (TDM) scheduling, time partitioning further enhances the temporal determinism of a system.

- Release dates and deadlines for the tasks of the application, which allow the modeling of constraints coming from the environment and/or the dynamics of the system. An important point here is that we allow the use of deadlines that are longer than the periods in the specification. This allows a more natural real-time specification, improved schedulability, and less context changes between partitions (which are notoriously expensive).

All these come in addition to allocation constraints, which were already taken into account in the previous chapter.

Work on integrating these non-functional requirements naturally raised some optimization and code generation questions that were addressed by our work on LoPhT: the minimization of the preemptions, the minimization of the number of tasks, and the synthesis of inter-partition communication code.

5.1 Related work

The main originality of this work was to define a complex task model allowing the specification of all the functional and non-functional aspects needed for the correct and efficient implementation of our systems. Of course, \textit{prior work already considers all these functional and non-functional aspects, but either in isolation (one aspect at a time), or through combinations that do not cover the modeling needs of the target systems}. Our contributions are the non-trivial combination of these aspects in a coherent formal model and the definition of synthesis algorithms able to build a running real-time implementation.

\(^1\)The use of the terms preemptability and preemptable is common in real-time when referring to tasks. The terms “interrupt” and “interruptible” refer to the machine interrupts instead.
5.1. RELATED WORK

Previous work \cite{86,85,116,106,3} on the implementation of multi-periodic synchronous programs and the work by \cite{25} and \cite{47} on the scheduling of dependent task systems have been important sources of inspiration. By comparison, our work provides a general treatment of ARINC 653-like partitioning and of conditional execution, and a novel use of deadlines longer than periods to allow faithful real-time specification.

The work of \cite{40} addresses the multiprocessor scheduling of synchronous programs under bus partitioning constraints. By comparison, our work takes into account conditional execution and execution modes, allows preemptive scheduling, and allows automatic allocation of computations and communications. Taking advantage of the time-triggered execution context, our approach also relies on fixed deadlines (as opposed to relative ones), which facilitates the definition of fast mapping heuristics.

Another line of work on the scheduling of dependent tasks is represented by the works of \cite{119} and \cite{161}. In both cases, the input of the technique is a DAG, whereas our functional specifications allow the use of delayed dependencies between successive iterations of the DAG. Other differences are that the technique \cite{161} does not take into account ARINC 653-like partitioning or conditional execution, and the technique of \cite{119} does not allow the specification of complex end-to-end latency constraints. \cite{66} does consider conditional control, but does so in a mono-processor, non-partitioned, non-preemptive context.

The off-line (pipelined) scheduling of tasks with deadlines longer than the periods has been previously considered (among others) by \cite{66}, but this work does not consider, as we do, partitioning constraints and the use of execution conditions to improve resource allocation. This is also our originality with respect to other classical work on static scheduling of periodic systems \cite{139}.

Compared to previous work by \cite{66} on real-time scheduling for predictable, yet flexible real-time systems, our approach does not directly cover the issue of sporadic tasks, but allows a more flexible treatment of periodic (time-triggered) tasks. Based on a different representation of real-time characteristics and on a very general handling of execution conditions, we allow for better flexibility inside the fully predictable domain.

From an implementation-oriented perspective, Giotto \cite{85,86}, ΨC \cite{103}, and Prelude \cite{116,136} make the choice of mixing a globally time-triggered execution mechanism with on-line priority-driven scheduling algorithms such as RM or EDF. By comparison, we made the choice of taking all scheduling decisions off-line. Doing this complicates the implementation process, but imposes a form of temporal isolation between the tasks which reduces the number of possible execution traces and increases timing precision (as the scheduling of one task no longer depends on the run-time duration of the others). In turn, this facilitates verification and validation. Furthermore, a fully off-line scheduling approach such as ours has the potential of improving worst-case performance guarantees by taking better decisions than a RM/EDF scheduler which follows an as-soon-as-possible (ASAP) scheduling paradigm. For instance, reducing the number of notoriously expensive partition changes (detailed in \cite{38}) uses a scheduling technique that is not ASAP. These partition changes are not taken into account
in the optimality results concerning the EDF scheduling of Prelude [116].

Compared to classical work on the on-line real-time scheduling of tasks with execution modes (cf. [14]), our off-line scheduling approach comes with precise control of timing, causalities, and the correlation (exclusion relations) between multiple test conditions of an application. It is therefore more interesting for us to use a task model that explicitly represents execution conditions. We can then use table-based scheduling algorithms that precisely determine when the same resource can be allocated at the same time to two tasks because they are never both executed in a given execution cycle, as explained in the previous chapter.

The use of execution conditions to allow efficient resource allocation is also the main difference between our work and the classical results of [155]. Indeed, the exclusion relation defined by Xu does not model conditional execution, but resource access conflicts, thus being fundamentally different from the exclusion relation we defined in Section 4.5.2. Our technique also allows the use of execution platforms with non-negligible communication costs and multiple processor types, as well as the use of preemptive tasks (unlike in Xu’s paper).

The off-line scheduling on partitioned ARINC 653 platforms has been previously considered, for instance by Al Sheikh et al. [143] and by Brocal et al. in Xoncrete [29]. The first approach only considers systems with one task per partition, whereas our work considers the general case of multiple tasks per partition. The second approach (Xoncrete) allows multiple tasks per partition, but does not seem interested in having a functionally deterministic specification and preserving its semantics during scheduling (as we do). For instance, its input formalism specifies not periods, but ranges of acceptable periods, and the first implementation step adjusts these periods to reduce their lowest common multiple (thus changing the semantics). Other differences are that our approach can take into account conditional execution and execution modes, and that we allow scheduling onto multi-processors, whereas Xoncrete does not.

More generally, our work is related to work on the scheduling for precision-timed architectures (e.g. [57]). Our originality is to consider complex non-functional constraints. The work on the PharOS technology [103] also targets dependable time-triggered system implementation, but with two main differences. First, we follow a classical ARINC 653-like approach to temporal partitioning. Second, we take all scheduling decisions off-line. This constrains the system but reduces the scheduling effort needed from the OS, and improves predictability.

5.2 Time-triggered systems

5.2.1 General definition

By time-triggered systems we understand systems satisfying the following 3 properties:

TT1 A system-wide time reference exists, with good-enough precision and ac-
5.2. TIME-TRIGGERED SYSTEMS

5.2.1 Definition of time-triggered systems

We shall refer to this time reference as the global clock. All timers in the system use the global clock as a time base.

TT2 The execution duration of code driven by interrupts other than the timers (e.g., interrupt-driven driver code) is negligible. In other words, for timing analysis purposes, code execution is only triggered by timers synchronized on the global clock.

TT3 System inputs are only read/sampled at timer triggering points. This definition places no constraints on the sequential code triggered by timers. In particular:

- Classical sequential control flow structures such as sequence or conditional execution are permitted, allowing the representation of modes and mode changes.
- Timers are allowed to preempt the execution of previously-started code.

This definition of time-triggered systems is fairly general. It covers single-processor systems that can be represented with time-triggered e-code programs, as they are defined by Henzinger and Kirsch. It also covers multiprocessor extensions of this model, as defined by Fischmeister et al. and used in [124]. In particular, our model covers time-triggered communication infrastructures such as TTA and FlexRay (static and dynamic segments) [97, 132], the periodic schedule tables of AUTOSAR OS [11], as well as systems following a multiprocessor periodic scheduling model without jitter and drift. It also covers the execution mechanisms of the avionics ARINC 653 standard [8] provided that interrupt-driven data acquisitions, which are confined to the ARINC 653 kernel, are presented to the application software in a time-triggered fashion satisfying property TT3. One way of ensuring that TT3 holds is presented in [107], and to our knowledge, this constraint is satisfied in all industrial settings.

5.2.2 Model restriction

The major advantage of time-triggered systems, as defined above, is that they have the property of repeatable timing [58]. Repeatable timing means that for any two input sequences that are identical in the large-grain timing scale determined by the timers of a program, the behaviors of the program, including timing aspects, are identical. This property is extremely valuable in practice because it largely simplifies debugging and testing of real-time programs. A time-triggered platform also insulates the developer from most problems stemming from interrupt asynchrony and low-level timing aspects.

However, the applications we consider have even stronger timing requirements, and must satisfy a property known as timing predictability [58]. Timing
predictability means that formal timing guarantees covering all possible executions of the system should be computed off-line by means of (static) analysis. The general time-triggered model defined above remains too complex to allow the analysis of real-life systems. To facilitate analysis, this model is usually restricted and used in conjunction with WCET analysis of the sequential code fragments.

In my work I considered a commonly-used restriction of the general definition provided above. In this restriction, timers are triggered following a fixed pattern which is repeated periodically in time. Following the convention of ARINC 653, we call this period the major time frame (MTF). The timer triggering pattern is provided under the form of a set of fixed offsets $0 \leq t_1 < t_2 < \ldots < t_m < MTF$ defined with respect to the start of each MTF period. Note that the code triggered at each offset may still involve complex control, such as conditional execution or preemption.

This restriction corresponds to the classical definition of time-triggered systems by Kopetz [96, 97]. It covers our target platform, TTA, FlexRay (the static segment), and AUTOSAR OS (the periodic schedule tables). At the same time, it does not fully cover ARINC 653. As defined by this standard, partition scheduling is time-triggered in the sense of Kopetz. However, the scheduling of tasks inside partitions is not, because periodic processes can be started (in normal mode) with a release date equal to the current time (not a predefined date). To fit inside Kopetz’s model, an ARINC 653 system should not allow the start of periodic processes after system initialization, i.e. in normal mode.

### 5.2.3 Temporal partitioning

Our target architectures follow the strong temporal partitioning paradigm of ARINC 653. In this paradigm, both system software and platform resources are statically divided among a finite set of partitions $\text{Part} = \{\text{part}_1, \ldots, \text{part}_k\}$. Intuitively, a partition comprises both a software application of the system and the execution and communication resources allocated to it. The aim of this static partitioning is to limit the functional and temporal influence of one partition on another. Partitions can communicate and synchronize only through a set of explicitly-specified inter-partition channels.

To eliminate timing interference between partitions running on a processor, the static partitioning of the processor time is done using a static time division multiplexing (TDM) mechanism. In our case, the static TDM mechanism is built on top of the time-triggered model of the previous section. It is implemented by partitioning, separately for each processor $P_i$, the MTF defined above into a finite set of non-overlapping windows $W_i = \{w_{i1}^1, \ldots, w_{ik_i}^i\}$. Each window $w_{ij}^i$ has a fixed start offset $tw_{ij}^i$, a duration $dw_{ij}^i$, and it is either allocated to a single partition $\text{part}_{w_{ij}^i}$, or left unused.

Software belonging to partition $\text{part}_i$ can only be executed during windows belonging to $\text{part}_i$. Unfinished partition code will be preempted at window end, to be resumed at the next window of the partition. There is an implicit
5.3. A TYPICAL CASE STUDY.

A typical case study that can be fully handled by LoPhT is a launcher (spacecraft) embedded control system model provided by Airbus DS (formerly ASTRIUM). Such spacecraft systems have very strict real-time requirements, as the unavailability of the avionics system of a space launcher during a few milliseconds in the atmospheric phase may lead to the destruction of the launcher. In a launcher control system, latency real-time requirements are defined between the acquisition of data by sensors and the sending of orders to actuators. These requirements apply to the control algorithms (GNC, for Guidance, Navigation and Control algorithms), which are usually implemented on a dedicated processor in a classical multi-tasking approach. In the last decade, the increase in raw computational power of space processors allowed the distribution of the GNC computations on the processors of the sensors and actuators, and the suppression of the processor that was, until now, dedicated to the GNC computations. In the future, the GNC algorithms could be separated, and for example the navigation algorithm could run on the processor controlling the gyroscope, while the control algorithm would run on the processor controlling the thruster. For the companies who manufacture the spacecraft systems (space launchers or space transportation vehicles), this means a non-negligible reduction in weight and power consumption, which ultimately amounts to a reduction in costs.

But distributing GNC code onto sensor and actuator processors leads to situations where a processor is shared by pieces of software having different Design Assurance Levels (such as gyroscope control and navigation), and consequently requires the use of an operating system that enforces Time and Space Partitioning (TSP) between them. In such operating systems, scheduling is handled by a hierarchic two-level scheduler in which the top level is of static Time-triggered (TDM) type. This is the case, for instance, in ARINC 653-compliant systems [8]. In some systems, such as future launchers, predictability concerns go even farther, and the processors of the distributed implementation platform share a common time base, allowing a globally time-triggered implementation. This is the type of system we consider: distributed systems that are time triggered at all scheduling levels. Such systems offer the best predictability and allow the computation of very tight worst-case response time bounds.

In the context of this case study, the LoPhT tool solves the following real-time implementation problem: Given a set of end-to-end latencies defined at spacecraft system level, along with sensing and actuation operations offsets and safe worst case execution time (WCET) estimations of the computation functions, synthesize the time-triggered schedule of the system, including the activa-
tion of each partition and each functional node, and the bus frame. Scheduling must guarantee the respect of all non-functional requirements, and be accompanied by the generation of all implementation files (executable code and system configuration files).

5.3.1 Functional specification

The first step in handling this case study was to derive a task model in our formalism. We use here its simplified version, the full example being presented in [38].

During modeling, we discovered that the initial system was over-specified, in the sense that real-time constraints were imposed in order to ensure causal ordering of tasks instances using AADL constructs. Removing these constraints and replacing them with (less constraining) data dependencies gave us more freedom for scheduling, allowing for a reduction in the number of partition changes. The resulting specification is presented in Fig. 5.1.

Our model, named GNCSimple represents a system with 3 tasks Fast, GNC, and Thermal. The periods of the 3 tasks are 10ms, 100ms, and 100ms, respectively, meaning that Fast is executed 10 times for each execution of GNC and Thermal. The hyperperiod expansion described in [38] produces a single-clock synchronous program represented by the dependent task system of Fig. 5.1. Recall from Section 4.5.2 that the solid arcs connecting the tasks Fast and GNC represent regular (intra-cycle) data dependencies. Delayed data dependencies of depth 1 represent the transmission of information from one MTF to the next. In this simple model, task Thermal has no dependencies.

5.4 Non-functional properties

Our task model considers non-functional properties of 4 types: real-time, allocation, partitioning, and preemptability.

5.4.1 Period, release dates, and deadlines

As explained in Chapter 2, the initial functional specification of a system is usually provided by the control engineers, which must also provide a platform-independent real-time specification in terms of periods, release dates, and deadlines. This specification is directly derived from the analysis of the control sys-
tem, and does not depend on architecture details such as number of processors, speed, etc. The architecture may impose its own set of real-time characteristics and requirements. Our model allows the specification of all these characteristics and requirements in a specific form adapted to our functional specification model and time-triggered implementation paradigm.

**Period.** Recall from the previous section that after hyper-period expansion all the tasks of a dependent task system $D$ have same period. We shall call this period the *major time frame* of the dependent task system $D$ and denote it $MTF(D)$. We will require it to be equal to the $MTF$ of its time-triggered implementation, as defined in Section 5.2.2.

Throughout this chapter, we will assume that $MTF(D)$ is an input to our scheduling problem. Other scheduling heuristics, such as those of Chapter 4 can be used in the case where the $MTF$ must be computed.

**Release dates and deadlines.** For each task $\tau \in T(D)$, we allow the definition of a release date $r(\tau)$ and a deadline $d(\tau)$. Both are positive offsets defined with respect to the start date of the current MTF (period). To signify that a task has no release date constraint, we set $r(\tau) = 0$. To signify that it has no deadline we set $d(\tau) = \infty$.

The main intended use of release dates is to represent constraints related to input acquisition. Recall that in a time-triggered system all inputs are sampled. We assume in our work that these sampling dates are known (a characteristic of the execution platform), and that they are an input to our scheduling problem. This is why they can be represented with fixed time offsets. Under these assumptions, a task using some input should have a release date equal to (or greater than) the date at which the corresponding input is sampled.

End-to-end latency requirements are specified using a combination of both release dates and deadlines. We require that end-to-end latencies are defined on flows (chains of dependent task instances) starting with an input acquisition and ending with an output. Since acquisitions have fixed offsets represented with the release dates, the latency constraints can also be specified using fixed offsets, namely the deadlines.

Before providing an example, it is important to recall that our real-time implementation approach is based on off-line scheduling. The release dates and deadlines defined here are specification objects used by the off-line scheduler alone. These values have no direct influence on implementations, which are exclusively based on the scheduling table produced off-line. In the implementation, release dates are always equal to the start dates computed off-line, which can be very different from the specification-level release dates.

### 5.4.2 Modeling of the case study

The specification in Fig. 5.2 adds a real-time characterization to the $GNCSimple$ example of Fig. 5.1. Here, $MTF(GNCSimple) = 100$ ms. Release dates and
deadlines are respectively represented with descending and mounting dotted arcs. The release dates specify that task Fast uses an input that is sampled with a period of 10ms, starting at date 0, which imposes a release date of \((n - 1) \times 10\) for Fast\(_n\). Note that the release dates on Fast\(_n\) constrain the start of GNC, because GNC can only start after Fast\(_{10}\). However, we do not consider these constraints to be a part of the specification itself. Thus, we set the release dates of tasks GNC and Thermal to 0 and do not represent them graphically.

Only task Fast\(_4\) has a deadline that is different from the default \(\infty\). In conjunction with the 0 release date on Fast\(_1\), this deadline represents an end-to-end constraint of 140ms on the flow defined by the chain of dependent task instances

\[
\text{Fast}_1^n \rightarrow \text{Fast}_2^n \rightarrow \ldots \rightarrow \text{Fast}_{10}^n \rightarrow \text{GNC}^n \rightarrow \text{Fast}_4^{n+1}
\]

for \(n \geq 0\). Formally, it requires that no more that 140ms separate the start of the \(n^{th}\) instance of task Fast\(_1\) from the end of the \((n + 1)^{th}\) instance of task Fast\(_4\). Since the release date of task instance Fast\(_1^n\) in the MTF of index \(n\) is 0, this flow constraint translates into the requirement that Fast\(_4^{n+1}\) terminates 140ms after the beginning of the MTF of index \(n\). This is the same as 40ms after the beginning of MTF of index \(n + 1\) (because the length of one MTF is 100ms). The deadline of Fast\(_4\) is therefore set to 40ms.

### 5.4.3 Architecture-dependent constraints

The period, release dates and deadlines of Fig. 5.2 represent architecture-independent real-time requirements that must be provided by the control engineer. But architecture details may impose constraints of their own. For instance, assume that the samples used by task Fast are stored in a 3-place circular buffer. At each given time, Fast uses one place for input, while the hardware uses another to store the next sample. Then, to avoid buffer overrun, the computation of Fast\(_n\) must be completed before date \((n + 1) \times 10\), as required by the new deadlines of Fig. 5.3. Note that these deadlines can be both larger than the period of task Fast, and larger than the MTF (for Fast\(_{10}\)). By comparison, the specification of Fig. 5.2 corresponds to the assumption that input buffers are infinite, so that the architecture imposes no deadline constraint. Also note in Fig. 5.3 that the deadline constraint on Fast\(_3\) is redundant, given the deadline of Fast\(_4\).
5.4. NON-FUNCTIONAL PROPERTIES

and the data dependency between $Fast_3$ and $Fast_4$. Such situations can easily arise when constraints from multiple sources are put together, and do not affect the correctness of the scheduling approach.

![Figure 5.3: Adding 3-place circular buffer constraints to our example](image)

5.4.4 Worst-case durations, allocations, preemptability

We also need to describe the processing capabilities of the various processors and the bus:

- For each data type $t$ associated with a dependency (simple or delayed), we define the worst-case memory footprint of a value of type $t$. This information allows the computation of the worst-case communication time (WCCT) for a data of that type, using the formula of Section 4.5.1.

- For each task $\tau \in T(D)$ and each processor $P \in Procs(Arch)$ we provide the capacity, or duration of $\tau$ on $P$. We assume this value is obtained through a worst-case execution time (WCET) analysis, and denote it $WCET(\tau, P)^4$. This value is set to $\infty$ when execution of $\tau$ on $P$ is not possible.

- Like in Section 4.5.3, for each data type $type(a)$ used in the specification, we provide $WCCT(type(a))$ as an upper bound on the transmission time of a value of type $type(a)$ over the bus. We assume this value is always finite.

Note that the WCET information may implicitly define absolute allocation constraints, as $WCET(t, P) = \infty$ prevents $t$ from being allocated on $P$. Such allocation constraints are meant to represent hardware platform constraints, such as the positioning of sensors and actuators, or designer-imposed placement constraints. Relative allocation constraints can also be defined, under the form of task groups which are subsets of $T(D)$. The tasks of a task group must be allocated on the same processor.

Our task model allows the representation of both preemptive and non-preemptive tasks. The preemptability information is represented for each task $\tau$ by the flag $is\_preemptive(\tau)$.

---

4Note the difference with respect to the notations of Section 4.5.3, justified by the fact that multiprocessor architectures are here heterogeneous, as opposed to homogenous for the MPPAs considered in the previous chapter.

5We make the simplifying assumption that the architecture uses a single broadcast bus.
5.4.5 Partitioning

Recall from Section 5.2.3 that there are two aspects to partitioning: the partitioning of the application and that of the resources (in our case, CPU time). On the application part, we assume that every task \( \tau \) belongs to a partition \( \text{part}_\tau \) of a fixed partition set \( \text{Part} = \{ \text{part}_1, \ldots, \text{part}_k \} \).

Also recall from Section 5.2.3 that CPU time partitioning, i.e., the time windows on processors and their allocation to partitions can be either provided as part of the specification or computed by our algorithms. Thus, our specification may include window definitions which cover none, part, or all of CPU time of the processors. LoPhT does not currently allow the specification of a partitioning of the shared bus (this is ongoing work described in [73]).

5.5 Scheduling and code generation

The definition of our task model is now completed. It allows the specification of all the functional and non-functional aspects needed for the correct and efficient implementation of our target class of systems. It also allows the application of algorithms allowing the fully automatic synthesis of implementations. By implementations we mean here the full code of tasks, plus the configuration of the ARINC 653 OSs running on processors, and the schedule of the bus.

The mapping technique is developed on top of the principles and algorithms described in the previous chapter. One important point is that proving the correctness of our algorithms requires significant investment in proving that the platform model used by the scheduling algorithms is a conservative abstraction of the actual execution platform including hardware, ARINC 653 operating system, and drivers. For instance, we assume in our work that the impact of the OS/scheduler and driver (I/O) code on the WCETs can be bounded.

![Figure 5.4: LoPhT transformation flow](image)

I will not provide here details of individual scheduling and code generation algorithms (more information can be found in [38, 34]). Instead, I will focus on presenting the global flow of transformations, which is more complex than that of the previous chapter. As Fig. 5.4 shows, it starts from a single-clock synchronous program. Non-functional requirements specify the partition of each data-flow block. Based on them, the initial program is transformed to ensure that every communication that crosses the boundary of a partition is performed...
5.6. CONCLUSION

The conclusion is brief: I believe that my work of the past years (presented in this thesis) shows that real-time systems compilation is an attainable goal for industrially-significant classes of embedded systems. Of course, my work, and that of my collaborators, is just a first step in this direction, and a lot of work remains to be done. There are scientific and technical challenges, many of them already mentioned in this thesis, or in the papers I published. Among these, I will only mention here one: moving to larger, more dynamic classes of specifications and implementations, but without losing too much of the predictability and/or efficiency. However, the most important challenge of all is not technical, nor scientific. It is that of ensuring community and industrial acceptance. I can only hope is that my work will pass, in time, this test.
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