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L INRIA and LIX, Ecole Polytechnique, France.
2 Dipartimento di Informatica, Universita di Pisa, Italy.

Abstract. Differential privacy is a notion of privacy that has become
very popular in the database community. Roughly, the idea is that a
randomized query mechanism provides sufficient privacy protection if
the ratio between the probabilities that two adjacent datasets give the
same answer is bound by e®. In the field of information flow there is
a similar concern for controlling information leakage, i.e. limiting the
possibility of inferring the secret information from the observables. In
recent years, researchers have proposed to quantify the leakage in terms
of Rényi min mutual information, a concept strictly related to the Bayes
risk. In this paper, we show how to model the query system in terms of
an information-theoretic channel, and we compare the notion of differen-
tial privacy with that of mutual information. We show that differential
privacy implies a bound on the mutual information, but not vice-versa.
Furthermore, we show that our bound is tight. Then, we consider the
utility of the randomization mechanism, which represents how close the
randomized answers are, in average, to the real ones. We show that the
notion of differential privacy implies a bound on utility, also tight, and we
propose a method that under certain conditions builds an optimal ran-
domization mechanism, i.e. a mechanism which provides the best utility
while guaranteeing e-differential privacy.

1 Introduction

The area of statistical databases has been one of the first communities to consider
the issues related to the protection of information. Already some decades ago,
Dalenius [11] proposed a famous “ad omnia” privacy desideratum: nothing about
an individual should be learnable from the database that cannot be learned
without access to the database.

1.1 Differential privacy

Dalenius’ property is too strong to be useful in practice: it has been shown
by Dwork [12] that no useful database can provide it. In replacement Dwork
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has proposed the notion of differential privacy, which has had an extraordinary
impact in the community. Intuitively, such notion is based on the idea that the
presence or the absence of an individual in the database, or its particular value,
should not change in a significant way the probability of obtaining a certain
answer for a given query [12-15].

Dwork has also studied sufficient conditions for a randomized function K to
implement a mechanism satisfying e-differential privacy. It suffices to consider
a Laplacian distribution with variance depending on ¢, and mean equal to the
correct answer [14]. This is a technique quite diffused in practice.

1.2 Quantitative information flow

The problem of preventing the leakage of secret information has been a pressing
concern also in the area of software systems, and has motivated a very active line
of research called secure information flow. Similarly to the case of privacy, also in
this field, at the beginning, the goal was ambitious: to ensure non-interference,
which means complete lack of leakage. But, as for Dalenius’ notion of privacy,
non-interference is too strong for being obtainable in practice, and the commu-
nity has started exploring weaker notions. Some of the most popular approaches
are the quantitative ones, based on information theory. See for instance [6,7,9,
18-20,23].

The various approaches in literature differ, mainly, for the notion of entropy.
These notions are related to the kind of attackers we want to model, and to how
we measure their success (see [18] for an illuminating discussion of this relation).
Shannon entropy [22], on which most of the approaches are based, is used to
model an adversary which tries to find out the secret z by asking questions of
the form “does x belong to set S7”. Shannon entropy is precisely the average
number of questions necessary to find out the exact value of x with an optimal
strategy (i.e. an optimal choice of the S’s). The other most popular notion of
entropy (in this area) is Rényi’s min entropy [21]. The corresponding notion of
attack is a single try of the form “is x equal to v?7”. Rényi’s min entropy is
precisely the log of the probability of guessing the true value with the optimal
strategy, which consists, of course, in selecting the v with the highest probability.
Approaches based on this notion include [23] and [4].

In this paper, we focus on the approach based on the Rényi min entropy.

It is worth noting that, while the Rényi’s min entropy of X, H(X), rep-
resents the a priori probability of success (of the single-try attack), the Rényi’s
min conditional entropy of X given Y, Hoo(X | Y), represents the a posteri-
ori probability of success'. This a posteriori probability is the converse of the
Bayes risk [10], which has also been used as a measure of the leakage of secret
information [3, 5].

1 'We should mention that Rényi did not define the conditional version of the min
entropy, and that there have been various different proposals in literature for this
notion. We use here the one proposed by Smith in [23].



1.3 Goal of the paper

The first goal of this paper is to explore the relation between differential privacy
and quantitative information flow. We address the problem of characterizing the
protection that differential privacy provides with respect to information leakage.
Then, we consider the problem of the utility. This is different from information
leakage in that it represents the relation between the reported answer and the
true answer. While we want to avoid that the system leaks the information of
the participants, we do not need the same protection towards the true answer
in itself. It is therefore interesting to explore ways to improve the utility while
preserving privacy. We attack this problem by considering the possible structure
that the query induces on the true answers.

1.4 Contribution
The main contribution of this paper is the following

— We propose a model-theoretic framework to reason about both information
leakage and utility.

— We prove that e-differential privacy implies a bound on the information leak-
age. The bound is tight.

— We prove that e-differential privacy implies a bound on the utility. We prove
that, under certain conditions, the bound is tight.

— We identify a method that, under certain conditions, constructs the random-
ization mechanisms which maximizes utility while providing e-differential
privacy.

1.5 Plan of the paper

Next section introduces some necessary background notions. Section 3 proposes
an information-theoretic view of the database query systems, and of its decom-
position in terms of the query and of the randomization mechanisms. Section 4
shows that differential privacy implies a bound on the Rényi min mutual infor-
mation, and that the bound is tight. Section 5 shows that differential privacy
implies a bound on the utility, and that under certain conditions the bound is
tight. Furthermore it shows how to construct and optimal randomization mech-
anism. Section 6 discusses related work, and Section 7 concludes.
The proofs of the results are in the appendix.

2 Background

2.1 Differential privacy

Roughly, the idea of differential privacy is that a randomized query mechanism
provides sufficient privacy protection if the ratio between the probabilities of
two different entries to originate a certain answer is bound by e€, for some given
€ > 0. Dwork’s definition of differential privacy is the following:



Definition 1 ([14]). A randomized function K satisfies e-differential privacy
if for all of data sets D' and D" differing on at most one row, and all S C
Range(K),

Pr[K(D") € S] < e x Pr[K(D") € S] (1)

2.2 Information theory and interpretation in terms of attacks

In the following, X,Y denote two discrete random variables with carriers X =
{zo,...,xn-1}, ¥ = {vo0,.-.,Ym—1}, and probability distributions px(-), py (*),
respectively. An information-theoretic channel is constituted by an input X,
an output Y, and the matrix of conditional probabilities py|x(- | -), where
Py|x(y | =) represent the probability that Y is y given that X is x. We shall
omit the subscripts on the probabilities when they are clear from the context.

Rényi min-entropy In [21], Rényi introduced an one-parameter family of en-
tropy measures, intended as a generalization of Shannon entropy. The Rényi
entropy of order @ (¢ > 0, @ # 1) of a random variable X is defined as

Ho(X) = t2-logy >, c v p(x)®. We are particularly interested in the limit
of H, as «a approaches co. This is called min-entropy. It can be proven that
Hoo(X) Y limg oo Ha(X) = —log, maxsex p(z).

Rényi defined also the a-generalization of other information-theoretic no-
tions, like the Kullback-Leibler divergence. However, he did not define the a-
generalization of the conditional entropy, and there is no agreement on what
it should be. For the case a = 0o, we adopt here the definition of conditional
entropy proposed by Smith in [23]:

Hoo(X |Y) = —log; Y ply) max p(x | y) (2)
yey

Analogously to the Shannon case, we can define the Rényi-mutual informa-
tion I as Hoo(X) — Hoo(X | Y), and the capacity Coo as max;, () Ioo(X;Y).
It has been proven in [4] that Cw is obtained at the uniform distribution, and
that it is equal to the sum of the maxima of each column in the channel matrix,

ie., Cx = ZyeymaXzGXp(y | z).

Interpretation in terms of attacks: Rényi min-entropy can be related to a model
of adversary who is allowed to ask exactly one question, which must be of the
form “is X = z7” (one-try attacks). More precisely, Ho(X) represents the (log-
arithm of the inverse of the) probability of success for this kind of attacks and
with the best strategy, which consists, of course, in choosing the x with the
maximum probability.

As for Hy (X | Y), it represents the inverse of the (expected value of the)
probability that the same kind of adversary succeeds in guessing the value of X a
posteriori, i.e. after observing the result of Y. The complement of this probability
is also known as probability of error or Bayes risk. Since in general X and Y



are correlated, observing Y increases the probability of success. Indeed we can
prove formally that Hoo (X | Y) < Hoo(X), with equality if and only if X and Y
are independent. I (X;Y") corresponds to the ratio between the probabilities of
success a priori and a posteriori, which is a natural notion of leakage. Note that
I.(X;Y) > 0, which seems desirable for a good notion of leakage.

3 A model of utility and privacy for statistical databases

In this section we present a model of statistical queries on databases, where noise
is carefully added to protect privacy and, in general, the reported answer to a
query does not need to correspond to the real one. In this model, the notion
of information leakage can be used to measure the amount information that an
attacker learns about the database. Moreover, the model allows us to quantify
the utility of the query, that is, how much information about the real answer
can be obtained from the reported one. This model will serve as the basis for
exploring the relation between differential privacy and information flow.

We fix a finite set Ind of individuals that participate in the database and a
finite set of possible values Val for each individual.? Let u = |Ind| and v = |Val|.
A database D = {do,...,dy—1} is a u-tuple where each d; € Val is the value
of the corresponding individual. The set of all databases is X = Val*. Two
databases D, D’ are adjacent, written D ~ D’ iff they differ for the value of
exactly one individual.

Let K be a randomized function and Z =
Range(K). This function can be modelled by

a channel C¢ with input and output alphabets

X, Z respectively. This channel, displayed in b 7
Figure 1, can be specified as usual by a matrix d@) K m
of conditional probabilities pz|x (-[-). We also answer
denote by X,Z the random variables mod- prr—

elling the input and output of the channel.
The definition of diffential privacy can be di-

rectly expressed as a property of the channel: Fig.1. A randomized function
Ci satisfies e-differential privacy iff K

randomized function

p(z|lz) < ep(z|a’) for all z € Z,z,2" € X with z ~ 2

Intuitively, the correlation between X and Z measures how much information
about the complete database the attacker can obtain by observing the reported
answer. We will refer to this correlation as the leakage of the channel, denoted
by L(X,Z). In Section 4 we discuss how this leakage can be quantified, using
notions from information theory, and we study the behavior of the leakage for
differentially private queries.

2 The absence of an individual from the database, if allowed, can be represented by
one of the values in Val. See the discussion at the end of this section.
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Fig. 2. Leakage and utility for oblivious mechanisms

We then introduce a random variable ¥ modelling the true answer to the
query f, ranging over ) = Range(f). Now the correlation between Y and Z
measures how much we can learn about the real answer from the reported one.
We will refer to this correlation as the utility of the channel, denoted by U(Y, Z).
In Section 5 we discuss in detail how utility can be quantified, and we investi-
gate how to construct a private mechanism so that utility is maximized while
preserving differential privacy.

In practice, the privacy mechanism that adds noise to the query output is
often oblivious, meaning that the reported answer Z only depends on the real
answer Y and not on the database X. In this case, the channel Cx can be
decomposed into two parts: a channel C'y modelling the query f, and a channel
C% modelling the oblivious noise. The definition of utility in this case is simplified
as it only depends on properties of the sub-channel C%. The leakage and the
utility for a decomposed randomized function are displayed in Figure 2.

Leakage about an individual. As already discussed, £(X, Z) can be used to quan-
tify the information that the attacker can learn about the whole database. How-
ever, protecting the whole database is not the main goal of differential privacy
(indeed, some information will necessarily be revealed, otherwise the query would
not be useful). Instead, differential privacy aims at protecting the value of an
individal, even in the worst case where the values of all other individuals are
known. To quantify this information leakage we can define smaller channels,
where only the information of a specific individual varies. Let D~ € Val*~! be
a (u — 1)-tuple with the values of all individuals but one. We create channel
Cp- whose input alphabet is the set of all databases in which the u — 1 individ-
uals have the same values as in D~. Intuitively, the information leakage of this
channel measures how much information about one individual the attacker can
learn if the values of all others are known to be D~. This leakage is studied in
Section 4.1.



A note on the choice of values. The choice of the set Val depends on the as-
sumptions about the attacker’s knowledge. In particular, if the attacker does
not know which individuals participate in the database, one of the values in Val
(e.g. 0 or a special value null) could be interpreted as absence. As discussed in
[14], a database D" adjacent to D can be though of either being a superset of D
with one extra row, or the same as D in all rows except from one. Our definition
of ~ with the posibility of null values covers both cases.

However, an important observation should be made about the choice of Val.
Most often we are interested in protecting the actual value of an individual, not
just its participation in the database. In this case, the definition of differential
privacy (as well as the channels we are constructing) should include databases
with all possible values for each individual, not just the “real” ones. In other
words, to prevent the attacker from finding out the individual’s value, the prob-
ability p(z|z), where x contains the individual’s true value, should be close to
p(z|x’) where 2’ contains a hypothetical value for this individual.

This might seem unnecessary at first sight, since differential privacy is of-
ten though as protecting an individual’s participation in a database. However,
hiding an individual’s participation does not imply hiding his value. Consider
the following example: we aim at learning the average salary of employees in a
small company, and it happens that all of them have exactly the same salary s.
We allow anyone to participate or not, while offering e-differential privacy. If we
only consider s as the value in all possible databases, then the query is always
constant, so answering it any number of times without any noise should satisfy
differential privacy for any ¢ > 0. Since all reported answers are s, the attacker
can deduce that the salary of all employees (including those not participating in
the query) is s. In fact, the attacker cannot find out who participated, despite
the value of all individuals is revealed.

In other cases, of course, the values are public and we are only interested
in hiding the participation (e.g. average height of people with cancer). Thus,
Val should be properly selected according to the application. If participation
is known and we only wish to hide the values, Val should contain all possible
values. If the values are known and participation should be hidden, Val could be
{0,1} denoting absence or presence respectively. Finally, if both the value and
the participation should be protected, Val can contain all values plus null.

4 Leakage

As discussed in the previous section, the correlation £(X,Z) between X and
Z measures the information that the attacker can learn about the database. In
this section, we consider Rényi min-entropy as a measure of this leakage, that
is L(X,Z) = I(X;Z). We then investigate bounds on information leakage
imposed by differential privacy.

Our first result shows that the leakage of a randomized function K is bounded
by a quantity depending on ¢, the numbers u, v of individuals and values respec-
tively. We assume that v > 2.



Theorem 1. If I provides e-differential privacy then the leakage associated to
K is bounded from above as follows:

ve

(v—1+e°)

Note that this bound B(u,v,e) =
u log, ﬁ is a continuous function in

Io(X;Z) < ulog,

€, has value 0 when ¢ = 0, and converges

to u log, v as € approaches infinity. Figure 3

shows the growth of B with respect to ¢, for 01

various fixed values of u and v. w0
The following result shows that the bound

B(u,v,¢€) is tight.

600 4

Proposition 1. For every u, v, and € there
ezists a randomized function IC which provides
e-differential privacy and whose leakage, for o :
the uniform input distribution, is Io(X; Z) = .
B(u,v,e€).

100 4

Fig. 3. Graphs of B(u,v,¢) for
Ezample 1. Assume that we are interested in  ,, — 100 and v = 2 (lowest line),
the eyes color of a certain population Ind = , — 1¢ (intermediate line), and
{Alice, Bob}. Let Val = {a,b,c} where a , — 100 (highest line), respec-
stands for absent, b for blue, and ¢ for chatain. tively.
We can represent each dataset with a tuple
dydy, where dy € V represent the eyes color of Alice (cases dg = b and dy = ¢),
or that Alice is not in the dataset (case dy = a). dy provides the same kind
of information for Bob. Note that v = 3. Fig 4(a) represents the set X of all
possible datasets and its adjacency relation. Fig 4(b) represents the matrix with
input X which provides e-differential privacy and has the highest information
leakage. In the representation of the matrix, the generic u stands for —2;, where

eSU,
ve’ __ _3e°
v—1+e€) — (24e)"

a is the highest value in the matrix, i.e. a = i

We know from the literature [4,23] that the I of a given matrix has its
maximum in correspondence of the uniform input distribution. So, it is natural
to ask whether we could find a tighter bound on the leakage when we assume
a fixed (non-uniform) input distribution. Furthermore, the construction of the
matrix for Proposition 1 gives a square matrix of dimension v* x v*. Often,
however, the range of K is fixed, as it is usually related to the possible answers
to the query f. Hence it is natural to consider the scenario in which we are given a
number r < v", and want to consider only those K’s whose range has cardinality
at most r. Could we, in this restricted setting, find a better bound than the one
given by Theorem 1?7 The following proposition answers these questions.

In order to state the proposition as simply as possible, it is convenient to
index the input probabilities according to a decreasing order: py = p(zg) =
maxy p(r) > p1 = p(T1) = Maxy\ (4o} P(T) > P2 = p(T2) = MaAXA\ {2,2,} P(T),
etc.
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Fig. 4. Universe and highest-leakage matrix giving e-differential privacy for Example 1.

Proposition 2. Let K be a randomized function and let r = |Range(K)|. If K
provides e-differential privacy then the leakage associated to IC is bounded from
above as follows:

ef \
Io(X;Z) < —logypo+ _ max  klogy <mzph>
h=0

1<k<|log, 7]

where s = min{r, v*+1}.

Note that this bound can be much smaller than the one provided by Theo-

rem 1. For instance, if r = s, and the input probability is uniform, this bound

can be at most —log, Ulu +log, ((vjiﬂe) Zz;é v%) = log, ﬁ, i.e. u times

smaller than B(u,v,¢€). Let us clarify that there is no contradiction with the fact
that the bound B(u,v,€) is strict: in fact it is strict when we are free to choose
the range, but here we fix the dimension of the range.

Also a non-uniform input distribution can help lowering the bound. This is
obvious, because the bound provided by Proposition 2 is always smaller than
—log, po (independently from u and v). This is because v > 2 hence the argu-
ment of the second logarithm is smaller than 1.

4.1 Measuring the leakage about an individual

As discussed in Section 3, the main goal of differential privacy is not to protect
information about the complete database, but about each individual. To capture
the information leakage about an individual, we start from a tuple D~ € Val*~!
containing the exact values of all other individuals. Then we create a channel
whose input Xp- ranges over all databases where the values of the u — 1 are
exactly those of D™ and only the value of one individual varies. Intuitively,
I(Xp-;Y) measures the leakage about the individual’s value where all other
values are known to be D~. As all these databases are adjacent, differential
privacy provides a stronger bound for this leakage.



Theorem 2. If K provides e-differential privacy then for all D~ € Val“~! the
leakage about an individual is bounded from above as follows:

Ioo(Xp-;Z) <logy e

Note that this bound is stronger than the one of Theorem 1. In particular,
it depends only on € and not on u, v.

5 Utility

As discussed in Section 3, the utility of a randomized function K is the correlation
between the real answers Y for a query and the reported answers Z. In this
section we analyze the utility U(Y, Z) using the classic notion of utility functions
(see for instance [2]).

For our analysis we assume that an oblivious privacy mechanism is employed.
As discussed in Section 3, in this case the system can be decomposed into two
channels, and the utility becomes a property of the channel C'3; which maps
the real answer y € ) into a reported answer z € Z according to probability
distributions pzy (+|-). However, the user does not necessarily take z as her guess
for the real answer, since she can use some Bayesian post-processing to maximize
the probability of a right guess. Thus for each reported answer z the user can
remap her guess to a value 3y’ € ) according to some strategy that maximizes
her gain. For each pair of (y,y’) there is an associated value given by a gain (or
utility) function g(y,u) that represents how much the user gains by guessing y’
when the real answer is y.

It is natural to define the global utility of the mechanism H as the expected
gain:

Uy, z)=> pu)>_ p'v)g.v) (3)

where p(y) is the prior probability of real answer y, p(y'|y) is the probability
of user guessing y’ when the real answer is y, and g(y, y’) is the gain function of

the pair (y, /).
Assuming that the user uses a remapping function p(z) : £ — Y, we can
derive the following characterization of the utility. We will use J, to represent

10



the probability distribution which has value 1 on x and 0 elsewhere.

Z)=> o) > W v)g(y.v) (by (3))
=> ) (ZP(Z|y)p(y/|Z)> 9(y,y") (by remap)
= ZP(Z/) Z (Z p(z|y)5p(z)(y')> g(y,y") (the remap is a function)
:ZP Zp 2ly) Z% y)
= Zp Y,z 25 y)
= Zp Y,z (2))

A very common utility function is the binary gain function defined as gpin(y,y’") =

1ify =y and gpin(y,y’) = 0if y # ¢'. In the rest of this section we will focus on
the binary case. The use of binary utility functions in the context of differential
privacy was also investigated in [16]3.

By substituting g with gpi, in the above formula we obtain:

=D p(y,2)3,(p(2)) (4)

which tells us that the expected utility is the greatest when p(z) = y is
chosen to maximize p(y, z). Assuming that the user chooses such a maximizing
remapping, we have:

Z) = ngxp(% z) (5)

This corresponds to the converse of the Bayes risk, and it is closely related
to the Rény min conditional entropy and to the Rény min mutual information:

oo(le) = —IOgQU(Y, Z) IOO(Y7Z) = HOO(X) +10g2u(Ya Z)

5.1 A bound on the utility

In this section we show that the fact that I provides e-differential privacy induces
a bound on the utility. We start by extending the adjacency relation ~ from the
datasets to the answers ). Intuitively, the function f associated to the query
determines a partition on the set of all databases (X, i.e. Val*), and we say that
two classes are adjacent if they contain an adjacent pair. More formally:

3 The authors of [16] used the dual notion of loss functions instead than gain functions,
but the final result is equivalent.

11



Definition 2. Given y,y' € Y, with y # ', we say that y and y' are adjacent
(notation y ~y'), iff there exist D, D' € Val* with D ~ D’ such that y = f(D)
and y' = f(D').

Since ~ is symmetric on databases, it is also symmetric on ), therefore (), ~)
forms an undirected graph. We define the distance dist between two elements
Y,y € Y as the length of the minimum path from y to y’. For a given natural
number d, we use Border(y, d) to denote the set of elements at distance d from
Yy, i.e.

Border(y,d) = {y' | dist(y,y') = d}
We recall that a graph automorphism o is an isomorphism of the graph into itself.
In a (finite) graph, an orbit of o is a set of the form {v,o(v),o?,..., 0" 1(v)}
where v is an arbitrary vertex and o”(v) = v.
We are now ready to give a bound on the utility:

Theorem 3. Let H be a randomization mechanism for the randomized function
K and the query f, and assume that KC provides e-differential privacy. Assume
that (Y, ~) admits a graph automorphism with only one orbit. Furthermore,
assume that there exists a natural number ¢ and an element y € Y such that, for
every d, either |Border(y,d)| =0 or |Border(y,d)| > c¢. Then

(e)"(1— )
UX,Y) < (e€)™(1 — e€) + c (1 — (e€)™)

where n is the mazimum distance from y in ).

The bound provided by the above theorem is strict, in the sense that, when
| Border(y, d)| is exactly ¢ for every d, then we can construct a H which has pre-
cisely that utility and it still provides e-differential privacy. This randomization
mechanism is therefore optimal, in the sense that it optimizes the utility for the
given e. This is the main topic of the next section.

5.2 Constructing an optimal randomization mechanism

Given a query f, and a differential privacy requirement ¢, it is important to design
the randomization mechanism # in such a way that (together with f) provides
e-differential privacy, but without making useless sacrifices on the utility. We
shows a method to construct the optimal H, at least in some particular cases.
Let f be a query and € a differential privacy requirement. Assume that (), ~)
admits a graph automorphism with only one orbit. Assume that, for every y € Y’
and every natural number d, either | Border(y, d)| = 0 or | Border(y,d)| = c¢. Then
we can construct an optimal randomization mechanism # in the following way.
Let Z=Yand a = (ee)n(l(i);(j;(efj(eé)n) where n is the diameter of the graph,
namely the maximal distance between any two nodes. We define the matrix of
conditional probabilities associated to H as follows: For every column z, define

pzy (2ly) = (ef)d where d = dist(y, z) (6)

12



Theorem 4. The definition in (6) determines a legal channel matriz for H,
i.e., for each y, pz )y (-|y) is a probability distribution. Furthermore, it meets the
differential privacy requirement, in the sense that the the composition KC of f
and H provides e-differential privacy. Finally, H is optimal in the sense that
it mazimizes utility when the input distribution (i.e. the distribution of Y) is
uniform.

The conditions for the construction of the optimal matrix are strong, but
there are some interesting scenarios in which they are satisfied. Depending on
the degree of connectivity ¢, we can have || — 2 different cases (note that the
case of ¢ = 1 is not possible because the datasets are fully connected via their
adjacency relation), whose extreme are:

— (Y, ~) is a ring, i.e. every element has exactly two adjacent elements. This
is similar to the case of the counting queries considered in [16], with the
difference that our “counting” is in arithmetic modulo |Y|.

— (Y, ~) is a clique, i.e. every element has exactly |J| — 1 adjacent elements.

The optimal matrices generated by our algorithm above can be very different,
depending on the value of c¢. Next examples illustrate two queries that give rise
to the clique and to the ring structures, and show the corresponding matrices.

Ezxample 2. Consider a database with electoral information where each row cor-
responds to a voter and contains (for simplicity) only three fields:

— ID: a unique (anonymized) identifier assigned to each voter;
— CITY: the name of the city on which the user voted;
— CANDIDATE: the name of the candidate the user voted for.

We will analyze two different queries for this database. First, consider the
query “What is the city with the greatest number of votes for a given candidate
cand ?”. For such a query the binary function is a natural choice for the gain
function: only the right city gives some gain, and any wrong answer is just as
bad/good as any other. It is easy to see that every pairs of answers are neighbors,
i.e. the graph structure of the answers is a clique.

Let us counsider the scenario where CITY={A,B,C,D,E,F} and assume that
there is a unique answer for the query, i.e., there are no two cities with exactly
the same number of individuals voting for candidate cand. Table 1 shows two
alternative mechanisms providing e-differential privacy (with e = log 2). The first
one, M, is based on the truncated geometric mechanism method used in [16]
for counting queries (here extended to the case where every paris of answers are
neighbors). The second mechanism, Ms, is the one we propose in this paper.

Taking as input distribution the uniform distribution, it is easy to see that
U(My) = 0.2243 < 0.2857 = U(M3). The gap becomes larger if we take an
input distribution with lower values in the first and last row. For instance, for
p(A) = p(F) =1/10 and p(B) = p(C) = p(D) = P(E) = 1/5, we have U(M;) =
0.1622 < 0.2857 = U(Mz). This is not too surprising: the Laplacian method and
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(a) M;i: truncated geometric mechanism (b) Maz: our mechanism
|In/Out||A|B|C|D|E|F| |In/Out||A|B|C’|D|E|F|
0.535]0.060[0.052]0.046]0.040]0.267 2 71717171 )T[1]7
0.465]0.069]0.060]0.0530.0460.307 1/7)2/71 /77T
0.405[0.060]0.069]0.060/0.053|0.353 1/7[1/712/7[1/7[1/7]1]7
0.353]0.053]0.060]0.069]0.060]0.405 177177172 71 /717
0.307]0.046]0.053]0.060]0.069]0.465 171771772 7L
0.268[0.040(0.046]0.052|0.060(0.534 1/7[1/7[1/7[1/7[1/7]2]7

Table 1. Mechanisms for the city with higher number of votes for candidate cand

| | O Qf |~
| | O Q W]~

the geometric mechanism work very well when the domain of answers is provided
with a metric and the utility function is not binary?. It also works well when
(¥, ~) has low connectivity, in particular in the cases of a ring and of a line. But
in this example, we are not in these cases, because we are considering binary
gain functions and high connectivity.

Ezample 3. Let us consider the same database as the previous example, but now
assume a counting query of the form “What is the number of votes for candidate
cand ?”. Tt is easy to see that each answer has at most two neighbors. More
precisely, the graph structure on the answers is a line. For illustration purposes,
let us assume that only 5 individuals have participated on the election. Table 2
shows two alternative mechanisms providing e-differential privacy (e = log2): the
truncated geometric mechanism method M; proposed in [16] and the mechanism
we propose My, where ¢ = 2 and n = 3. (Note that we can use our mechanism
also when |Border(y, d)| < ¢, since it still satisfies differential privacy. However
in this case it is not guaranteed to be optimal.)

In addition, suppose that the user querying the database has as prior informa-
tion that the extreme cases (where all five participants voted for cand and none
of them voted for cand, respectively) have low probability: p(A) = p(F') = 1/100,
p(B) = p(D) = 24/100 and p(C) = P(D) = 25/100. Simple calculations show
that U(M7) = 0.34 < 0.3636 = U(Ms).

On the other hand, in case of uniform prior distribution the utility of M; is
higher than the utility of Ma, in fact the first is 4/9 and the second is 4/11. This
does not contradict our theorem, because our matrix is guaranteed to be optimal
only in the case of a ring structure, not a line as we have in this example. If the
structure were a ring, i.e. if the last row were adjacent to the first one, then M;
would not provide e-differential privacy.

4 In the metric case the gain function can take into account the proximity of the
reported answer to the real one, the idea being that a close answer, even if wrong,
is better than a distant one.
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(a) M;i: truncated 3-geom. mechanism (b) Ms: our mechanism

MI/Out] 0 [ 1 [2[3[]4]5] MmOuo]1][2[3]4]5]
0 [[2/3]1/6[1/12]1/24]1/48]1/48 0 [[4/11]2/11]1/11]1/22]1/11[2/11
1 |[1/3]1/3]1/6]1/12[1/24]1/24 1 |l2/11f4/11]2/11]1/11]1/22[1/11
2 [[1/6]1/6]1/3]1/6]1/12[1/12 2 [[1/11]2/11]4/11]2/11]1/11]1/22
3 [i/a2l1/12]1/6|1/3]1/6|1/6 3 [[1/22]1/11)2/11]4/11|2/11]1/11
4 [[1/24]1/24]1/12]1/6 |1/3]1/3 4 [[1/11]1/22]1/11]2/11]4/11|2/11
5 [[1/48]1/48]1/24]1/12]1/6 [ 2/3 5 [l2/1n]1/11]1/22[1/11]2/11]4/11

Table 2. Mechanisms for the counting query (5 voters)

6 Related work

Barthe and Kopf have investigated the connection between differential privacy
and the Rényi min-entropy leakage in [1]. They also propose a characterization
of differential privacy mechanisms in terms of information-theoretic channels,
and they use an elegant representation of the inputs (which in their setting
corresponds to the subsets of a given database) in terms of binary sequences.
Then they proceed to show that the leakage of such channels depends on the size
of the channel’s input and provide a bound for the leakage. Our paper differs
from theirs in the following aspects: (a) We provide a smaller bound for the
information leakage, and we show that our bound is tight, in the sense that
there exists a differentially private channel whose leakage achieves our bound.
(b) Their approach captures only the particular (yet very interesting) case in
which the focus of differential privacy is on hiding participation of individuals in
a database. We consider both the absence/presence of the individuals, and, for
those who are present, also their values (see discussion in Section 3). (c¢) They
consider only the case of uniform prior distribution, while we provide a (smaller)
bound for non-uniform prior. (d) In our model we also consider the case in
which the randomized function is decomposed into a query and a randomization
mechanism on the answers, so that we are able to separate the leakage and the
utility, and study how to improve the utility without affecting (the bound on)
the leakage.

Clarkson and Schneider also considered differential privacy as a case study
of their proposal for quantification of integrity [8]. There, the authors analyze
database privacy conditions from the literature (such as differential privacy, k-
anonymity, and [-diversity) using their framework for utility quantification. In
particular, they study the relationship between differential privacy and a notion
of leakage (which is different from ours - in particular their definition is based
on Shannon entropy) and they provide a tight bound on leakage.

Heusser and Malacaria [17] were among the first to explore the application
of information-theoretic concepts to databases queries. They proposed to model
database queries as programs, which allows for statical analysis of the informa-
tion leaked by the query. However [17] did not attempt to relate information
leakage to differential privacy.
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In [16] the authors aim at obtaining optimal-utility randomization mecha-
nisms while preserving differential privacy. The authors propose adding noise to
the output of the query according to the geometric mechanism. Their frame-
work is very interesting in the sense it provides a general definition of utility
for a mechanism M that captures any possible side information and preference
(defined as a loss function) the users of M may have. They prove that the ge-
ometric mechanism is optimal in the particular case of counting queries. Our
results in Section 5 do not restrict to counting queries, but on the other hand
we only consider the case of binary loss function.

7 Conclusion and future work

An important question in statistical databases is how to deal with the trade-off
between the privacy offered to the individuals participating in the database and
the offered utility. In this work we propose a model integrating the two notions
of privacy and utility in the scenario where differential-privacy is applied. We
provide a strict bound on the information leakage of a randomized function
satisfying e-differential privacy and, in addition, we study the utility of oblivious
differential privacy mechanisms. We provide a way to optimize utility subject
to differential privacy, in the scenario where a binary gain function is used to
measure the utility of the answer to a query.

As future work, we want to generalize the bounds for more generic gain
functions, possibly by using the Kantorovich metric to compare the a priori and
a posteriori probability distributions on secrets.
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Appendix

In the following we assume that A and B are random variables with carriers
A and B, respectively. If M is a channel matrix of conditional probabilities
pB|Aa(:]-), then we denote by B(M, A) the random variable determined as output
by channel M with input A. The conditional min-entropy Hoo (4, B(M, A)) is
denoted by HM (A). Similarly, I (A, B(M, A)) is denoted by I (A). Also, for a

matrix M, we denote by maxj-w the maximum element of column j over all rows

M

1, i.e. max;’ = max; M;;.
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In the following lemmata we assume that A has a uniform distribution.

Lemma 1. Given a channel matriz M with dimensions n x m (m > n) satisfy-
ing e-differential privacy for some € > 0, we can construct a channel matriz M’
with the same dimensions such that:

1. M’ respects e-differential privacy;

2. for every row i in M’ there exists exactly one column j such that M;; =
maﬁ” # 0;

3. IM(A) > IM(A).

Proof. For each row i of M, proceed as follows. If for row ¢ there is exactly one j
such that M;; = maxj-w = 0, just copy row 4 into as it is into the new matrix M’.

If there are several ji, , jk,, - - - jk, such that Mjkh = max%h # 0, then “collapse”
columns jg,, jk,, - - - jk, as follows:

q
]\4{].)61 = Z Mijkh (7)
h=1
M;]kh :0 forhe{kz,k&---vkq} (8)

Note that if M respects e-differential privacy, the sum the contents of columns

Mi’j’ JrMi/j// eeMiuj/ JreeM,L//j// €
RIS Y e V A Y < ef. As for the columns that

were zero-ed, it is trivial that they respect a e-differential privacy.

Moreover, it is easy to see that the value of HY l (A) cannot be smaller than
the value of H (A), since by construction the sum of the maxima of each column
before and after the transformation is the same, i.e., HM(A) = > maxj-w =

> max" = HM'(A). As Hoo(A) is constant (4 has the uniform distribution),

it follows that IM'(A) = IM(A).

7" and j” respect

O

Note that, if for every row ¢ in M’ there exists exactly one column j such
that M;; = maxéw # 0, then we can rearrange the columns of M’ so that all
the maxima are in the diagonal, i.e. M],; = maxM’ for all i € X. This is just a
matter of representation, and it will be used in the next lemma to simplify the
indexing.

Lemma 2. Let M be a channel with input and output alphabets X = Z = Val®
and a uniform input distribution. We fiz the adjacency relation ~ to the one
defined in Section 3. Assume that the mazximum value of each column is on the
diagonal, that is M;; = maxM for alli € X. If M satisfies e-differential privacy
then we can construct a new channel matriz M’ such that:

1. M’ respects e-differential privacy;
2. M}, =M, for alli,h € X i.e. all the elements of the diagonal are equal;

3 M, = maxiw forallie X;
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b I (X) = 13(X).

Proof. Let k,l € Val*. We denote by d(k,l) the number of elements in which
k,l differ, which is the length of the minimum ~-path connecting k£ and [. Since
X = Z = Val" we will use d(-,-) also between rows and columns. We also define
Zh,d = {k S Z|d(h,l€> = d}

Let n = |X| = v*. The matrix M’ is given by

>, > My

1E€EX JEZ; d(h,k)

M/
hk ”|Zh d(h k)|

We first show that this is a well defined channel matrix, namely >, > M;, =1
for all h € X. We have

D Mip=D tm—d, > My

n Z
kEZ iz "Znaon) ZEXjezl )
Y hdm 2 My
zeX kez ) JEZi d(h,k)

Let A = {0,...,u}. Note that Z = (J e Zh,d, and these sets are disjoint, so
the summation over k € Z can be split as follows

Y Y

> M

hd|

1€EX dEAKEZR 4 JEZia
1
= = E E E M;, E —_
n 4 . | 2.4l
IEX dEAJEZ; 4 k€EZn,a

and now the summations over j can be joined together
S PIPIUEE
n :
1E€EX jJEZ
Then, for the elements of the diagonal we have:
[ S M
hhe T i
ieX

So they are all the same, and it easily follows that MZ’z = max "forallie X ,
and that IM(X) = IM'(X).
It remains to show that M’ satisfies e-differential privacy. We need to show
that
M;j, < e My, Vh,h',k € X :d(h,h') =1

From the triangular inequality we have (since d(h,h’) = 1)

d(W k) — 1< d(h, k) < d(h', k) + 1
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Thus, there are 3 possible cases: a) if d(h, k) = d(R’/, k) the result is immediate
since Mj, = Mj,,. b) Consider the case d(h, k) = d(h', k) — 1. We define

Sij=A{j' € Zlj ~jAd(i,j') =d(i,j)+1}

Note that |S; ;| = (v — d(¢,7))(v — 1) (¢ and j are equal in u — d(¢, j) elements,
we can change any of them in v — 1 ways). The following inequalities hold:

M;; < e My Vi'e S, (diff. privacy) =

(u—d(i,7))(v—1)M;; <e€ Z M (add all the above) =
J'E€Sij
S (w—dh k) -DMy<e > Y My
JE€EZi d(h,k) JEZi d(h,k) I’ €Si,j

Let d = d(h, k). Note that each j' € Z; 411 is contained in exactly d+ 1 different
sets S; j,J € Z;,4. So the right-hand side above sums all elements of Z; 411, d+1
times each. Thus we get

(w—d)(v—1) Y My<e (d+1) > M; (9)
JE€Zia JEZi d41
Finally, note that |Z,q| = () (v — 1)%. We have

M}gk d| Z Z Mz]

i€X jEZ; q

IN

o€ %(u _dd)+(v1_1 dz S My (from (9))

1€X JEZ; dt1
1

<o (d+1) v —1)d+1 Z Z M

1€X JEZ; 41

IN

_ L€ !/
=€ Mh'k

¢) Symetrically for the case d(h, k) = d(h', k) + 1.
o

Lemma 3. Let M be a channel matriz with dimensions n X m (m > n) from
A to B. We fix the adjacency relation to the one defined in Section 3. Assume
that there is an injective function () : A — B such that M; ;) = maxé”(fi) for
all i € A. Moreover, assume that there is an automorphism o in (A, ~) with
only one orbit. If M satisfies e-differential privacy then we can construct a new
channel matrix M' such that:

1. M respects e differential privacy;
2. M| () M; C(h) foralli,h € X;
3. M/ W= maXC () forallie X;
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4 I (4) < 1M (4).
Proof. For every 0 < h <n and 0 < k < m Let us define the elements of M’ as:

n—1

> Mai(nyc(oi (k) (10)
1=0

1

M}, =~
hk n

First we prove that M’ respects e-differential privacy. For every pair h ~ b’/
and every k:

n—1
My =" Moinye(oi ()
1=0

n—1 (11)
< Z e“Myigy,  (by e-diff. privacy)

i=0
="My,

Now we prove that for every h, M. }’l is a legal probability distribution.
n—1 n—1 1 n—1
D M=)~ > Moot ()
k=0 k=0 = i=0

n—1 1 n—1
= Z -~ > Maitnc(oi) (12)
1=0 k=0

1

I
ML
S

[
i
o

Next we prove that the maximum of every column is in the diagonal, i.e., for
every k, M, = max)/ .

n—1

> Moithye(oi k)
k=0

n—1
1
> =3 Moot (i)
k=0

_ gt

1

n

[
My, =

Finally, we prove that I (A) > IM(A). It is enough to prove that HM'(A) >
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n—1
HY'(A) =Y M,
h=0
n—1 1 n—1
> ];) - ; M gi(hyc(oi (k) (since M’ has only one orbit) (14)

n—1 1
= HY ()
h=0 n
= H (A)
O

Theorem 1. If K provides e-differential privacy then the leakage associated to
K is bounded from above as follows:

ve

Io(X;Z) < u log, -1t

Proof. First we represent the randomized function K as a channel (X, Z, M)
where:

— X is the input, whose career is the set of all possible databases X = V'*;
— Z is the output, whose career is the set of all possible reported answers Z;
— M is the conditional probabilities channel matrix pz x (-|-).

We assume without loss of generality that the matrix M has been obtained
by taking the original matrix and then applying Lemma 1 to it, immediately
followed by Lemma 3. Let us call a the value of every element in the diagonal of
M.

Let us take an element M;; = a. For element in the border Border(M; ;,d)
at distance d from M; ;. The probability of this element can be at most —z-. Also,
the elements of row i represent a probability distribution, so they sum up to 1:

d u a
—1)i=-=1
(oo =

i(;)(v1)d£1 —

(15)

IS
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7N
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Therefore:

IM(X) =H.(X)-HM(X) (by definition)
= log, v* + logy a
= log, v* + log, (ﬁ) (by (20) )

_ ve®
= ulog, P

Proposition 1. For every u, v, and € there exists a randomized function K
which provides e-differential privacy and whose leakage, for the uniform input
distribution, is I (X; Z) = B(u,v,€).

Proof. The adjacency relation in X’ determines a graph structure Gy. Set Z = X
and define the matrix of I as follows:

pr(zlx) = e where d is the distance between x and z in Gy
e

It is easy to see that pix(-|x) is a probability distribution for every z, that K
provides e-differential privacy, and that I (X; Z) = B(u,v,¢). O

Lemma 4. Let Y and Z be two random wvariables with domains Y and Z, re-
spectively. If a randomization mechanism H @'Y — Z respects an e-ratio in
the sense that py(z|y') < € - pu(z|y”) for all y',y" € Y and z € Z, then the
Rényi-min mutual information between Y and Z is bounded by:

I(Y;Z) <eloge

Proof. For clarity reasons, in this proof we use the notation p(z|Y = y) for the
probability distributions py (2]Y = y) induced by the mechanism H.

Let us calculate the Rényi mutual information using the formula I (Y; Z) =
Hoo(Y) = Hoo(Y]2).
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«(Y1Z) = logZp z) maxp (y]2) (by definition)

=lo max p(z z
gz axp(2)p(yl2)

= log Z max p(y)p(z|y) (by probability laws)
y
< logz max p(y)ep(z|9) (for any fixed § € ), since
y
H satisfies e-ratio)
€l (17)
=log ) ¢“p(2]g) maxp(y)
=log | €° maxp Zp z|9) )
= log | e max p(y)) (by probability laws)
y
= log e® + log max p(y)
y
=ecloge — Hoo(Y) (by definition)
Therefore:
Hoo(Y|Z) > Hoo(yy — €loge (18)
And it follows that:
I.(Y;Z)=H(Y)—- Hy(Y|Z) (by definition)
< Hyo(Y) — Hxo(Y) + eloge (by Equation 18) (19)
=cloge
O

Theorem 2. If K provides e-differential privacy then for all D~ € Val*~! the
leakage about an individual is bounded from above as follows:

I(Xp-;Z) <log,e°

Proof. By Lemma 4, an oblivious randomization mechanism H with input Y
and output Z has the bound I (Y;Z) < eloge. However, by the information
processing inequality, Io(X;Z) < Io(Y; Z) and the theorem follows if we take
X to be Val“~1. O

Theorem 3. Let H be a randomization mechanism for the randomized function
K and the query f, and assume that I provides e-differential privacy. Assume
that (), ~) admits a graph automorphism with only one orbit. Furthermore,
assume that there exists a natural number ¢ and an element y € ) such that,
for every d, either |Border(y,d)| = 0 or |Border(y,d)| > ¢. Then

()" (1 - )
UX,Y) < (e€)™(1 — e€) + c (1 — (e€)™)
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Proof. First we represent the randomized function K as a channel (Y, Z, M)
where:

— Y is the input with carrier ) representing all possible real answers for the
query;

— Z is the output with carrier Z representing all possible reported answers for
the query;

— M is the conditional probabilities channel matrix pzy (-|-).

We assume without loss of generality that the matrix M has been obtained
by taking the original matrix and then applying Lemma 1 to it, immediately
followed by Lemma 3. Let us call a the value of every element in the diagonal of
M.

Let us take an element M;; = a. For element in the border Border(M; ;,d)
at distance d from M; ;. The probability of this element can be at most _z. Also,
the elements of row i represent a probability distribution, so they sum up to 1:

a+ Z | Border(y, d) 2 1= (since by hypothesis |Border(y, d)| > ¢)

= (ee)d

n
a+Zc a4 <1 =
d=1

(e)* ~

S e e + e - @)
(20)

Since U(Y, Z) = a, the theorem follows.
(]

Theorem 4. The definition in (6) determines a legal channel matrix for H,
i.e., for each y, pz|y (:|y) is a probability distribution. Furthermore, it meets the
differential privacy requirement, in the sense that the the composition IC of f
and H provides e-differential privacy. Finally, H is optimal in the sense that
it maximizes utility when the input distribution (i.e. the distribution of Y') is
uniform.

Proof. We follow a reasoning analogous to the proof of Theorem 3, but using
| Border(y, d)| = ¢, to prove that U(Y, Z) = (ee)n(l(ie)e)(_i;(ell(ee)n). From the same
theorem, we know that this is a maximum for the utility. O
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