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Abstract. We propose an event-driven framework dedicated to the

design and the simulation of networks of spiking neurons. It consists

of an abstract model of spiking neurons and an efficient event-driven

simulation engine so as to achieve good performance in the simulation

phase while maintaining a high level of flexibility and programmability

in the modelling phase. Our model of neurons encompasses a large class

of spiking neurons ranging from usual leaky integrate-and-fire neurons to

more abstract neurons, e.g. defined as complex finite state machines. As

a result, the proposed framework allows the simulation of large networks

that can be composed of unique or different types of neurons.

1 Introduction

In an event-driven simulation, the simulated time (often called virtual time)
is advanced by computing the state of the system at event occurence instants
only, whereas in a time-driven simulation it is advanced using arbitrary time
steps [2]. Mapping such an event-driven scheme to a pulsed coupled neural
network is straightforward : the pulses (or spikes) are instantaneous, can occur
at any time, and therefore can be seen as the “events” that determine the
evolution of the system. In the context of a spiking neural network simulation,
a basic event-driven simulation engine thus follows this scheme :

1. Find the next event to be processed, that is, the next neuron that should
fire (or receive) a spike.

2. Update the state of the neuron concerned by this event

3. Schedule possible events induced by that change

4. If some events are pending, return to the first step. Otherwise, the sim-
ulation ends.



Previous research has proven that such an event-driven approach is well
suited to the simulation of large networks of spiking neurons, since it leads to
fast simulations while handling the difficult task of dealing with the high preci-
sion required in the computation of spike times [7]. However, the event-driven
software simulators that have been developed so far are specific to particular
models of neurons or networks. For example, the event-driven simulators in
[11, 4, 8, 7] are rather dedicated to integrate-and-fire neurons, the one in [1] is
dedicated to neurons similar to automata with a finite number of states.

In contrast, we propose in this paper an event-driven framework in which
the neuron models are only limited by the fact that they can be implemented in
an event-driven fashion. This encompasses a large class of spiking neurons rang-
ing from usual leaky integrate-and-fire neurons to more abstract neurons, e.g.
defined as complex finite state machines. As a result, the proposed framework
features a high level of flexibility that allows the simulation of large networks
composed of unique or different types of neurons.

2 Spiking neuron models

2.1 Abstract neuron model

We first need to define an abstract model of neurons to be used within our
event-driven framework. According to the basic algorithm described above,
the following requirements must be fulfilled by such a neuron : we must know
how its internal state is affected by the reception of a spike, how its internal
state is modified when emitting a spike, and when its next firing will occur.

We therefore define an abstract model of neurons as a set {xi, ri, si, t̃i},
with

• xi ∈ X is the state variable of the neuron and X is a given state space.
This variable can change only at the times of some events occuring in the
system.

• ri : X ×S ×R 7→ X is the function that describes the change of the state
variable driven by the reception of a pulse from a synapse s ∈ S, where S

is the set of all synapses, at time tr ∈ R. We will be more specific about
the synapses in section 2.2.

• si : X 7→ X caracterizes the change of state variable caused by the firing
of the neuron (reset function).

• t̃i : X 7→ R
+ ∪ {+∞} gives the time of the next firing, given the present

state variable, with the additional hypothesis that no event-driven change
of state variable will occur until then. We need to provide the special
value +∞ as a way to signify that no firing can occur without further
events.

The simulation engine uses the t̃i’s to find the next firing event pending.
This, together with a method to take care of (possibly delayed) reception events



scheduled in step 3) of the above-mentioned algorithm, permits the completion
of step 1). si or ri will then be used to complete the second step.
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Figure 1

The abstract model described in the
previous section is implicitely based
on the assumption that the connec-
tivity of the spiking neural networks
to be simulated is of a very classi-
cal type : there exists a (fixed) set
of oriented connections between the
neurons, and a neuron has only one
output channel (one axon) such that
a spike emitted by a neuron will always be transmitted to all its successors
(all the neurons linked to its axon). The latter assumption explains why the
function si does not provide any explicit way of targeting particular neurons.

Such a connectivity permits that the step 3) of the event-driven simulation
algorithm (reception events scheduling) is performed in a centralized way by
the simulation engine, as it only requires the knowledge of the list of successors
for each neuron. Indeed, it is possible that more than one connection exists
between a pair of neurons (e.g. with different time delays), so a single neuron
can appear more than once in the successor list. Then, at firing time, the
simulation engine will schedule exactly one event per synapse in the successor
list. Moreover, in order for a receiver neuron to react to an incoming spike, it
will have to know which synapse is concerned, which requires that all synapses
be identified in the successor list. The synapse identity corresponds to the s

parameter of the ri function given in the previous section.
Figure 1 (left) shows a sample network connectivity, with 3 neurons (A,B,C)

with the synapse identities expressed as a1,..,c2,c3. On the right, the corre-
sponding successor list for each neuron is represented.

2.3 Relation to other models

Let us now consider a leaky integrate-and-fire neuron i, whose membrane po-
tential Vi obeys the following equation

dVi

dt
= −Vi + Ii (1)

where Ii corresponds to a constant input current. The neuron is further defined
by a threshold mechanism, i.e. it will fire whenever Vi > θi and its potential
will be set to zero (Vi = 0) at firing times. For the sake of simplicity, we
consider that Ii > θi in the following. We further assume in the following that
whenever the neuron i receives a spike through a synapse s, at time tr, the
membrane potential Vi(tr) instantaneously jumps of an amplitude ws.



To rewrite the above integrate-and-fire neuron according to our model we
consider that the state variable xi is defined as the vector (V 0

i
, t0

i
) in which

V 0
i

= Vi(t
0
i
) represents the potential at the time t0

i
of the latest event (emission

or reception of a spike). The integrate-and-fire neuron is now fully described
by :

ri(xi, s, tr) =

[

Vi(tr) + ws

tr

]

(2)

si(xi) =

[

0
t̃i(xi)

]

(3)

t̃i(xi) =

{

t0
i

if V 0
i
≥ θi ,

t0
i

+ log
(

Ii−V
0

i

Ii−θi

)

otherwise.
(4)

where Vi(tr) is found by integrating Eq. (1) : Vi(tr) = Ii+(V 0
i
−Ii) exp

(

t0
i
− tr

)

.
More generally, to rephrase a threshold-based spiking neuron within the

event-driven framework described above, the firing time has to be computed
explicitely. This is possible for the leaky integrate-and-fire (see above). How-
ever, it is common that no analytical solution is available if one considers more
biologically plausible synaptic interactions, such as the use of postsynaptic
currents given by alpha functions. In such a case, we can still use a numerical
scheme to estimate the next firing time with a given precision, as stated in
[7]. A similar technique has been used by Hansel and al. in [5]. Note however
that when the focus of a study is mainly on modelling precisely the shape of
a postsynaptic potential, a framework such as the Spike Response Model [3] is
probably better suited than ours.

Obviously, our abstract model does not require that the state variable of
the neuron should be derived from the time course of an underlying membrane
potential. Other choices are possible : for example, the neuron models based on
finite state automata in [1] could be used as well. Another possible choice is to
take the time of the next firing (assuming it always exists) as the state variable.
Interactions from other neurons will lead to advance (excitatory connections)
or delay (inhibitory connections) that time.

3 Simulation engine

So far, we have described an abstract model of a network of spiking neurons.
Throughout the description, the basic interactions with an appropriate sim-
ulation engine have been underlined as well. We now need to complete the
description of the engine, more precisely to explain how it can handle the event
flow in a deterministic way. The basic algorithm for a simulation engine has
already been described in section 1, and corresponds to a classical event-driven
simulation algorithm. We now focus on some key points that strongly deter-
mine the efficiency and correctness of event ordering.



Using a good data structure for event ordering (priority queue) is often seen
as the critical point when implementing general-purpose event-driven simula-
tion frameworks [10]. In the context of spiking neuron simulation, that issue
has been addressed in recent works on simulation algorithms for some specific
spiking neurons models, such as integrate-and-fire neurons in [7] or finite state
automata-based neurons in [1]. It must be noted however that the simulation
engine has to deal with two rather different event types : the reception events,
once scheduled, cannot be cancelled nor rescheduled at another time, while the
firing events can be rescheduled or cancelled by forthcoming reception events.
That particular point means that it is almost essential to design two different
data structures aimed at proper ordering of each event type. As an exhaustive
study of the possible data structures for implementing good priority queues in
each case is beyond the scope of this paper, we will just point out a worthwhile
optimization which is related to the way the neurons interact, as explained be-
fore in section 2.2. The successor list provides the basics to schedule, at firing
time, the reception events for each successor neuron. When using time delayed
receptions, it is generally worthwhile to maintain these lists ordered, so as to
insert in the pending event list only the event associated with the smaller time
delay, thus effectively limiting the priority queue length. As soon as this event
will be processed, the next event in the ordered list will be explicitely scheduled
until no remaining connection is left.

Another reason that complicates the design of the underlying data struc-
tures relies on the fact that some events (e.g. pulse receptions) can share the
same timestamp (synchrony). Until now, we assumed implicitely that the sim-
ulation engine was provided a way of ordering the events, i.e. sorting events
by their timestamps. In order to fully define the simulation of a network of
spiking neurons, we have then to provide an explicit rule for ordering events
with equal timestamps. Multiple rules can be used, depending on the choice of
the user : data-structure based (FIFO1-like), random choice, or more specific
rules defined from the available parameters (synapse identity, neuron identity,
type of event...).

4 Conclusion

We have presented an event-driven framework that consists of an abstract
model of spiking neurons and an efficient event-driven simulation engine. This
framework is dedicated to the design and the simulation of networks of spiking
neurons and presents a high level of flexibility and programmability. This allows
to build and simulate networks of classical spiking neurons such as integrate-
and-fire neurons or of more abstract neurons specifically designed for the ap-
plication at hand. We have used this event-driven framework in these two
situations : (1) for the simulation of leaky integrate-and-fire neurons with the
aim of contour detection by synchronization [6] and (2) for the simulation of

1First in, first out



more abstract neurons specifically designed for detecting an odor independent
of its concentration [9]. A simulator has been developped and the software
should be soon available at http://www.loria.fr/ r̃ochel/ .

Besides the need of a more in-depth study of the data structures used by the
simulation engine, future works will include the design of a hierarchical abstract
model that will permit easier modelling of complex networks and more efficient
simulations of homogeneous population of neurons.
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