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RESUME .

On étudie dans ce rapport un systéme &volutif non linéaire de type diffusion-
réaction. Ce systéme peut, pour des valeurs finies des paramétres de contrdle,

- exploser en un temps fini. I1 est donc difficile d'utiliser les méthodes clas-
siques, basées sur des estimations a priori sur la solution de.1'équation du
systéme. L'@tude se limite aux solutions fortes, auxquelles on applique le théo-
réme des fonctions implicites. Dans le cas ol on impose & la solution d'étre
dans un .espace de type L", le probléme se traite d'une maniére similaire en
choissant des nouveaux espaces qui sont optimaux en un certain sens.

Les résultats précédents permettent d'exprimer les conditions d'optimalité de
problémes de contrdle associés Bu systéme. Si le critére inclut un colt de
1'état dans un espace de type L, ceci entraine 1'utilisation de produits de
dualité abstraits. Ceux-ci peuvent &tre considérés comme des extensions par
continuité d'intégrales. [J

ABSTRACT.

This paper is concerned with a non-linear evolutive system of diffusion-reaction
type. This system may, for finite values of the control, blow up in a finite

time ; consequently, classical methods based on a priori estimates on the solution
seem not well suited. We restrict the study to the strong solutions, and show

that the implicit function theorem can be applied. If, in addition, the solution
has to belong to some Lp-space, the problem can be treated in a similar manner

by choosing some new spaces which are maximal in some sense. '

Preceding results allow to express the optimality conditions of control problems
associated to the system. If the criterion includes a state cost in a LP norm,

this implies the. use of abstract duality products ; these may be viewed as
extension by continuity of integrals. :
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I - SETTING OF THE PROBLEM

Let @ be a bounded open set of'R3, with C boundary T'. Let T be a strictly positive
real number and denote

=Q x ]0,TC,
r x 10,TC.

M o
n

Consider the system

Ay _ R B
3F Ay -y~ = finQ,
oy _ .

(1.1) an - uon iz,

¥(x,0) = h(x), a.e.x ¢ Q.

As we are interested in strong solutions of (1.1) we impose that y belongs to
Hz’l(Q) (for the definition of such spaces see [9]). We shall see that this
implies that (f,u,h) belongs to U = L2(Q) x W% Y41y x ula). Then the exis-
tence of solutions fbr time t near 0 can easily be deduced from results of H.
Ishii [4]. On the other hand, it is known that the non linear term may cause a
blowing up. of the solution of (1.1) in a finite time [2]. We show here the

following results :

- If (1.1) has a solution for (fo,uo,ho) e U, this solution is unique and, in
a neighbourhood of (fo,uo,ho) in U, (1.1) has a unique solution which depends
on (f,u,h) in a regular way.

- If we impose the regularity condition y ¢ LQ(Q), with ae[2,+], the preceding
result still holds if, when a > 10, we choose some new function spaces for y
and (f,u,h), depending on a. '

.= With these results 1t'is.possib1e to express the gradient of some criterions
and to deduce the'optima]ity conditions of control problems associated to
equation (1.1).

>



We analyse eduation (1.1), with tHe~a-priori restriction that y ¢ H2’1(Q). The
trace theorems [9] and (1.1) imply that u ¢ Hl/z’_1/4(2) and h e'Hl(Q). In
addition (J.L. Lions [8]), if the space dimension n is so that n < 3, for any

A > 1 the following holds : ‘ ' '

n<3

2,1;)
W) = L)
with
(2.1) 1 .1 2..1 2
i 2x5ifr-5>0
U =+o if not.
For A = 2, noticing that w2,1;2(Q) = H2’1(Q), we get:
2 <3 g |
(2.2). H=le) < L%

2,1 3

~ Consequently, if y « H1(Q), §&-- ay - y® is in L3(0), and so by (1.1), f is
in L%(Q). To sum up, (f,u,h) is in U-= L2(Q) x HY/% Y45y « Hl(e). Endowed

with the norm

§ ez 2 | 2 \1/2
ll(f,g,h)tlug— (IIfIILZ(Q) + IlullH1/2,1/4(Z) * llhllHl(Q)) ’

U is an Hilbert space. Defihe

Q= {(f,u,h) e U such that (1.1) has (at least) a solution in -
2 1(0)). : |

Then }

Theorem 2.1. (@ is an open, convex, non empty subset of U. The application from
¥ 2 3 - ) - . - J . i
@ onto H ’1(0),Aassoc1at1ng to (f,u,h) the sotution of (1.1) is univalued and

¢l o

- We first state and proof a 1emma,'then prove the theorem.



g%-- Az + gz = fin Q,
(2.3) -%5 =uong,

~ has a uniquecsolution in HZ’I(Q). a

Proof of lemma 2.1.

For the sake of simplicity we denote |.|, (.,.) the norm and Sca]ar product of
LZ(Q), and Ci some positive constants. We multiply the first equation (2.3) by
z and integrate on Q at a given t € [0,T]. After an integration by parts, we

get

n™Mw

7t IZ(°’t)]2 +

6 0)2dx = - 1 a(x,t)(2(x,t))2dx
i=l @ i Q

+Sou(y,t)z(y,t)dy + 5 f(x,t)z(x,t)dx .
r Q

We-notice that 1 = 1/3 + 1/6 + 1/2 ; then, using Holder's inequality :

A

| 7 atat)(z(xt) x| < al,t)l] 5~ Hz(at)l] ¢ (o8], .
Q L°(2) L%(0) L4(

IA

ot St
IIQHL«, 3 )IIZ( )IlLﬁ(Q)HZ( )I|L2

(0,7,.%(2) @)

?

1., "3 ¢

The Sobolev's dinclusion theorems [11 imply that H'(Q) < L7(Q), so that for some

C, > O depending on [|q]] _
L (0,T,L

32))
2. 1 1 2 ¢, 2
le2 q(x,t)(z(x,t)) dX] = Illz(-’t)HHl(Q) +'2" l'z(-at)l .

We deduce that



o

Mw

( {x t) de <-—|lz t)H21 +
C =1 o °%N H>(2)

- |
+ o= [2(.,t)|% + C,lTu(.,t) ]| [1z(.,t)]]
?_ 2 2y Hl(a)
+1z(.,t)] [F(.,t)],
1o, engr2
S?HZ(.,t)HHl(Q) +
, AN . 2
+ Clz(at)] %+ el lu(at)11%, v IR0
A L™(T) o
so that, with
- 3 »
Hwl % = % f( (x ))%dx + |w|?,
H™(Q i=1
we get, muTtip]ying by 2 the preceding inequality
f(%——(x,mzdx s Cslz(,t) 12+ ¢yl fu(.,1)112,
Q - LE(0
+-2-|f(.,t)|2.

From Gronwall's inequality we deduce the un1c1ty of the so]ut1on of (2. 3) and
get a priori estimate of z in L~ (0,7, L ()) n L (0 T,H (Q)) To deduce an esti- .

mate of qz in LZ(Q), we notice that

2 T ’ 2 .
ezl 1%, = 1 la(.t)z(t)1f,
L7(Q) © ' L™()

Using Holder's inequality with-% =-%‘+-é, we get

IA

T .
|l9z] |2 flla(..t)]12 ||z< 1% dt
%) 0 N L%(2)

1lall%, '3 ’||z||22- 5
L (0,T,L7(Q)Y) L (O,T,L'(Q))

IA

n

C6-

Then we write (2.3) as



5F = f -qz in Q,
(2.4) 2-uonz,

z(x,0) = h(x), a.e. x e Q.

As we gof an estimate of qz in LZ(Q), the right-hand side of (2.4) is estimated

in U. Then, considering z as solution of (2.4) with a given right- hand s1de, we
deduce from [9] an a priori estimate of z in H2’ (Q).

We make the proof constructive by conéidering

ap(xst) = inf (N, sup (-N, q(x,t))).
Obviously 9y > 4 in Lw(O T L3( 2)) as N+ 4o, As ay € Lm(Q) it is known that
equat1on (2.3), with ay instead of g, has a solution z. But we estimated zZy
in H2’ (Q) independantly of N. So zZy has at Teast one weak limit point z in
Hz’l(Q). Passing to the limit in the equation we deduce that z is solution of

(2.3). 0

Proof of Theorem 2.1.

The set @ is the range of H (Q) through the application
H2,1(Q) - U’
3
y > (-0 -y, y(.,0)) .

Because of (2.2) and the trace theorems [9], this application is continuous.
Hence (@ is connex and non empty. Let us prove the unicity of the solution of
(1.1). Let y,z, be two solutions. Their difference w = y-z is solution of

M- (B ryz P w=0ing,
W o
(2.5) T OonzZ,



L4

As HZ> (Q) c L (0,T,L7(2)) (see [91) the function q = y~ +yz + 2" is din
L (O,T,L (2))..Then lemma 2.1 implies that the'unique solution of (2.5) is
w=0. This means that the solution of (2.1) is unique.

4

To-proVe that @ is opened and that y depends in a smooth way on (f,u,h) we

apply the implicit function theorem to

2,1

F: HEH(Q) x U+ U, |
. - Ay _ 3 _ 3y _ 0y -
(.st’u’h) - (Bt A.y Y f, 'a_n u, .Y(30) h).
It is clear that F is Cl. The Qperator-%g is defined by |
. oF 2,1 |
.5y(y) H™7(Q) » U,

z> (%- Az - 3.y223 ng], Z( 90))

BF(

As before we see that y2 e L (0,T, L (R)) so that Lemma 2.1.. implies that 5y y)

is an. isomorphism from H2’1(Q) onto U. This allows to use the implicit function

theorem which gives the result. [

We now take into account a constraint on the state of the type y « La(Q),

‘o« ¢ [2, +]. Because of (2.2) the constraint is automatically satisfied if

a =< 10. To dea] with the case a > 10, we use’ some new spaces. For y,a natural

. space is Y 2 1(Q) n L% (Q). When -endowed with the norm
ity = 1yl 5+ 1l
| K b (') I (1)
it is easily checked that Y is a Banach spacelt a Cauchy sequence {y Yin Y

converges toward some y in Hz’l(Q) and some z in L (Q) But the convergence in

o LB(Q) implies the convergence a.e. on Q, hence y = z and Yo T Y in Ya.

“ In order to define a new space for (f,u,h),let us call z = z(f,u,h) the solution

of the linear equation



(o3

Z _ .
st ~4z=finQ,
3z _ |

(2.6) n - uon z,
z(x,0) = h(x) p.p. x € .

If (f,u,h) € U then (2.6) has a unique solution z in HZ’I(Q). Define
U, = {(f,u;h) e U such that z(f,u,h) « L*(Q)}

As (2.6) is lipear, Ua is a vector space ; we endow it with the norm

fyu,h
[ (f,u )Ian La(Q)

Il(f’u’h)llu + |1z(f,u,h) ]|
Then, as for Y , it can be checked that U is a Banach space. An interesting
particular. case is when f ¢ LX(Q), SA< 40 , uz=0andh = 0. Then, from
results of [10], z(f, 0,0) is in wz’l’A(Q). With (2.1) we see that z is in Ya
iféz;\l--é, so that

S0./5+2a

(2.7) fel (Q) => (£,0,0) € U_ ,¥a € 110, +I.

Relation (2.7) allows us to prove the following lemma :

Lemma 2.2. Let (f,u,h) be in @ , i.e. (1.1) has a solution y in H (Q) Then

for any a e 110, +=] :
y e L*Q) <=> z(f,u,h) e L*Q). O

Proof

The function w = y-z is solution of

W 3

R-Aw=y 'ian
LA Oon ¢ ,

on
' w(x,0) =0 a.e. xe Q.

By (2.2) y> is in L19/3(q). Because of (2.7) this implies that w is in L°(Q).
This proves the lemma. O

o7
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Remark 2.1. Lemma 2.2. shows that U is a "good structure" .for (f,u,h). The idea

cons1st1ng in cons1der1ng only the 11near part of the system equation to define

. a convenient space is from J.L. Lions [7] .where it is applied to some other systems;

Note that once we impose that y e H2 1(Q) and (f u,h). e U, the space U is the
1argest space for (f,u,h), and hence is optimal in this way. 0O

Define »
ézu = {(f,u,h) e U, 5 (1.1) has a solution in ¥ } .

Here is the analogue of Theorem 2.1.

Theorem 2.2. ’GZG is a open, connex, non empty subset of U The application from
621 onto Y , associating to (f,u,h) the solution of (1. 1), is univalued and Cl.'D

Proof o | o -

The set @? is connex and non empty because it is the range in U of the con-
t1nuous apphcatwn ’ ’

Y""Us
a’ .

3 3 2
y > GE-oy -y, a%’ y(.50)).

Let us check that the range of- th1s application is in U As y is in Ya , the

definition of U implies that ( - Ay, g%, y(.,0)) is 1n Ua . On the other hand
Y, < K21(q), so by (2.2) y3 « L10/3(Q) and so, by (2.7), (-y>,0,0) is in U .

So the sum of these two terms is also in Ua. Thecontinuity of the application
can be checked by similar arguments.

«*

The unicity of y is a consequence of Theorem 2.1. We prove that(éa is open and

“that (f,u,h) > y is C1 with the implicit function theorem applied to

FeY xU »U , - S -
e o o 4 ,
o ) 3oy
Ay fauh) > (G -y -y - g - u y(L,0) - ).
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It is easily checked that F is Cl. Lemma 2.1 says that the linear equation
g§k¥)2= (f,u,h) has a unique solution z in Hz’l(Q). But we can write z as
zl+22,ksolution of ' ‘

92 .
-éT-'A21=f1nQ,
9z

E

and
Y4
ETE A22 = 3y22 inQ,
9z
2 _
—n——OonZ,

2,(x,0) =0 a.e. xe Q.

' As (f,u,h) and, by (2.7), (3yzz,0,0) are in Ua, zl'and'z2 are in Ya and so is z.
The result follows. 0O

III - APPLICATION TO OPTIMAL CONTROL PROBLEMS

‘We now consider (f,u,h) as control parameters and apply the preceding results
to the study of some open-loop optimal control problems. Let o be in [2,+o[ and

1
Q

J(f,u,h) =
+o if not ;

ly(f.uh) -y [Tdxdt if (f,uh) € @,

-

in this expression y(f,u,h) is the solution of (1.1), Y4 is an element of L%(Q)
and @2a =@ if ae[2,101. We now compute the gradient of J, and first study
the case a < 10. '

-
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PEOposition 3.1. Ifa e [2,10] the application (f,u,h) > J(f,d,h) is of class
Cl from @Q onto R. There exists an adjoint state p ¢ w2,1;a/a—1(0)’ solution of

) R
-gf-Ap-afp=|yﬂMa (y-yq) in Q,

© . such that"

, = f p(x,t) e(x,t)dxdt + (‘p}z,,v)z
(3.2) - R | ’
| | éN&Mgum&

where pLE is the trace of p on I and (plz, )215 the extension: by continuity in
1/2 1/ (Z)' of the 11near app]1cat1on v > f plzv dz , defined on a dense
swset of Hl/2 1/4(2) O

Proof

J.iS‘Cl as being the compositioh of two applications of class C1 :
(fou,h) >y >3/ |y-y | dxdt,
(XQ d .

and

e

<I'(Fuh), (e,V,9)>yy = 6 Iy-ydl -yd)z dxdt,

2,1

where z € H>7(Q) is-solution of the linearized state equation:

,82

_ 3 Az o 3y22 =e in Q,
(3.3) .gE =Vv on I,

n
z(x,0) = g(x), a.e. xe Q.
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e J
The space L2(Q) being identified to its dual, UA is identical to .
L2(q) x Y&V %5y « u(a)', hence 3'(f,u,h) = (p,q,r), elements of the preceding
spaces. With (3.3) we get
3z 2 0z _
i) p(gf - Az - 3y z)dxdt + (q, 55)2 + <r,z(.,0)> 1 1 =
(3.4) Q H () 'H*(2)
= 6 |y-y4l*~ (y-yg)z dxdt, ¥z « H1(Q).
' . 1/2,1/4 co
In (3.4), (.,.)Zmeans the duality product between H (Z) and its dual. We
now interpret (3.4). Put
z - 2
f=ly-yyl® : (Yyq) + 3y°p.
. z . ., 10/9 L2
We easily check that f is, at least, in L (Q) (p being in L™(Q)) and
(3.5) 7 p(3E - az)dxdt = 1 ¥ z dxdt,
Q : Q
for any z in ®
Z=1{zen?>1Q) ;2= 00nz and 2(.,0)= 0} . .

Consider T as given. Then (3.5) defines p in a unique way. This is because for

any e LZ(Q),_there exists z = z(e) € H2’1(Q) solution of
YA _ .
3% - Az =e in Q ,
9Z _ 4
™ OonZ, -
z(.,0) =0 a.e. xe Q.
2,1

As z € H>7(Q) < LlO(Q), the application L : e » f Fz(e)dxdt is linear continuous
~ from L2(Q) onto R. Then (3.5) is equivalent to : Q

ve ¢ L¥(Q).

]

6 p(x,t) e(x,t) dxdt = L(e)

o
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L2(Q) being idenfied to its dual, this equation admits .a unique solution in
L2(Q). Consider now p solution of

8 -ap=ting,
(3.6) §-§=Oonz,

10/9 2,1;10/9

As F e (Q), equation (3.6) has a unique solution p in W (Q) (see [101)
hence, by (2.1), p is also in LZ(Q). Multiplying the first equation (3.6) by z ¢ Y
and integrating by parts, we check that p is solution of (3. 5) and so p = p. From
(3.6) and the definition of f we deduce that p is solution of (3.1).

Let us show that p is in W™ (Q) As y is in Llo( Q) and p is in L2(Q), y2p

19/7(0). on the other hand [y-y,|®2 (y-y,) is in LY*"}(q), hence f is
2,158

2,1; a/a 1
is in L
in'Lg(Q) with 8 = inf (a/a-1, 10/7). As p is solution of (3.6), p is in W (Q).
We get the result if a/o-1 < 10/7. As o ¢ [2,10] , o/a=1 is in_[10/9,2] so the
case afa-1e 110/7,2] remains open. In that case the preceding analysis shows
.o 2.1310/7 . 10/3 2 . . 2
that p is in W (Q), hence by (2.1) in L £€Q). Then y“p 1is in L°(Q),
2. s 0fa-1 . . ceoa s 29 l30a/a-1
and so f is in L (Q). As p is solution of (3.6) it is in'¥ (Q).

We now clarify the relations between p,q,r, to obta1n (3.2). Pyt.B = %?T . As
p e w2 L B(Q), we know [ 3] that : ‘

p(.,0) « B2 /BBy

Pl € 52-1/8,1-1/B;B(Q)’_

“where B*?"(Q) is a Besov space (see [1]) and
B%S2538(q) = B%B(0,T; L8 (a)) n LB(0,T;8%5°B(q)).

As o e [2;101, 8 is in [10/9,2]. As 3- =2-2 X'TU’ p(.,0) is at least in

1/5 10/9(9). The first indice of this Besov space being not integer, it is equal

to W/%:10796)  (117). We know [17 that
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n<3

w1/5,10/9(9) - LA(Q) _9 1/5

1
XT3
i.e. A =6/5. So p(.,0) is in L6/5

Q :
so in Llo/g(z). Now suppose that v e Hl/z’l/4

integrating by parts,we obtain :
- [ p(x,0)g(x)dx + S Py Vv dt = <r,g> 4 1o (A,
Q z A )
As this is true for any g ¢ Hl(Q), it follows that

C L p(x0)g(Ndx = rg g
Q nl(a) i)

and so

IR v E = (@), We W24y o L9,

This is true in particular if v q@é(i) which is a dense subset of H
So the continuous application .

Hl/?;1/4(z) >R,
is the extension by continuity to H1/2?1/4
proves the proposition. [

Remark 3.1. If a = 2, p belongs to H°*1(Q 3/2,3/4
/

and p|Z e H
(plZ ,V E}is actually, for any v e Hl/z’1

)
4

probably true for some. values of o superior to 2 ; to prove it we would need an

extension of (2.1) to spaces WZS’S;X(Q) with 0 <s<1l. 0

We now extend the results to the éase a > 10. As Ud is no more, as U, a product

space, we may no more split the gradient.into three terms.

1/2,1/4

() so that
(L), equal to S pvdz. This remains
5 .

(). As g ¢ Hl(Q) and n = 3, g is in LG(Q) tog
and so S p(x,0)g(x)dx is meaningful. About Pi3 we known that-is is in LB(Z) and

(Z) n Llo(z). From (3.1) and (3.4),

().

(£) of the application v -~ f pvdr. This '
' z



- 15 -

Proposition 3.2. If a e 110,4o[, the application (f,u,h) » J(f,u,h) is of

“class ¢l from 621 onto R. There exists an adjoint state p ¢ wz’l;a/a-l(Q)

solution of

290 _ap - 3y%p = |y-
3¢ - AP - 3y = |y-yy

(3.7) —~ =0 on I,

1972 (y-yy) in Q.

and <J'(f,u,h), (e,v,g)>U.U is the extension by continuity to Ua of
. o o .
S p(x,t)e(x,t)dxdt + J p(y,t)v(y,t)dydt - / p(x,0)g(x)dx
Q I o Q

which is defined on a dense subset of Ua. g

Proof

J is still C1 as the composition of two C1 applications. To get an explicit
expression of the gradient, let us show that (3.7) has a solution for any

o e 110,40 . Let q ¢ Wr13%%7L(q) be the solution of

d
3

Ne]

- Aq I.Y'.Ydla-z (.V".Yd) in Q,

Q
o
-+

=0onz,

l

QL

n
g(x,T) =0 a.e. xe Q.

If p exists, w = p-q is solution of

- %ﬂ - Aw - 3y2w = 3y2q‘in Q,

E:

=0onz,

Q

n
w(x,T) =0 a.e. xe Q.

Because of (2.1),y2 belongs to L5(Q) and q is at least in L5/3(Q), so that
3y2q is in L5/4(Q). Define
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r
. 1/4
Jq =Y - I43y al* s(q),
where s(.) is the sign function R »~ R defined by
-lifa<0,
s(a) = 0ifa=0,,
+1ifa>0,
It is easily checked that yd is in LS(Q) and that
2 o 13, .
3y°q = |y-9417(y-94) a.e. in Q.
Consequently, the equat1on on w appears as the costate equat1on associated to
the critérion % S ly-ydl dxdt,
Q
- <y . il .. v2,1:5/4
By proposition 3.1., it admits a solution in W (Q) This proves the exis-
tence of p = q+w, solution of (3.7) in w2’ sa/a- (Q). Expressing J as a product
of derivatives and using (3.7) we get : . »

gl

<JI (fsush) ’ (eavsg)>U—lU
o o

= [ (- %¥ - Ap - 3y2p)z dxdt,
Q

z being the solution in Ya of the linearized state equation (3.3). We can choose
arbitrarily z in Ya, (g,v,g) being then functions of z through (3.3). We
suppose that z e‘QD(Q). From the trace theorems used in the proof of propo-
sition 3.1., we deduce that p has a trace on T (resp. Q x {0}) which is at
least in Ll(z) (resp. Ll(Q)). Integrating by parts, this allows to write

<J'(f,u,h), (e,v,g)>U.U = [ pedxdt + f pIZ vdxdt - f p(x,0)g(x)dx ,

‘ oo Q
, and this is true for any (e,v, g) € U becoming to the range of j@ﬁ ) by the
. application

9z 2, 3
> (zp - bz - 3yz, aﬁ > z(.,0)).

As this application is surjective from Y, on Uu andeQ(Q) is dense in Yd, we
deduce that the range of £2)(Q) is dense in U&' This proves the propogition. O
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Remark 3.2. If one of the elements (e,v,g) is regular enough to give a meaning

to the corresponding integral in (3.8), then the gradient of J in the direction
'e,v,q) sp]its in the sum of an integral and an abstract bilinear form. In the
general case we cannot split the gradient because (e,v,g) are related by the
condition z(e,v,q) ¢ L*(Q). O

We now apply the preceding results to the study of an open-loop control problem.
We consider o > 0, three positive constants Nl’Nz’N3 and K a closed convex set
in U. Define

1 ey et + 2116112 T +
) Q ’d E_ LZ(Q) 7 H1/2’1/4(z)
3 Y S '
I(f,u,h) = + [1h]] if (f,u,h ) s
7 ke )< Ca

¥ if not.
The control problem is
Minimize I(f,u,h),

(3.9) A
| (f,u,h) e K.

.~ Our result is :

Theorem 3.1. We suppose‘a > 10 and

(i) @ nK=p,

a
ji) N. >0, i =1, 2, 3, or K is bounded in U.
i : 3

Then (3.9) has at least one solution. Any solution of (3.9) checks the necessary
optimality conditions '
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o

%% Sy -y = f |
in Q,
2 T a=2
(3.10) | - 38 - op - 3P = Iy-ygl*™" (yyy)

QL

Y oy, 3P,
5 s an 0 on z,

y(x,0) = h(x) ; p(x,T) =0 a.e. xe Q,
and

<J!(f,u,h), (e‘f:V'usg'h)> i + N ff(e"h) dxdt +
o UOLUOL 1 Q

(3.11) N ¥ Nz(g,v-y)ﬁl/z’1/4(z) + Ny(h, g-h)H1<Q) 2 C,

¥(e,v,9) € K,

J'(f,u,h) being related to p through proposition 3.2. O

Remérk 3.3. Here is a formulation equivalent to (3.11) using no abstract linear
form : '

¥(e,v,g9) ¢ K, for any sequence (en,vn,gn) > (e,v,g) in Ua in such a
way that (en-e,vn-v,gn-g) is "smooth", we get

Tim [ S (pN,f)(e_-e)dxdt + S (p.+N -u)dz
nlﬂ EvQ (p+; )(e,-e)dxdt £ (plz pu) (v, -u)ds

= L (R(X,0)A(X)) (g (x)-n(x))dx) 2 0. O

Proof of Theorem 3.1.

2

‘minimizing sequence of I on@(1 n K andryn~the associated state. Because of
(i1) and the definition of I, we get

The infimum of I on @ n K is bounded because of (i). Let (fsu,sh,) be a

A8
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f_is bounded in L%(Q),

1/2,1/4(2),

U, is bounded inH
hn is bounded in HI(Q),
Yn is bounded in Lq(Q).

Consequently,

7T Wy Tyt ()

is bounded in L (Q). We deduce of that an est1mate of {y }in Hz’ (Q) hence .
in Ya. So there exists (f,u,h,y) in Z =L (Q) x Hl/2 1/4():) x H (Q) x Y such
that : :

(fn,un hn )__;(f u,h,y) in Z.
As the inclusion of H2’1(Q) into L (Q) is compact Yo Y in L (Q) hénce a.e.
in Q. From a lemma of J.L. Lions ([6], p. 12) we deduce that (y ) =y,
L3(Q), This allows to pass to the limit in the state equation. On the other
hand we can consider I as a convex function of (f,u,h,y) in U x Yu, hence

weakly 1.s.c., so that

I(f,u,h) < 1im inf I(fn,un;hn).

n-<

This implies that (f,u,h) is a solution of (3.9).

The necessary optimality conditions (3.10), (3.1%F) are an easy consequence
.of probosition 3.2. O :

Remérk 3.4. A problem similar to (3.9) has been studied by J.L. Lions [8] who
obtained the expression of the necessary optimality conditions in the case
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L]

< 10 ; the method employed was of penalization‘type and avoided the analysis
of the state equation. [O .

Remark 3.5. One can find in [2] the application of the same type of methods to
other exemples of parabolic systems, and in particular to a (1.1) type system
with a non-Tinearity in y5/3 only, associated with boundary Neumann conditions
in LZ(Z) and an initial condition in,LZ(Q); Also considered are a problem of

control by coefficients and a problem of control of a second order hyperbolic

system. [0
~ CONCLUSION

The analysis of an unstable parabolic equation of diffusion-reaction type, apt
to explode in a finite time, lead to the following conclusions : if the system
equation admits a so]ution y on [0,T] for a given value of the parameters, in
some neighbourhood of these parameters, the system equation has a unique solu-
tion depending in a smooth way on the parameters. If y is imposed to be in some
LP space , the results are still true if, for p > 10, we choose new spaces for y >
and the parameters, depending on p. These spaces are related to the linear part

of the equation. The preceding results allow to study some control problems _ §

associated to the system. 0
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