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'A_VARIANT OF A PROJECTED VARIABLE METRIC METHOD

FOR BOUND CONSTRAINED OPTIMIZATION PROBLEMS

Joseph Frédéric BONN‘ANS“

INRIA
Domame de Voluceau

BP 105 - Rocquencourt
78153 LE CHESNAY CEDEX (France)

, RESUME;: Ce rapport étudie une méthode 3 métrique variable de résolution
des problemes d' optimisation sous contraintes de borne. La définition de la
métrique utilise des idées de D.P. Bertsekas, tandis que la régle de
recherche lmealre ~est .une extension d' une regle de & P. Wolfe pour les.
problemes sans contramtes. Un théoréme de convergence est obtenu. Si
r mformatlon du second ordre est disponible, on en déduit une mé'chodel
superlinéairement  convergence, ‘méme en I'absence des conditions de
complémentarité sfgriéte. Un résultat partiel de convergence est obtenu si
les méthodes de quasi-Newton sont employées dans la définition de la
métrique. La résolution numerlque d' un probleme de controle par cette
méthode est présentée.

ABSTRACT : This paper studies a variable metric method for boun.d
constrained- 0ptimization problems. The definition of the metric uses ideas
of D.P. Bertsekas, and the line search rule is. an extension of -one studied
by P. Wolfe for unconstrained problems. A global cohvergence theorem is
obtained. If the second  order information is availablé, a superlinearly
_convergént method. is d'educed,’ even without the strict complementary
conditions. A partial convergence result is obtained if quasi-N;_eWton‘ methods
are used to define the metric. Numerical resolution.of a control problem by

this method is presented.
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I - INTRODUCTION

We are concerned with the problem

Min f(x),
(1.1

- where x = (x1, cees xn) is in R" and f is continuously differentiable from R"
into R. This type of problem appears, for instance, when using the augmented
lagrangian method for dualizing all constraints except bound constraints. It
also appears when dualizing a problem with inequality constraints. Among many
existing algorithms to solwe (1.1) are |

- projected gradient methods,

- methods consisting in a sequence of subproblems of typé (1.1, in which
some componants of x for which the constraint is locally active are set
to zero,

- recursive quadratic programming (RQP) (see for instance S.P. Han [5], M.J.D.
Powell [9]) which consists here in the resolution at each iteration of a
bound-constrained quadratic problem to get a descent direction of some exact
penalty function. -

In a recent article, D.P. Bertsekas [2] generalized the projected gradien‘t
method [ 17 , i.e.

N

where (x)+ is the vector of R™ whose ith.component is the positive part of X
to the variable metric method

k+1

T X ='(xk-tk.kk

+
M g7,
Mk being a definite positive matrix whose some non diagonal elements are set

to zero in order to get a decrease of the criterion for some t* > 0. This
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allows to design methods having a better convergence rate than the projected
gradient method, but without the need to solve at each iteration a quadratic
programming problem. D.P. Bertsekas [2] analyses: the convergence of such me-

- thods associated to an Ammijo-like linear search. He shows that if the condi- .

tion number of M* remains bounded and if & converges to x*, the first-order
necessary conditions hold at x . If, in addition, the strict cemplementarity
conditions hold, the binding set of xk is, for k great enough, identical to
the b1nd1ng set of X' so that the problem reduces to an unconstrained problem.
This allows to prove the superlinear convergence when Mk is deduced from the
Hessian of f by some way.

There are two main differences be tween [2] and our study. First, we suppose
that the linear search is subject to some natural extension of the Wolfe con-

ditions [6], [12]. We also include the case of non. strict complementarlty con-
ditiors at the optimum (except in §5).

The organization of this paber is as follows. In §2 we state the algorithm and

‘give a global convergence theorem. In §3 we restrict the class of admissible

matrices Mk This allows to prove that any isolated local minimum of the pro-
blem is a local attractor of the sequences generated by the algorithm. In §4 -
the matric Mk is obtained in a simple way from the HeSsi_an of f. We show that
the method is then superlinearly convergent. In §5 we get the matrix Mk from
Bk, approximation of the Hessian of f obtained with the BFGS algorithm. Here we
need to assume that the strict complementarity conditions hold and that the
condition number of Bk remains bounded. Numerical resolution of a bang-bang.
control problem with this method is exposed in §6. '



IT - A CLASS. OF PROJECTED VARIABLE METRIC METHODS

We consider problem (1.1) and say that X e R" is a Kuhn-Tucker point if the
following necessary optimality conditions hold :

x.; 20
i
-0 - of = -
(2.1) X; = 0 => Z—ﬁi—(x) >0 Vi =1, , N
- __ of ,-
x> 0= ’a_x'._(x) 0
1 .
Denote g(x) = g—)fz, the gradient of f. Let M be a nxn definite positive matrix

whose elements are denoted mij' Define

(2.2) © x(t) = (x - tMg(x))", t e R".

We search conditions on M insuring that

(2.3) {x is not a Kuhn-Tucker point} => 3t >0 s f(x(t)) < £f(xX)}.

This may not happen in general, for a counter-example see [2]. We note
R" = (xeR';x,20,i=1,..,n},

and from now on we suppose :

(2.4) f .is continuously differentiable on R,

Define

h(t) = £(x(t)), t e R",
1=1{1,2, .., n},
IB(X)
IL(X)

{ielI;x =0and g; () > 0},

I- IB(x).
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~ Proof

Note that with (2.4), h has everywhere a right derivative, everywhere conti-
nuous except for, at most, n values of t we denote it h'(t).

Proposition 2.1. (D.P. Bertsekas [2]). If (2.4) holds and

(2.5) m; 5 = 0 ifl{i # jand 1 or j is in IB(X)},

_then (2.3) holds and :

(2.6) h'(0) < - z mij g; 8 O

i,jel (%) )

The proof is given for the convenience of the reader. Define

IM(X) = {1 ¢ I,-xi‘ =0 and —(Mg‘),i < 0}.

. Then

h'(0) = -
1§I—IM(x) _

or equivalently

h'(0) = - gMg + I (Mg) ;g; .

ie IM(X)
Ifie IM(x) and gi <0, ;(Mg)igi < 0 hence
h'(0) s - g- Mg+ T Mg) 8, »

ie IM(X)

with '

Iy = {iel;x =0,g >0, -(Mg)i.< 0}.

" We now use hypothesis (2.5), wich implies that IM(x)' = IB(x) and also

’



t ‘ 2
g Mg = z m..g.g. + I om.g.
el () TP derg(g MY

and

11}

(Mg)i = my. g, Vi e IM(x) IB(x).
This inpiies (2.8). Ag M is definito positive and some 8 i< Ii(x}, is not
nul' if x is not a Kuhn-Tuckcer point, we doducethat i (6] < 0. This proves

the proposition. [J

The preceding proposition gives a mean to define a descent path. To get an
algorithm we must combine it with some strategy for the linear search. Alter-
natively to the Armijo-type method of [2] we propose the following Wolfe type
method : '

Definition 2.1. Let Cy» C, be two constants such that’

(2.7) 0<C;<C, < 1.

1 2

Then t is said admissible if the two fbllowing‘relations hold :
(2.8) h(t) < h(0) +_C1h'(0)t,
(2.9) h'(t) 2 Czh'(O). g

These relations are identical to those of [12] if no bound constraint is
active.

Proposition 2.2. We suppose that (2.4), (2.5) hold and that f has a finite
minorant. Then if x is not a Kuhn-Tucker point, there exist four constants
a, a', b', b such that

(1) 0<as<a' <b' sb < 4,



(ii) any t such that (2.8) and (2.9) hold is in [a,b],
(iiij' ‘.for aﬁy t in [a',b'[ , (2.8) and (2.9) hold. [
Proof |
Supposing x is not a Kuhn-Tucker point, put

b =sup {t >0 ; (2.8 holds}.

The continuity of h'(t) at t = 0 implies the strict positivity of b, From the
existence of a minorant of f we deduce that b is finite. Put

a =inf {t =0 ; (2.9) holds}.

The fact that f has a finite minorant implies that a is not +°. Because h(t)
is cpntinuoUs at t =0, a is strictly positive. In addition ,

M@=ﬂm)+2waMn'
and by Fhe definition of a:

>}£w)slﬂm + Ch'(0)a,
or equivalently

h(a) < h(0) +'c1h'(oja + (cz-c1jh'(o)a,

.Proposition 2.1. implies that h'(0) < 0. Using (2.7), we éet
(2.10) © h(a) < h(0) + C{h'(0)
 so that a < b ; (ii) is a consequence of the definitiqn of a and b. Put -

b = sup {1t 20 ; (2.8) holds Vt e £o,t1}.



Necessarily a < b" < b and
h(b").= h(0) + C4h' (0)b".
Substracting (2.10) from it, we get
'h(b")‘- h(a) > C1h’(0)(bV¥a).

As h' is piecewise continuous, this implies the existence of a', b' such that
a=<a <b'<b" and that

h'(t) = C1h'(0), V¥t ¢ [a',b'],
and a fortiori with (2.7), as h'(0) < 0 :
h'(t) = Czh'(O), ¥t ¢ [a',b'].

As b' < b'",.(2.8) also holds on [a',b'] by the definition of b". This proves
(1) and (iii). O

For the sequel we need the following notations. Being given sequences {xk} in
R and {Mk} in LGRnJRn), every Mk being symmetric, positive definite, we
denote :

koo Lk
IB = IB(x )
k
If = 1, (5,
k- k
np = card (IL),
£ = £y |
k_ _ k
g =8x),
k - C s -k Lo k. k. . .k
g = restriction of g~ to indices of‘IL ; g 1s a vector of dimension n,

Kty = oK - tM“g) , ,



BYGCEEICIGE
|[.||m L" nomonR", me N i ie. [|z|] = suwp {lz;], i=1, ..., mh

§ . m
||.|.|E qp €uclidean norm onR", meN, i.e. ||z||E n- (2 (zi)2 12,
' ’ . S ’ i=1

We denote\mzj the elements of M* and use the following hypothesis on {xk}, {Mk} :
| K onoie s L R
(2.11) mys = 0 if {i # jand i or j is in IB}.
~There.eXists two constants a,B8 such that 0 < a <8 < '+, and
(2.12) S |
such that all eigenvalues of Mk'remain in [a,B] .
We now.state an algorithm of resolution of (1.1) :
Algl
1° Choose x° ¢ R*" and (C;,C,) such that (2.7) holds. Set k = 0.
2° If xk is a Kuhn-Tucker point, stop. Otherwise choose tk such that
2.13) . n*ER) s ko) + ¢, thk o),

214 b > c,hk ).

~ Set

Go to 2?. 0

Then a first result is :
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Proposition 2.3. We suppose that (2.4) holds. Let {x } be .a sequence generated

by Algl such that (2.11), (2.12) hold. Then if {x }converges to some x

(1) x* is a Kuhn-Tucker point,

(ii) if i e I is such that x = 0 and g; > 0, there exists ko e N such
that k > k_ => X = 0. 1o

Proof

(1) Because of hypothesis (2.4), (2.11) we can apply prop051t10n 2.1, so that
relation (2.6) at step k holds, and can be written here

hkeo) < L mk g g
ij °i
JEIL
and so, with (2.12)
k
(2.15)  h'%0) = - of|gK)12 .
LE ok

30

If a subsequence of h'k(O) tends towards 0, we deduce easily from (2.4), (2.15)
that gL(x*) =0, i.e. X" is a Kuhn-Tucker point. Suppose now that

lim  sup h'8(0) = - y < 0.
k40 ’
From (2.14) we deduce that
(2.16)  Lim inf [h¥(e) - nR0)7 2 (1-c,)y

k400

- Define

I;k(t) ={iel; x?(t) =0 and -(ngk)i <

Then it is easy to see that
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@an R - (@ )thg(x )+ I g9 g ().
' leIMk(t)

As || k”-xklln llgk+1 gklln + 0 so that the variations of h' induced
by the first term of the right hand side of (2.17) tend to zero. The same
result holds for contributions to the second term of indices i.in

k .k k . k . k ..k

I, () n I°,(0). Then, with (2.16), and as I (0) « I, (t) :

MO T M ’ MO M

(2.18)  lim. 5 oy KT (- )y
) oo ieIkk(tk)-I;k(O) e :
M .

'Let_i be in i. Then :
- if xf >0, 1i¢ ﬂqk(t ) for k great enough

- if x =90 and g; (x ) =0 the contrlbutlon of indice i to the limit in (2 18)
is null '
- if x =0 and g; (x ) <0, gk will be negative for k great'enough ; because
of the deflnltlon of Iik(t), (ng ) ng'1 will be negative for k great enough.

) ;

- if x 0 and g > 0, gk ! w111 be strictly positive for k > k , SO that 1f
i e XN for k > K . xk+]- 0, and because of (2.11) X =0 for any k' > k.

Consequently i is not in IMk(t )- IMk(O) for k great enough

As we considered all possible cases for i, we see that there is a contradiction
in (2.18). So h'X 5 0 and that proves (i).

| (i1) Let i be such that x} = 0 and g; (x) > 0. Then gk >0 for k > k_. If
= 0 for some k > ké, then xk1 = 0 for k' > k because of (2.11), If xk >0,
VK > k_, then the limit of h' ©

(1.0

(0) is not zero, whlch is in contradlctlon with
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If the strict complementarity conditions hold :
(2.19) x; =0 => gi(x*) >0, Viel,
we deduce from proposition 2.3 the:

Corollary 2.1. Under hypothesis of proposition 2.3., if hypothesis (2.19) holds,
there exists kO € N such that

VieI,‘Jk>ko. 0

-0 —. oK _
X. =0 => X; = 0

In this case, after a finite number of iterations, Algl reduces to an algorithm
for unconstrained minimization : a variable metric method associated to the
classical Wolfe conditions for the linear search. The same result holds for the

Ammijo 1like linear search used in [2].

We now state a global convergence result for Algl.

Theorem 2.1. We suppose that (2.4) holds and that f has a finite minorant.
Ty Ko

Let x™ be a sequence generated by Algl such that (2.11), (2.12) hold. We

suppose also that

(2.20).  sup {[|geoll_; x ¢ R™ and £(x) < £6O)} < 4.

Then
ok o
llmmegLIl =0.0
k400 nk
L.
" Proof
We remind that the norms ||.|| x and .1  are equivalent. Suppose that

ny E,nL
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lim inf |[g§|[ K = y>0.
k—Hoo ’nL :
Then, as proposition 2.1 holds, by (2.6) : o

lim inf h'%(0) = - oy2.
oy’

koo

Relation (2.13) can be written as

k, .k k+1

- ¢t k) < -

1

and so, for some k, ¢ N :

Denoting f a minorant of f and summing on k, we get

400 K ' 5 kK 4
(2.21) = t s —= (£ R R
‘ k=ko ’C1ay 4

Oﬁ the other hand, with (2.12)

11k k Ky ok k
e TRV

IA

n

IA

K o1k
t° 8llg g

Using (2.20) and (2.21) we deduce that

- o
k+1 k
I ]lx ], < 4=,
k=ko

so that {xX) converges. Then we have a contradiction with the conclusion of

proposition 2.3. 0

We now introduce additional constraints on the matrices Mk in order to improve
the properties of the algorithm.
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III - AN ADDITIONAL CONDITION ON MATRICES Mk

Suppose that Algl computes some point xk

such that for some i, x}i( >0 is
small and gi(xk) > 0 is not too small. Then it is likely that i is in the
set of binding constraints. To take this information into account we define

two function from E™ into R™ called e(x) and €(x) and we impose

ook L kool k Ky k= Ky ..o .
(3.1 mij mji =0 if X < ei(x ), g; > ei(x ). and i = j.
Note that relation (2.11) is a particular case of (3.1) with ek = -k = 0. In

the sequel we suppose (2.11) and (3.11) both satisfied though 1t mlght be
possible to relax (2.11) for e small enough If XK converges towards a Kuhn-
Tucker point x* it is desirable that si(x ) and ei(x ) converge to zero, so
that, if the strict complementarity conditions hold, there is no restriction
on Mli(j for i,j such that xj > 0 and x; > 0, in order ‘to extend any variable
metric method for uncontrained problems to (1.1). We give exemples of such
functions. For v > - 1, we define

¢ :R7 R

iv

by
¢; (x) = |Xi - X - Igi(x)lv gi(x))+| , i=1, ...,n.

For u,v > - 1, we consider the following choices for e and & : -

€i (X) q)lu (X) ;. )
(3.2) n Li=1, 00,
Ei(x) = JE] ¢_’]\) (x)
( n
509 = 3 65,00
. - J=1 _
(3.3) ) n , 1=1, , N
EZi(X)' = 321 ¢J\) (x).

Note that in [2] are introduced some restrictions on Mk correspondlng to
the choice
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k_ 1
& .21 q’jo(x) .
(3.4) o , i=1, ..., n.
. _k _ :
€i = 0

We state a first result giving conditions on ¢(x) and e(x) for which a local
minimum of f on R™ is a local attractor ¢f the sequences computed by Algl.
For this purpose we do the following hypothesié on the linear search : -

tk is the last term of the finite sequence t]; defined as follows :

Koy, |
“we stop if (2.13), (2.14) hold with t
e vk K k k k..,

if h*(t) =h", then t_ < t_ if p' > p.
k p p P :
tp+1

(3.5) k_ k&

< th; with § given, 1 < § < +o,

" We also need. the folloWing_hypothesis :

(3.6) ~  g(x) is locally lipschitzian.

Note_thét (3.5) i-s natural .and holds ‘in practice. Then :

Theorem 3.1. We suppose that (2.4), (3.6) hold and that X' is a strict minimum
of £ on some neighbourhood @(x*) of x* in Rm, such that x* is the only
Kuhn-Tucker point on” 9)f(x*). We suppose also that '

Vi ¢ IB(x*), Ja, > 0 such that [ |x-x"]] n < @, implies :

(3.7) X5 < ei(x)
and

g, (X) > & ().

Let {xk} be a sequence generated by Algl such that (2.11), (2.12), (3.1), (3.5)
hold. '

Then there exists a, >0 such that ||x°-x*| |, < a, implies £ X, [
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Remark 3.1. If ¢, € are choosed by (3.2), (3.3) or (3.4), hypothesis (3.7)
holds. O

To simplify the proof of the theorem we suppose that
;B(x*) ={iel; x; = 0 and gi(x*) > 0}
corresponds to the first p indices. For any vector in R we denote y the
vector composed of its first p components and ¥ the vector composed of the last

q = n-p components.

* Proof of Theorem 3.1.

Let us first prove that

If OYx") is closed, Va > 0, there exists £, > £(x*) such that
(3-8 x e ") and £(0) < £, => |xx"] < a.
If that was not true, for some a > 0, ¥f > f(x*), there would exist x ¢ P (x™)
such that £(x) < f and lx-xfl >a. Set a and take a sequence of values of T
ahving f(x*) for limit : we obtain then a point X in‘@ﬂ(xf), different from x*,
with f(;) < f(x*), which is in contradiction with the hypothesis. Hence (3.8)
holds.

As éy(x*) contains some closed ball of center x~ and positive radius, we can
suppose that JH(x") is closed. '

Because of (3.1), (3.7), there exists ag > 0 such that if ka—x*l <ag:
(3.9) M?j =0ifi=#jand iorj is in IB(x*).

~Then we can write the relation bétween xk and xk(t) as
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Fw = & - o'y,
(3.10) ' ’

~

- & - g,

eIt

with Dk diagonal and ﬁk a symmetric definite positive matrix whose eigenvalues -
are in [a,B]. Obviously

. k | * k *
(3.11) [xi(t) - xil s Iy - xi[~

, ¥ie (X)),
- Note that Ek is lipschitzian and null'at.x*, so that, denoting ni the cardinal
of IL(x*) P
~k k__*
N8, < LIS,
L :
for some L > 0, and with (2.12), (3.9), (3.11) :

Il
E,n

IA

) - <11, < 1R - o+ X2

A .

e MGEI |+ 1]
as 1M1, < Vil Mg I < VRellg ]I, ve gt
(3.12) 11X - X1 < (fme Len 1K <

~Let d > 0 ‘be such that

"

B(x*,d) = {x e RV ; lefx*||n <d ¢ P

and a, such that (§ is the constant in (3.5)) :
0 <3y <as,

(3.13) | .
[, Ve L+ 25+ 1154,
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We may suppose that, fa being given by (3.8) :
A -
k * '
(3.14) [l - x| < ay,
k
(3.15) f(x7) < fa .
4

We perform the linear search, starting with t = 1. Because of (3.12), (3.14) :
1) - 11, = a (8L + 1.
n- 4 *

With (3.13) this implies that xk(1) € B(xf,d), hence xk(1) € @Q(x*). Suppose
that t; is for :some p in E(x*,d). If f(xk(tg)) < f(xk), then by (3.15)

' ko ky  o*
(3.16) 11K - K11 = ay.
. k . k _ = e
Then the maximum value of tp+1 is th = t, But forany t < t

IEACEES

in

IEXCIEE YR e -

1,

A

S11XCeS) - <1+ [,

A

1) - X, + 0K
and with (3.14), (3.16) )

EXOEE IR

A

a4(26+1),

k

so that, with (3.13), xX*(t) ¢ B(x*,d), Vt < tou

. Hence the sequence x(t;)
remains in B(x*,d), so that ' '

F e Bx L, d) < Y.

In addition, £(x**1) < £(xX) so that, by (3.15) :
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and with (3.8) this implies that

T = X1 < .
K. k+1 . .

So the hypothe51s made on X 'to insure that X is in 9J(x ) also hold for

k ! - this proves that the all sequence 1’*( } remains m QHx™ ). As X" s the

only Kuhn-Tucker point on 9 (x"), by theorem (2.1), {x } converges to x .o

We now specialize to a case where elements of Mk are 51mp1y deduced of elements
of the hessian of f.
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IV - A PROJECTED NEWTON METHOD | ,

In this section we suppose that

4.1) f is twice continuously differentiable on R" and its hessian is locally

lipschitzian.

We note H(x) the hessian of f at point x. We use H(x ) in the design of Mk as
in [2]: Mk is the solution of :

;]
93]

0 if (2.11) or (3.1) imply that mli(j must be null,
(4.2) '

(H(xk) ) ij o‘thexwise .

'If the inverse of Mk defined by (4.2)‘ is really invertible,. Mk is well defined
and (2.11), (3.1) hold. » :

We suppose that xX° is in the neighbourhood of some Kuhn-Tucker point x" checking
. the sufficient conditions for optimality '

2P HE )z > 0,
4.3) , , |
vz ¢ K ; zigi(x*) =0, 1=1, ..., n.

It is not difficult to see that if xk is sufficiéntly close fo x*, relations
(2.11), (3.1), (4.2) define in a unique way a symmetric definite positive ma-
trix Mk such that (2.12) holds. Then Theorem 3.1. gives sufficient conditions

of convergence of xk towards x_* if x° is close enough from X . As H(x) is not
everywhere positive definite, some corrections must be brought to the method

to get a well-defined and globally convefgent algorithm. This situation is
similar to the unconstrained case. We now focus on the rate of convergence. If
the conditions of strict complementarity hold, after a finite number of iteratious

*
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the algorlthm reduces to Newton's method for an-unconstrained problem Then
it is easy to obtain a superlinear convergence rate. The followmg theorem
makes no hypothesis of strict complementarrty._

Theorem 4.1. Let {x } be generated by Algl w1th MK defined by (4 2) . We suppose
that (4. 1) holds and that {x} has a limit x* such that (2. 1), (4. 3) hold.

We suppose that

e
(4.4i) ———=>0
~ .k
JEEIIA |
. when koo,

(4.4ii) [z -

Then, if the linear search checks (3.5), there 'exists' >0 such that, if

C; < C?, xk. > X superlinearly, a 1
Remark 4.1. Suppose that e(x), e(x) are choosed by (3.2) or (3.3) withu > 0
and v > -1. Then (3. 7) holds so that X is a local attractor and, after a
finite number of iterations, X3 =0 forie IB Then, as u > 0, it is not
difficult to see that' (4.4) holds If ¢(x), e(x) are choosed by (3.4), however,
(4.4) does not hold. 0 C o -

Proof of Theorem 4.1;

We first check that the choice tk = 1 in the linear search insures th'at.xk > X"
superlinearly . For k great enough, because of corollary 2.1. and of the way
we choose Mk the indices i for which x; = 0 and g > 0 have no action on the
algorlthm ; SO, to simplify the proof, we suppose there is no such indice, i.e.
B(x ) . Let k be fixed. We denote ' .
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={iel; xli( < si(zg() and gi(xk)_> -si(xk)},
IQ =1- IP’ . ¥
np = card (1), ng = card (IQ).

For z ¢ R® we denote z

the restriction of z to indices of IP and IQ "I‘_hen
the iteration with t©

n =

’
1 can be written as

| k K
(4.5) XII(, = Xp - DkgP,

: k+1 _- k _ ok k|
(4.6) X —xQ ngQ’

Q
and
@.n L= @D
(4.8) k+1 (ig)*.

Here D @esp. M) is a diagonal (resp. symmetrlc) defmlte positive matrix whose
elements are obtained in a direct may from Mk Denote

I#={ie I;x;>0}.
Because of (4.4), when k + », e]i( + 0, Vi ¢ I, hence for some ko, k > k0 implies
xli( > e]i(, Vi e I#.
Consequently, for k > ko, ™ 4 IP =g i.e.
=0, Vi e IP'
With (4.5), (4.7) and noticing that g;(x*) = 0 if i ¢ I, ve get
k

(4.9) ~|xli<+1 - x:| < lxi - x:l » ¥ie Ip.
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As IB(X*) =0, E(Xk) = 8(Xk)‘ and by (4.4), for any £ > 0 there exists k > 0
-such that if k > k1 '

k *
|xi - x.|

k .
X il o= g||g||n, Vi e I

Now, g(x™) = 0 and (4.1) implies that g is lipschitzian with some constant.L; 1)
that ' '

k
30 |xg - x|

s gL - x*||, Vi e Ip

With (4.9) this implies

(4.11)

*
il

k+1 : k .
|xi < L] |x_‘ - x’fl,ln, Ve IPT

We now consider (4.6), (4.8). Let q be the cardinal of IQ and, by reindexing,

<X = (xlg,x]é). Define.

F:R!+R
k
Xy f(xp,xQ)-
‘Then (4.6) is the Newtonxiteration to solve the equation

(412 3= 2L (xp = 0.

As (4.1) (4.3) holds and as %%(x;,xa)‘z 0, we can apply the implicit function
‘theorem. It states that in the neighbourhood of q(;, SEQ solution of (4.12) can

be considered as lipschitzian function of X5 i.e. '

_ . * k *
1% - lean < aqllxp - *p"np
for some a, > 0. Because of (4.10) :

@13 I3 - xgnnq's ag g 1K - ] .
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We now evaluate || k+1 % || . We have
XQ QnQ

Bf k k+1) af k k) (x k k+1 k

axg P ) g O '—23 g )0 XQ) el

and (4.1) implies that for some a,>0:

e o) = 2 1xg 5l Iy

of

As we did a Newton step to solve (xg,xg) = 0, we get

SSQS
llax Gy DI, = ay 1 -glE
Q | Q
k2
= 25llgglln,

IA

k *,,2
a | |X*x" 12,

for some az,a, > 0, independant 6f xg in some neighbourhood of x*; and this
implies

k =x
< ag| |x5x*| |2,
This with (4.11) implies the superlinear convergence of (x} towards {x}.

We .now check that the choice tk=1 is compatible with conditions (2.13) (2.14),
(3.5) on the linear search. Condition (3.5) says that the first trial of tk
is 1, so we have to check (2.13), (2.14). Remind that we cancelled the compo-
nents for wich gi(xf) > 0, so that g(x) is null at x* and because of (4.1) :

g1, s Ll 1x=x"|]
in a neighbourhood of x*, for some L > 0. As the step t=1 gives a Superlinear

convergence, we easily deduce that condition (2.14) holds for any C, in 10, 1L
if k is great enough. We now want to check (2.13). In a neighbourhood of X
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(0 < £+ ag]|xx]] 2

For any £ > 0, if k > k, (and if t* = 1) :
k+1 k
1 s e,
and so :
@.14) £ < £ v ag @) |12

We also havé for k > k6 D
£ > £(x) + 7OEXHES) (1) - g[|xk-x*||§;
and also |
gty - BE X1 = el 11,
so that for k > k7
£ 2 £6) + 789" M T -l 112,
and with (4.14), for k > kg :
| £ - 6 2 Iy to) gk - 112,
Then (2.i4) certainly holds 1f
(4 .15) . (gk)tH('x*)'fgk - ||| 2 z-c1(gk)"ngk.

Denote A_(B), Ay(B) the smallest and largest eigenvalue of a nxn matrix B.
The definition of Mk implies that '
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A HON) < A M) < Ay M) < AM(H(xk) ).

CAs A_(H(K) > A_(H(X) and AHE) > 0 HOF)), we have, for any € > 0, if
k > k8 :

(M > O, HCx ))-9) | ¢¥] g

so that (2.14) holds for k > kg if
1 ApHE))
5 T -
AyHx )
Remark 4.2. In the unconstrained case, Mk = H(xk)'1 so that (2.15) holds for

k great enough if C1 < —;- Condition (4.16) is far more severe. []

(4.16) C1 <

Remark 4.3. If, instead of (4.4i) we suppose that !Ie(xk)lln < a1||§(xk)||é
for some a; > 0, we easily deduce from the proof of Theorem 4.1. that xk -+ X qua-
dratically. This holds with choice (3.2) or (3.3) ifu 3> 1. O

Remark 4.4. Theorem 4.1. can be easily extended to some modifications of
Newton's method, for instance if in (4.2) H(xk) is not the true hessian of f
but tends towards the hessian of H(x*) when xk > x. O
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V- A PROJECTED QUASI NEWTON METHOD

We now consider the case when matrices Bk obtained by ‘the BFGS formula (4] are
used to design Mk in-an analogous way to (4.2). We first remlnd the BFGS for-
mula. A sequence {x'} in R® be given, we note
N N S xk,
k k+1 .k
y 8 -8

A symmetric definite positive matrix Bp»being given, matrices Bk are defined
in a recurrent way by

Kyt gkk gk k
5.y BT -k, 20N k(B )"

(yk)téﬁ (s )tBk k

These matrlces can be v1ewed as an approximation of the hessian of f. We note

= (y ) . If Bk is definite positive, so is- Bk +1 if amdonly if ok >0 ; so

to preserve the positive definiteness of‘{Bk} if ck < 0, we generalize (5.1)
as in [9] :

Bk+1 . ; Zk(zk)t k k(Bk k)t

(ijtsk (s-)tBk k

- with

(5.2) o k _ 0.8(s) tBXsK
4 (skthkSR_(yk)tsk
ekyk + (1-6k)Bksk if of < O.Z(Sk)tBksk,
k

yk otherwise. -

Now we define Mk by

(Mk);; 0 if-(Mk)iJ. is imposed to be null by (2.11) or (3.1),

o) 1}

(5.3)

k ' .
Bij otherwise.
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Then if no constraint is active, ALgl reduces to the algorithm studied by
M.J.D. Powell [8], who obtained a global convergence result if f is convex
and proved that the superlinear convergence occured if xk had some limit
point x* such that H(x") is definite positive. None of these results seem
easy to extend. However, we have the following result :

Theoren5.1. Let x* be generated by Algl with'Mk_defined by (5.3). We suppose

that the condition nmumber of {Bk} remains bounded. Then

L d

lin inf ||gi|| 4 = 0.
koo n
L
If in addition {xX} has some limit point X* such that (4.1), (4.3) and the
strict complementarity conditions (2.20) hold, then xk > X superlinearly. []

Proof

The first part of the theorem concerning the global convergence is a direct
applicétion of theorem 2.1.‘Now, if (2.20) hold, because of corollary 2.1, for
k > k0 the problem reduces to the algorithm of [8] for unconstrained problems ;
in [8], superlinear convergence under our hypothesis was proved. [

Remark 5.1. Problem (1.1) can be solved by a recursive quadratic programming
approach associated to a Quasi-Newton formula [51, [9]. For this kind of al-
gorithm,it seems that no result concerning the convergence,stronger than those
of theorem 5.1, have been yet obtained (see [101, [31). Q0O
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- VI - NUMERICAL RESULTS

We applied the algorithm exposed in §5 fo a discretised version of the following
control problem. Let T > 0 be given and denote ’ '

e
|

0,1
Qx10,TC.

o)
1]

The state equation is

Y Ay =0 i
3t Ay = 0 in Q,

(1) = u,

(6.1)
an(tyo) - 09

y(0,x) =0 vxlg 10,1C.
The criterion to be minimized is

W = LT - g 2ax
with ' ‘
0 if d<x< 1./2" A

)’d(x) =
1if 1/2 < x < 1.

Note that for u given in LZ(O,TD, (6.1) has a unique solution with trace at t=T
in LZ(Q) (see-J.L. Lions [7] for the mathematical aspects) so that J(u) makes
sense. We include some bounds constraints -0.5 < 0 < 2, so ‘that the problem is

Min J(u),
-0.5 < u(t) <2, ¥t € [0,T].
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The problem is discretized in time using the usual implicit Euler scheme, then
in space with a finite-difference method equivalent to P1 finite elements. We
denote ' '

nx number of space steps,
n number of time steps.

In our test nx is set to 40 and n varies from 50 to 200. Note that the discre-
tized problem is not well conditioned : the hessian has the eigenvalue 0 with
an order of multiplicity of at least n - nx.

The solution of the discretized problem has a bang-bang structure : except
for a small number of time steps, the value of the optimal control is equal
to one bound. In practice, we computed solutions with 0 or 1 non binding va-
riable.

The parameters e is given by (3.3) withu= 1 and € is set to zero. We denote

nit number of iterations in optimization,
nf number of calls of function and gradlent
||g||rl L° norm of residual gradient,
CT computing time in seconds.
All tests were run in HB-68 Multics system of INRIA. _ >

The results are stated in table 1.

These results show that nf does not increase too much with respect to n. However

2

as computations are made on matrices of dimension n“, the total amount of com-

putation is between a linear and a quadratic function of n.

™
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|

.

.1 CT ! Cl/n ! CT/n?

!
!
1

!

T

' lgl]

! nit ! nf
!

n

.

!

1 3.2 e-2 !

73 1.1.5 e=10 !

80 ! 1.6 -

!
!

141

50
!

. 1100

! 2.8 e-2!

Se=12 1279 1 2.8

1 119 !

! 60

e-12 ! 504 ! 3.36 ! 2.24 e-2 !

!

- 1150

1109 ! 1.

! 61

| 114 1 1.5 e-13 | 788 1 3.94 ! 1,97 e-2 !

! 64

! 200

!

!

!
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VII - CONCLUSION

This article studies the projected variable metric method of D.P. Bertsekas [ Z]
for bound constrained problems associated to a new line search with reduces in
the unconstrained case to one of those studied in P. Wolfe [12]. Some new for-
mulaes of the parameters used to define the metric are obtained. With them, we
show that a local minimum is a local attractor point of sequenceé computed by
the algorithm and that, if the second-order information is available, the su-
perlinear convergence occurs even if the strict complementarity conditions do
not hold. '

If the variable metric is obtained through the BFGS quasi-Newton formula, a
partial result of convergence is stated as a simple consequence of a theorem
of M.J.D. Powell [81.

This article does not considers extensions of the conjugate grédient method.
However, it is obvious that the memoryless quasi-Newton algorithms as those
of D.F. Shanno [ 11] have a direct extension for bound constrained problems,
which should be competitive for large scale problems.

The author thanks D. Gabay, C. Lemarechal and E. Panier for helpfui coments
and discussions. ' : ‘
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