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Guide d’Installation, d’Utilisation et de Développement
pour MPICH /Madeleine

Résumé : MPICH/Madeleine est une nouvelle implémentation du standard MPI
basée sur I'implémentation existante appelée MPICH et la librairie de communication
multi-protocoles appelée Madeleine. Le but de MPICH /Madeleine est d’exploiter de
maniére efficace des clusters de clusters ayant des réseaux hétérogénes. Ce manuel
présente un guide d’installation et d’utilisation ainsi qu'un guide du développeur
pour MPICH/Madeleine.

La derniére version de ce document est disponible depuis I’adresse suivante: http:
//runtime.futurs.inria.fr/mpi/.

Mots-clés : MPI, Communication, Réseaux hétérogénes.
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1 What is MPICH /Madeleine?

MPICH/Madeleine is a free MPICH-based implementation of the MPI standard. If
you are not familiar with MPI, you should first take a look at http://www-unix.
mcs.anl.gov/mpi/. MPIis a high-level communication interface designed to provide
high-performance communications on various network architectures including super-
computers and clusters of workstations (usually off-the-shelf PC’s interconnected by
high-speed links). Nowadays, clusters of workstations become increasingly popu-
lar thanks to the availability of many high-speed connection technologies (Gigabit-
Ethernet, Myrinet, GigaNet, SCI). Furthermore, interconnecting such COW’s to
build heterogeneous clusters of clusters is now a hot issue. Unfortunately, no current
MPI implementation supports this kind of architectures efficiently. Indeed, the only
way to handle network heterogeneity is to use interoperable implementations of MPI:
several MPI implementations (one per cluster) communicate with each other using
an inter-MPI glue.

Our alternative proposal is to provide a true multi-protocol implementation of
MPI on top of a generic and multi-protocol communication layer called Madeleine
(version 3). Madeleine IIT is the communication sub-system of the Parallel Multi-
threaded Machine (http://runtime.futurs.inria.fr/pm2) runtime environment.
It is especially targeted towards:

e Single clusters with several interconnection networks;

e Clusters of clusters (possibly with several interconnection networks).

1.1 Madeleine Basics

Let’s explain the key concepts of Madeleine which are necessary to understand before
using our implementation of MPI. Let’s suppose that two clusters are available:

Ethernet network

' Foo cluster Goo cluster : :

Figure 1: Example of interconnected clusters
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e the first cluster named foo, is composed of 3 nodes, named foo0, fool and
foo02, linked by a Myrinet network;

e the second cluster named goo, is composed of 4 nodes, named goo0, gool,
goo2, goo3, linked by a SCI network.

Both clusters also feature an Ethernet network (TCP) which links together all the
machines of each cluster. The clusters can be seen on Figure 1.

Madeleine uses objects called channels in order to virtualize the available net-
works in a given configuration. There are basically two types of channels:

1. physical channels which are simple abstractions of real existing networks and;

2. wvirtual channels which are build above physical channels and can be used to
create heterogeneous networks.

With our simple example, we can build three physical channels:

1. a channel build above the Myrinet network. This channel encompasses the
nodes {f000, fool, foo2};

2. a channel build above the SCI network. This channel encompasses the nodes
{go00, gool, goo2, goo3};

3. a channel build above the TCP network. This channel encompasses all the
nodes of both clusters.

On top of these three different physical channels, we can build a virtual channel
which encompasses all the nodes of the configuration. One may think that there is
no difference with the TCP physical channel, but in fact the behavior of a program
using the virtual channel will be totally different as Madeleine will automatically
select the best available network to communicate between two nodes of this virtual
channel.

Indeed, all communications occurring within the foo cluster will use the Myrinet
network, all communications occurring within the goo cluster will use the SCI net-
work. And if two nodes belonging to different clusters want to exchange messages,
the TCP network will be used.

More complicate configurations can be expressed: if we suppose now that the
node goo3 features a SCI NIC, we can build a virtual channel over the physical
channels corresponding to the Myrinet and SCI networks. In that case, we do not

INRIA
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need (and most important: use) the TCP network. In fact, with that new configura-
tion, from the application’s point of view, all the nodes can communicate with each
other. Indeed even if a node A is not physically connected to a node B, it can in any
case send messages to it. Internally, the node goo3, which features both Myrinet and
SCI NICs, will forward the Madeleine message from A to B.

def‘ault
tep, channel

sci_channel myri_channel

,,,,,,,,,,,,,,,,

,,,,,,,,,, Virtual Channel . Foo cluster

Physical Channel

Goo cluster

Figure 2: Example of configuration

How is this information given to Madeleine? The library uses configuration files
(the following example files describe the configuration shown in Figure 2 with the
node goo3 featuring a SCI NIC):

e the first file, the network configuration file, named localnet.cfg, describes
the different available networks.

networks : ({
name : tcp;
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hosts :
dev

A

name
hosts :
dev

3,4

name
hosts :
dev

DN

( foo0, fool, foo2, gool, gool, goo2, goo3 );

: tep;

: myrinet;

( foo0, fool, foo2, goo3 );

I mX;

: sci;

( goo0, gool, goo2, goo3 );

: sisci;

A network is defined with its name (tag name), a list of machines it includes
(tag hosts), and the identifier of the device connecting these machines (tag
dev, should be one of the predefined identifiers recognized by Madeleine).

o the second file, the channel configuration file, named config, describes the
channel mapping over the different nodes.

channels :

3 q

3

b;

vchannels :

};

H

name
net

hosts :

name
net

hosts :

name
net

hosts :

name

: tcp_channel;
: tep;
( foo0, fool, foo2, gool, gool, goo2, goo3 );

: sci_channel;
: scij;
( goo0, gool, goo2, goo3 );

: myri_channel;

! myrinet;
( foo0, fool, foo2, goo3 );

: default;

channels : ( myri_channel, sci_channel );
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MPICH/Madeleine Installer’s, User’s and Developer’s Guide 9

A physical channel is defined with its name (tag name), the identifier of the net-
work is based on (tag net which has to be defined in the network configuration
file), and a list of machines it encompasses (tag hosts).

A virtual channel is defined with its name (tag name) and the list of physical
channels it is build upon (tag channels).

Once a virtual channel is build, the physical channels below it are no longer visible by
the application. However, it is possible to create several different Madeleine physical
channels over the same physical network. Hence a physical channel can truly be seen
as a logical network or a network abstraction.

1.2 How is MPICH /Madeleine Implemented?

As its name indicates, our work is based on the MPICH (http://www-unix.mcs.anl.
gov/mpi/mpich/) implementation of MPI. Basically, the core of MPICH/Madeleine
is based on a specific MPICH device, called ch_mad, which handles several Madeleine
channels in parallel and thus allows the use of several networks at the same time
within the same application. In order to do implement such a device, several threads
are used: the MPI application code is executed by a particular thread and each
channel is assigned its specific thread which will process all the incoming communi-
cations.

We also developed another device for handling intra-node SMP communications.
This device uses the same concepts of ch_mad, that is, a thread is responsible for exe-
cuting the polling of incoming communications. This device (which is included in the
same directory as ch_mad) benefits from the advanced polling mechanisms available
within the Marcel library. Figure 3 shows the architecture of MPICH/Madeleine.

The internal structure of MPICH should allow to design and plug a new device
into the implementation without needing to modify the upper layers (mainly the Ab-
stract Device Interface, the ADI). Unfortunately, it turned out that the development
of a multi-thread MPICH device requires some modifications of the ADI and even
of some of the higher level features of MPICH. This is why our Madeleine device
cannot be downloaded on its own, but is part of a full, customized MPICH version.
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MPI

API

Abstract

Generic Part : Context / Group Management

Device
Interface

Protocol

Generic ADI Code : Datatypes and Requests queues Management

Interface

Sub-system

CH_SELF CH_SMP
DEVICE DEVICE
Self Intra—node

Communication Communication

CH_MAD
DEVICE

Inter-node commnication

Ressources synchronisation / Channels management
Short, Eager and Rendez-Vous Protocols Implementation

Interface

Marcel Thread Library

Madeleine Communication Library
channels creation / forwarding management

Thread Scheduling Management / Optimised polling features

Gigabit-Ethernet

BIP/GM

Myrinet

Figure 3: Architecture of MPICH/Madeleine
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2 Installing MPICH/Madeleine

2.1 Getting the Source Code

MPICH /Madeleine files are hosted by the project MPICH/Madeleine on the InriaG-
forge at https://gforge.inria.fr/projects/mpich-mad/.

2.1.1 Getting the Latest Stable Release

You need to download the package for MPICH/Madeleine as well as the one for
PM2. The latest release for these two packages, pm2 and mpich-mad, is available
from the main page of the project MPICH/Madeleine at https://gforge.inria.
fr/projects/mpich-mad/.

Note that the latest release for the package pm2 is also available from the main
page of the project PM2 at https://gforge.inria.fr/projects/pm2/.

2.1.2 Getting the Latest Version

The source code for PM2 and MPICH /Madeleine is managed by a Subversion server
hosted by the InriaGforge. To get the source code, you need:

1. To install the client side of the software Subversion if it is not already available
on your system. The software can be obtained from http://subversion.
tigris.org/.

2. To become a member of both projects mpich-mad and pm2. For this, you first
need to get an account to the gForge server. You can then become a member
of the projects by contacting one of the project administrators. The list of the
project administrators is available from the main project page.

More information on how to get a gForge account, to become a member of the
specified projects, or on any other related task can be obtained from the InriaGforge
at https://gforge.inria.fr/.

The commands for getting the source code are given in the following sections.

2.2 Prerequisites

If you plan to use Myrinet and SCI, you must get the appropriate drivers. Madeleine
ITI supports Myrinet networks through the BIP, GM and MX drivers and SCI net-
works through the SISCI drivers.
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You then need to create symbolic links from your home directory pointing to the
drivers’s distributions:

e A link to the GM distribution (including header files, libraries, ...) called gm,

2.3

such as:

% cd $HOME
% 1n -s /opt/gm gm

AND/OR a link to the MX distribution (including header files, libraries, ...)
called mx, such as:

% cd $HOME
% 1ln -s /opt/mx mx

AND/OR a link to the SISCI distribution called DIS, such as:

% cd $HOME
% 1ln -s /opt/DIS DIS

The name of the links are important, so please respect them.

Installing PM2

Here are the required steps to install PM2.

1.

2.

Choose an installation directory for PM2, and set the environment variable
PM2_ROOT to this directory.

% setenv PM2_RO0T $HOME/soft/pm2

Go in the parent directory of the directory PM2_RO0T and either

INRIA
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(a) unpack the PM2 archive;

% cd $HOME/soft
% tar zxf pm2-2005-03-16.tar.gz

If your tar does not accept the option z, use:

% gunzip -c pm2-2005-03-16.tar.gz | tar xf -

(b) or check out the latest version from the Subversion server.

% cd $HOME/soft
% svn checkout svn+ssh://<login>@scm.gforge.inria.fr/svn/pm2/trunk pm2

In both cases, you should end up with a directory named pm2 as indicated by
the environment variable PM2_R0OQOT.

3. PM2 is installed.

2.4 Installing MPICH/Madeleine
Here are the required steps to install MPICH/Madeleine.

1. Go in some directory of your choice, and either

(a) unpack the MPICH/Madeleine archive;

% cd $HOME/soft
% tar zxf mpich-mad-2005-03-16.tar.gz

If your tar does not accept the option z, use:

% gunzip -c mpich-mad-2005-03-16.tar.gz | tar xf -

(b) or check out the latest version from the Subversion server.
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% cd $HOME/soft

% svn checkout
svn+ssh://<login>@scm.gforge.inria.fr/svn/mpich-mad/trunk
mpich-mad

In both cases, you should end up with a directory named mpich-mad.

. Choose an installation directory for MPICH/Madeleine, and set the environ-
ment variable MPICH_MAD_ROOT to this directory.

% setenv MPICH_MAD_ROOT $HOME/soft/mpich-mad-install

. Configure MPICH /Madeleine by issuing the following commands:

% cd mpich-mad
% ./configure --prefix=$MPICH_MAD_ROOT
--with-arch=LINUX
## for instance, see configure -help for details
--with-device=ch_mad:--pm2root="$PM2_ROOT"

e PM2 is using a system of flavors to configure its different options. By
default, MPICH/Madeleine is compiled using the flavor mpi-flav. If you
wish to use another flavor, you can specify it as follows:

--with-device=ch_mad:--flavor="name of your flavor"
e If you want to enable SMP support, add the option -smp-support.
--with-device=ch_mad:--smp-support

SMP support is dynamically deployed on SMP nodes on which several
MPI processes are spawned. Therefore, you can compile MPICH /Madeleine
by enabling SMP support even if you have a set-up with both SMP and
UP nodes. It will not impact the performance.
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e If you want to enable fast buffering capabilities, add the option -fast-buffer.

--with-device=ch_mad:--fast-buffer

¢ The default behavior is to compile all networks support (TCP, SISCI, GM;
MX if available). If you DO NOT want to enable one specific network,
add the following option. The network name can be any among tcp, gm,
bip, mx, sisci, ....

--mad3=no-"network name"

4. Build MPICH/Madeleine. That step might take some time.

% make

5. Install the MPICH/Madeleine commands.

% make install

6. You need to provide a network configuration file called localnet.cfg (see Sec-
tion 1.1). This file should be located in the sub-directory etc of the directory
you have installed MPICH /Madeleine in i.e. $MPICH_MAD_ROOT/etc. This file
is mandatory but users can select another location by defining the appropriate
environment variable (see Section 3.1).

7. Note: do NOT get rid off the PM2 source after the installation. It is still needed
by users to compile and run their applications! They will have to add to their
PATH the element pm2/bin.

% setenv PATH ${PM2_ROOT}/bin:${PATH}

This is required in order to run applications.

RT n° 0316
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8. Users can also add to their PATH the element mpich-mad-install/bin in order
to easily access the commands mpicc and mpirun.

% setenv PATH ${MPICH_MAD_ROOT}/bin:${PATH}

2.5 Summary of Environment Variables

Here the list of environment variables you need to set (preferably in your login files
such as $HOME/ . cshrc) before being able to compile and execute MPICH/Madeleine
applications.

## Directory where PM2 is installed
setenv PM2_RO0OT $HOME/soft/pm2

## Directory where MPICH/Madeleine is installed
setenv MPICH_MAD_ROOT $HOME/soft/mpich-mad-install

## Access to the PM2 commands
setenv PATH ${PM2_R0O0T}/bin:${PATH}

## Access to the MPI commands
setenv PATH ${MPICH_MAD_ROOT}/bin:${PATH}

2.6 Automatic Installation of MPICH /Madeleine

The tool set presented in Section 3.4.1 provides a script that allows to get the source
code for PM2 and MPICH /Madeleine (or update the existing code), and to compile
that code. The script has to be called as in the following example:

% installMpichMad.sh $HOME/soft $HOME/soft/mpich-mad-install

where:

e $HOME/soft is the parent directory in which the source files for the softwares
PM2 and MPICH/Madeleine are (or will be) installed;
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e $HOME/soft/mpich-mad-install is the directory in which MPICH/Madeleine
is (or will be) installed.

The script will execute the following steps:

1. If the directory $HOME/soft/pm2 does not exist, get the latest version from the
Subversion server; otherwise update the existing version.

2. If the directory $HOME/soft/mpich-mad does not exist, get the latest version
from the Subversion server; otherwise update the existing version.

3. Compile MPICH/Madeleine in the directory $HOME/soft/mpich-mad-install.

To maximize the automation of the installation, the following script can also be
used to automatically copy the archive of the tool set and launch the installation
script of MPICH/Madeleine on a given machine.

#!/bin/bash

if [ ||$4u —— nn ]
then
echo "Error. Usage: $0 <mpich-mad-tools.tar.gz>
<machine to install MPICH/Madeleine on>
<PM2 & MPICH/Madeleine source directory>
<MPICH/Madeleine installation directory> [-user <inria gforge login>]"
exit 1;
fi

DIR=‘basename $1 .tar.gz*

scp $1 $2:
ssh $2 "tar zxvf $1 ; ./$DIR/installMpichMad.sh $3 $4 $5 $6 ; uname -a"

Here an example on how to call the script:

% ./installMpichMadAndTools.sh mpich-mad-tools-grid5000-2005-11-28.tar.gz
oar.sophia.grid5000.fr ~/soft ~/soft/mpich-mad-install/
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2.7 Troubleshooting

You might encounter the following errors while compiling MPICH/Madeleine.

e Bison version error:

Generating Makefile leoparse-config.mak
building leoparse_parser.h
source/tools/leoparse_parser.y:25: unrecognized: Y%error-verbose

source/tools/leoparse_parser.y:25: Skipping to next %

make[1]: *x*x
[/home/test/MPI/MPICH_MAD/MPICH-MAD-INST/pm2/leonie/leoparse/include/-
leoparse_parser.h] Error 1

make: ***x [dot_h] Error 2

This error happens because of an outdated version of the Bison software. To
fix it, you can either:

— Install a newest version of the Bison software ; or

— Comment the jerror-verbose line in the leoparse/source/tools/-
leoparse_parser.y file of the PM2 software package.

Another Bison error:

yylloc undefined

This error can be resolved by installing a newest version of the Bison soft-
ware or by commenting the extern keyword preceding YYLTYPE yylloc in the
leoparse/source/tools/leoparse_lexer.1 file of the PM2 software package.
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3 Running MPICH /Madeleine Programs

3.1 Basic Use

The sub-directory example/basics of the MPICH /Madeleine source directory con-
tains basic examples that can be used to test your MPICH /Madeleine installation.
We will go through this section by using the program cpi.c.

e On top of the environment variables defined in Section 2.5, you need to define
the following environment variable which is needed by PM2.

% setenv LEO_RSH "ssh -n -f"

e Compile your application with mpicc.

% cd mpich-mad/example/basics
% $MPICH_MAD_ROOT/bin/mpicc -o cpi cpi.c

e Create a channel configuration file named config as explained in Section 1.1.
We suppose for now the network configuration file localnet.cfg is present in
the directory $MPICH_MAD_ROOT/etc. Look at the contents of that file to create
your channel configuration file. Let’s suppose you are using a channel with two
hosts. Your file should be similar to:

channels : ({
name : dalton;
net . tecp;
hosts : ( joe, jack );
b;

e You need to make sure you can connect to the machines defined in your chan-
nel using the SSH protocol. MPI applications are launched using the PM2’s
mechanisms to remotely connect to the machines, this requires a SSH access to
the machines without password or pass-phrase. You might need to change the
definition of the environment variable LEO_RSH to match the configuration of
your SSH connection. Here an example to test your configuration is working:

RT n° 0316
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% echo $LEO_RSH

ssh -n -f

% $LED_RSH jack uname -a

% Linux jack 2.6.4-fkt #14 SMP Thu Sep 23 2004 i686 GNU/Linux

h

e Start your application using the command mpirun taking in parameter the
location of your channel configuration file and the name of the application.

% $MPICH_MAD_ROOT/bin/mpirun -machinefile config cpi

e You should obtain an output similar to:

Process 0 of 2 on <your machine>

pi is approximately 3.1415926544231318, Error is 0.0000000008333387
wall clock time = 1.094123

Process 1 of 2 on <your machine>

Remarks:

e Please note that the MPI option -np specifying the number of processes to
launch is NOT used. This information is contained in the channel configuration
file.

e The default behavior of MPICH/Madeleine is to launch processes only on the
nodes specified in the channel configuration file. No process is spawned on the
local machine (unless it is listed in the channel configuration file)

e The default network file used for launching jobs is $MPICH_MAD_ROOT/etc/-
localnet.cfg. This file has to be provided by the person installing MPICH/Ma-
deleine. However, users can select another network file by defining the envi-
ronment variable MPI_NET_FILE with the location of the new file, e.g.:
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3.2

% setenv MPI_NET_FILE $HOME/networks.cfg

If you wish to start your application under the debugger, you can use the option
-gdb. All the processes of the MPI application will be launched through gdb,
the GNU debugger.

% mpirun -gdb -machinefile config test

Using Several Networks

How can I handle several networks at the same time in my MPI application? The
important question is: "Should users know that the cluster they are using features
several different networks 7".

Well it depends, that is why the MPI user can deal with this issue in two ways:

1.

"In Madeleine I trust": in that case, the heterogeneity of the networks is
completely hidden to the MPI application.

===> You can do so by creating a unique virtual channel encompassing all the
nodes of your clusters. In that case, MPICH/Madeleine will use this channel
and you will never need to know what is going on underneath, in particular
which network will be selected by MPICH /Madeleine to communicate between
any nodes of your application.

"I am a big boy/girl now": for whatever reasons, your favorite MPI application
has to deal with the different available networks. You wish for instance to group
your processes by clusters.

===> You can do so by creating as many channels as needed (i.e. one channel
by cluster). These channels can either be physical or virtual. As physical
channels offer better performance, they should be preferred.

You can then access the different channels through MPI Communicators. When
you create a configuration file, channels are sorted in the order they are de-
clared. So, if the node x belongs to three different channels, x can send messages
over the channel[i] by performing a send operation over the communicator
MPI_USER_COMM[i].
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The communicator MPI_COMM_WORLD uses the default channel, which definition
is mandatory and should cover all the nodes of a given configuration.

You can find an example of such an application at http://runtime.futurs.
inria.fr/mpi/ressources/sample.c.

3.3 Use Case: Grid’5000 from an Individual Site

To execute a MPICH /Madeleine application on the Grid’5000 platform, you first need
to reserve nodes using the resource manager OAR. Let’s say the application needs
six nodes to execute, the nodes can be reserved by using the following command:

% oarsub -1 nodes=6,walltime=5 -I

e The option -I of the command oarsub requests an interactive mode and will
give you a shell on the first reserved node. From that node, you can access the
other nodes of your reservation.

e The optional option walltime allows to specify the length of the reservation.
Here we request five hours.

Once you are connected to the first reserved node, you need to create the MPICH /Ma-
deleine configuration files. This is done by using the script bin/generateConfigFiles.-
sh present in the installation directory of MPICH/Madeleine. This script uses the
environment variable 0AR_NODEFILE set by OAR to create a network configuration
file and a channel configuration file based on your reservation. The script accepts two
parameters: the name of the network device to use, and the number of processes to
start on each node. By default, the configuration will be based on the TCP network
and on one process by node. The syntax of the command is as follows:

% $MPICH_MAD_RO0T/bin/generateConfigFiles.sh [-net <network device>]
[-weight <number of processes by node>]

Based on our reservation with six nodes and supposing the protocol MX will be
used to connect the nodes, the configuration files can be created with the following
command:
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% $MPICH_MAD_ROOT/bin/generateConfigFiles.sh -net mx

The files will be as follows:
1. The channel configuration file named appliMpi.cfg:

channels : ({

name : grid5000;
net : grid5000;
hosts : (node-35.1lyon.grid5000.fr,

node-36.1yon.grid5000.fr,

node-40.1yon.grid5000.fr,

node-45.1yon.grid5000.fr,

node-48.1yon.grid5000.fr,

node-52.1yon.grid5000.fr) ;
I

2. The network configuration file named networksMpi.cfg:

networks : ({

name : grid5000;

hosts : (node-35.l1lyon.grid5000.fr,
node-36.1yon.grid5000.fr,
node-40.1lyon.grid5000.fr,
node-45.1yon.grid5000.fr,
node-48.1yon.grid5000.fr,
node-52.1yon.grid5000.fr) ;

dev : mX;

DK

Let’s execute our previous example, the program cpi.c:

% cd mpich-mad/example/basics

% $MPICH_MAD_ROOT/bin/generateConfigFiles.sh mx

% export MPI_NET_FILE=$PWD/networksMpi.cfg

% $MPICH_MAD_ROOT/bin/mpirun -machinefile appliMpi.cfg cpi
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The output of the application will be similar to the following:

node-35.1yon.grid5000.fr
node-36.1yon.grid5000.fr
node-40.1yon.grid5000.fr
node-45.1yon.grid5000.fr
node-48.1yon.grid5000.fr
node-52.1yon.grid5000.fr
Madeleine/MX: hardware configuration

Process 0 of 6 on node-35-a.lyon.grid5000.fr
pi is approximately 3.1415926544231239, Error is 0.0000000008333307
wall clock time = 1.098861
Process 1 of 6 on node-36-a.lyon.grid5000.fr
Process 3 of 6 on node-45-a.lyon.grid5000.fr
Process 4 of 6 on node-48-a.lyon.grid5000.fr
Process 5 of 6 on node-52-a.lyon.grid5000.fr
2

Process 2 of 6 on node-40-a.lyon.grid5000.fr

3.4 Use Case: Grid’5000 from Multiple Sites

We have developed a tool allowing to reserve nodes simultaneously on Grid’5000
with the goal of executing an inter-cluster application. We will see in the following
how to execute a PM2 application as well as a MPICH/Madeleine application on
inter-cluster nodes. The tool cargridsub available on the cluster in Grenoble on the
machine frontale.grenoble.grid5000.fr can also be used to that effect, it was
actually used as a first basis for the first version of our tool.

3.4.1 Installation of the Tool Set

You need to download the latest version of our tool on each cluster, available as
a compressed source file — mpich-mad-tools-grid5000-$VERSIONS.tar.gz — in the
project MPICH/Madeleine on the InriaGforge server at https://gforge.inria.fr/
projects/mpich-mad/.

The file has to be unpacked in your home directory on each of the clusters you
wish to submit and execute an application.

% cd $HOME
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% tar xzvf mpich-mad-tools-grid5000-2005-11-28.tar.gz

3.4.2 General comments

The list of available clusters is obtained as follows:

% ./mpich-mad-tools-grid5000-2005-11-28/myoargridsub.sh -1
Available clusters are:

idpot oar.idpot.grenoble.gridb5000. fr

sophia oar.sophia.grid5000.fr

parasol oar.parasol.rennes.grid5000. fr

gdx oar.orsay.grid5000.fr

toulouse oar.toulouse.grid5000.fr

paraci oar.paraci.rennes.grid5000.fr

bordeaux oar.bordeaux.grid5000.fr

icluster2 oar.icluster2.grenoble.grid5000.fr
tartopom oar.tartopom.rennes.grid5000. fr
lyon oar.lyon.grid5000.fr

The general syntax of the command is obtained as follows:

% ./mpich-mad-tools-grid5000-2005-11-28/myoargridsub.sh -v

Usage: myoaargridsub.pl -1
displays the list of clusters
myoaargridsub.pl [-v] [-pm2] <cluster list> <program name>
[<argument 1> ... <argument n>]
-v controls the amount of debugging output

Died at ./myoargridsub.pl line 18.
h

A reservation might be requested from any cluster of Grid’5000. You only need
to make sure the appropriate softwares are installed on each of the clusters involved
in the reservation.
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Cluster icluster2 in Grenoble Cluster in Sophia

Front—end host running leonie

Figure 4: Inter-clusters Application

3.4.3 PM2

We want to execute the application mad_ping between four nodes on the cluster
icluster2 in Grenoble and three nodes on the cluster in Sophia. As shown on
Figure 4, leonie, the PM2 bootstrap code, will be executed on the front-end host,
i.e. the machine requesting the reservation, and will interact with the nodes on the
two requested clusters.

You first need to compile the application on both clusters. We suppose the
softwares PM2 and MPICH /Madeleine have been installed as explained in Section 2
on the machines oar.icluster2.grenoble.grid5000.fr and frontale.sophia.-
grid5000.fr. You then need to execute the following commands on both machines:

% cd $PM2_ROOT
% make init

% cd mad3/examples/
% make mad_ping

You can now submit and execute your application on the two clusters. For
that, you need to call the script myoargridsub.sh that is sitting in the directory
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$HOME/mpich-mad-tools-grid5000-$VERSION$/. The script will perform the fol-
lowing actions:

e Reserve the nodes on the requested clusters;

e Generate the configuration files for PM2;

e Start the application;

e On completion, kill the reservation on each of the clusters.

The parameters of the script are the string -pm2 to indicate we want to execute a
PM2 application (by default, the script executes a MPICH/Madeleine application),
the description of the nodes you wish to request on the different clusters, the name
of the application to start, and a optional list of arguments to be passed to the
application.

% ./mpich-mad-tools-grid5000-2005-11-28/myoargridsub.sh -pm2
icluster:nodes=4,sophia:nodes=3 mad_ping

Going to execute <mad_ping> on icluster:nodes=4,sophia:nodes=3

Requesting nodes=4 on cluster icluster2 oar.icluster2.grenoble.grid5000.fr

Reservation number 20198

Requesting nodes=3 on cluster sophia oar.sophia.grid5000.fr

Reservation number 21111

Hosts ita35.imag.fr,ita39.imag.fr,ita42.imag.fr,ita43.imag.fr,node-2,node-3,node-4

Submission hosts ita35.imag.fr,node-2

leonie --x --p -w --appli=mad_ping appli_325.cfg

##### ita3b.imag.fr

##### ita39.imag.fr

##### itad2.imag.fr

##### itad3.imag.fr

##### node-2

##### node-3

##### node-4

Channel: channel

(ita35.imag.fr): My global rank is O

The configuration size is =7

test series completed
Exiting
Exiting
Exiting
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Exiting
Exiting
Exiting
Exiting
Session
process
process
process
process
process
process
process

cleaned

terminated with code
terminated with code
terminated with code
terminated with code
terminated with code

O O O O OO

terminated with code
terminated with code O

$HOME/mpich-mad-tools-grid5000-2005-11-28/clientEndServer.sh ita35.imag.fr
$HOME/mpich-mad-tools-grid5000-2005-11-28/clientEndServer.sh node-2.sophia. -
grid5000.fr

%

3.4.4 MPICH /Madeleine

We will now use one node from the cluster in Sophia and two nodes from the cluster
in Toulouse to execute the application. The configuration is shown on Figure 5.

Cluster in Toulouse Cluster in Sophia

|

\/

Front-end host running leonie

Figure 5: (Another) Inter-clusters Application
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Again, you first need to compile your MPICH /Madeleine application on both
clusters. For now, we will use the application cpi as in Section 3.1. If you need to
compile the application, execute the following commands:

% cd mpich-mad/example/basics
% $MPICH_MAD_ROOT/bin/mpicc -o cpi cpi.c

You can now submit and execute the application on the two clusters. As before,
the parameters of the script myoargridsub.sh are the description of the nodes you
wish to request on the different clusters, the name of the application to start, and a
optional list of arguments to be passed to the application.

% ./mpich-mad-tools-grid5000-2005-11-28/myoargridsub.sh
toulouse:nodes=2,sophia:nodes=1
/home/bordeaux/nfurmento/work/mpich-mad/examples/basic/cpi

Going to execute

</home/bordeaux/nfurmento/work/mpich-mad/examples/basic/cpi>
on toulouse:nodes=2,sophia:nodes=1

Requesting nodes=2 on cluster toulouse oar.toulouse.grid5000.fr

Reservation number 20198

Requesting nodes=1 on cluster sophia oar.sophia.grid5000.fr

Reservation number 21111

Hosts node-3.sophia.grid5000.fr,node-1.toulouse.grid5000.fr,node-2.toulouse. -

grid5000. fr

Submission hosts node-3.sophia.grid5000.fr node-1.toulouse.grid5000.fr

export MPI_NET_FILE=networks_411.cfg ; $HOME/work/mpich-mad-install/bin/mpirun

-machinefile appli_411.cfg
/home/bordeaux/nfurmento/work/mpich-mad/examples/basic/cpi

##### node-3

##### node-1.toulouse.grid5000.fr

##### node-2.toulouse.grid5000.fr

Process 0 of 3 on node-3.sophia.grid5000.fr

pi is approximately 3.1415926544231318, Error is 0.0000000008333387

wall clock time = 1.110340

Process 1 of 3 on cict-003.toulouse.grid5000.fr

Process 2 of 3 on cict-004.toulouse.grid5000.fr

$MPICH_MAD_GRID5000_HOME/clientEndServer.sh node-3.sophia.grid5000.fr

make: ‘client’ is up to date.
$MPICH_MAD_GRID5000_HOME/clientEndServer.sh node-1.toulouse.grid5000.fr
make: ‘client’ is up to date.
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3.5 Use Case: The Ping-Pong Application

This application is performing ping-pong between pairs of processors, by sending
back and forth data of a specific derived datatype and a specific size between a
processor PO and P1. The application is based on the work presented in [1]. The
syntax is as follows:

% ./pingpong.sh [-not | -opt] <output file> <channel config file>
<network config file> [<arguments for ping pong ...>]

The first optional parameter can be dismissed for now and is explained in Section
3.5.1. The output file is the file in which to store the output of the application. The
channel and network configuration files are the usual MPICH/Madeleine configura-
tion files. The last optional parameters are arguments to pass to the application
ping-pong, the following list specifies the format of these arguments.

e The three following arguments must be specified together.

— -min n specifies the minimum message size,

— -max n specifies the maximum message size,

— -stride n specifies the step from the minimum message size to the max-
imum one.

e The three following arguments are exclusive.

— -short specifies a short message should be sent.
— -long specifies a long message should be sent.
— -size n specifies the size of the message to be sent.

e -blocks n specifies the number of blocks to split the message in. This argu-
ment does not have any effect for the struct datatype.

e -tests str specifies the datatypes to be tested. By default, all the three
datatypes, vector, index and struct are tested. The string str should be a
concatenation of any of these three datatypes.
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e -hindex specifies the datatype hindex should be used instead of the datatype
index.

e -hvector specifies the datatype hvector should be used instead of the datatype
vector.

e -setPairs pairs specifies the list of pairs of processors to perform ping-pong
with. pairs is expected to be a list of processor numbers delimited by the
character - such as 1-0-3-2-4-5. Ping-pongs will be performed between pro-
cessors 1 and 0, 3 and 2, and 4 and 5. By default, ping-pongs are performed
between each pairs of processors PO and P1 such as PO != P1.

e -showRanks shows the list of processors the application is using with their
names and ranks.

When using a reservation with four nodes, similar to the one from Section 3.3,
the ping-pong application can be compiled and executed as follows:

% cd mpich-mad/example/madeleine

% make PROG=pingpong MPIDIR=$MPICH_MAD_ROOT

% $MPICH_MAD_ROOT/bin/generateConfigFiles mx

% ./pingpong.sh ping.out appliMpi.cfg networksMpi.cfg

The output generated in the file ping.out will be similar to:

1089 13 517.439287 3 0-1
1000 15 314.886213 3 0-1
1000 17 646.868489 3 0-1
1089 13 4272.309697 3 1-2
1089 13 1125.088477 3 0-2
1000 15 658.126546 3 0-2
1000 17 1924 .335284 3 0-2
1089 13 1421.845440 3 0-3
1000 15 560.744521 3 0-3
1000 17 2360.084277 3 0-3
1089 13 5618.979821 3 2-3
1000 15 589.500022 3 1-2
1000 17 1905.416642 3 1-2
1089 13 1604.428182 3 1-3
1000 15 457 .957672 3 1-3
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1000 17 2301.693570 3 1-3
1000 15 789.845773 3 2-3
1000 17 3383.997515 3 2-3

Each line matches one specific ping-pong between two processors PO and P1, for
a specific size s, a specific derived datatype type, the time of the ping-pong itself
t and the number of blocks b the message is split in. The format of the line is as
follows: s type t b PO-P1.

3.5.1 Optimization Mechanisms

The ping-pong application requires MPICH/Madeleine to be installed in the di-
rectory $HOME/soft/mpich-mad-install. It also offers support to use an opti-
mized version of MPICH/Madeleine as presented in [1]. The use of the first (op-
tional) parameter of the application allows to switch between an optimized and
a non-optimized version of MPICH/Madeleine. When using the option -opt, the
application will use the directory $HOME/soft/mpich-mad-optimized-install as
the MPICH /Madeleine installation directory. With the option -not, the directory
$HOME/soft/mpich-mad-not-optimized-install will be used. This requires that
an optimized and a non-optimized version of MPICH /Madeleine have been compiled
in the appropriate directories.

Note that this selection mechanism for the MPICH/Madeleine installation di-
rectory can easily be tuned to other requirements. Moreover, as stated in [1], the
possibility of enabling or disabling the optimization mechanisms will soon be acces-
sible directly from the MPI application and will not require to have two distinct
installations of the software.

3.6 Troubleshooting

If you encounter problems when running MPI applications over MPICH /Madeleine,
the first step is obviously to run the application through the GNU debugger as
explained at the end of Section 3.1

If this is not sufficient to detect the problems, we recommend then in a first step
to verify PM2 is successfully working on your cluster. To do so, you can follow the
different steps given in Section A. A second step would be to check the Madeleine
device of MPICH/Madeleine. The code for the device is sitting in the directory
mpid/ch_mad. Follow the instructions given in Section 4 if you need to modify or
recompile this code.
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4 Developping MPICH /Madeleine

You first need to set the following environment variables. We suppose that MPICH /Ma-
deleine is installed in the directory $MPICH_MAD_ROOT, and PM2 in the directory
$PM2_ROOT.

% setenv MPICH_MAD_ROOT $HOME/soft/mpich-mad-install
% setenv PM2_ROOT $HOME/soft/pm2

1. Set the environment variable PM2_CONF_DIR. This is the directory where PM2
stores the flavor configuration files.

% setenv PM2_CONF_DIR $MPICH_MAD_ROOT/etc/pm2

2. Set the environment variable PM2_BUILD_DIR. This is the directory where PM2
compiles its libraries.

% setenv PM2_BUILD_DIR $MPICH_MAD_ROOT/pm2

3. Set the environment variable PM2_FLAVOR. This is the default flavor used by
MPICH/Madeleine.

% setenv PM2_FLAVOR mpich-mad

4.1 Modifying PM2

MPICH/Madeleine defines two PM2 flavors : one for leonie called leonie and one
for the MPICH /Madeleine code called mpi-flav. If you need to modify one of these
flavors, you can either:

e use the graphical tool
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% ezflavor

or;

e call the following command from the $PM2_ROOT directory.

% make config

4.2 Modifying MPICH

The code for the device Madeleine is located in the directory mpid/ch_mad.

4.3 Recompiling MPICH/Madeleine

To recompile MPICH /Madeleine, you need to execute the following commands from
its source directory:

e In case you have modified PM2, you need to call:

% make mpiprecompile

e In case you have modified the device Madeleine of MPICH/Madeleine, you
need to call:

% make mpidevlib

e Finally, you need to call:

% make install
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A Testing the Installation of PM2

This section presents a list of commands aiming to test if PM2 is fully working
on your cluster. In case of problems, you can consult the PM2 web site at http:
//runtime.futurs.inria.fr/pm2/.

You first need to generate the flavors for PM2.

% cd $PM2_ROOT
% make clean

% make init

You can now compile and execute a sample Marcel application.

% cd marcel/examples
% export PM2_FLAVOR=marcel
% make clean

% make sumtime

<<< Generating libraries: done
building sumtime.o
linking sumtime

% pm2load sumtime 1000

Sum from 1 to 1000 = 500500

time = 4.829ms

You can now compile and execute a sample Madeleine application.

% cd ../../mad3/examples/
% export PM2_FLAVOR=mad3
% make clean

% make mad_ping

<<< Generating libraries: done

building mad_ping.o
linking mad_ping
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% pm2conf localhost localhost

The current PM2 configuration contains 2 host(s)

0 : localhost

1 : localhost

% pm2load mad_ping

Directory /home/bordeaux/nfurmento/build/leonie/leonie/bin not found

Do you want to try to compile it by executing :
cd /home/bordeaux/nfurmento/work/pm2 ; make FLAVOR=leonie
[Y/n]

linking leonie

3ok ko ok o ko ok o ko K o K ok ook o ok R ok K ok sk ook o ok R Sk ok o ko ko KK Sk ok ok K o kK K K oK

Restarting leonie --appli=mad_ping --flavor=mad3
--net=/home/bordeaux/nfurmento/soft/pm2/leonie/examples/networks.cfg
--d --x --p --1 /home/bordeaux/nfurmento/.pm2/conf/mad3/.pm2conf.cfg

##### cict-034.toulouse.grid5000.fr

##### cict-034.toulouse.grid5000.fr

(cict-034.toulouse.grid5000.fr): My global rank is O

(cict-034.toulouse.grid5000.fr): My global rank is 1

The configuration size is = 2

Channel: pm2

The configuration size is = 2

Channel: pm2

My local channel rank is = 0

Channel: pm2

My local channel rank is =1

ping with =1

pong with = 0

src|dst|size |latency [10~6 B/s|MB/s |
0o 1 4 10.964 0.365 0.348
0o 1 2097152 33431.436 62.730 59.824

Exiting

test series completed

Exiting
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A.1 Debugging the PM2 modules

The PM2 bootstrap code, leonie, is used by pm2load and MPICH/Madeleine to
launch the application on the requested processors. leonie accepts different param-
eters for debug purpose. It is possible to trace or log any of the modules used by
PM2. The general syntax of leonie is:

% leonie [leonie parameters] configuration file [application parameters
to be passed over to the processes]

A simple call of leonie would be:

% leonie --x --p --appli=mad_ping appli.cfg

where the option -x indicates that session processes should not be started within
a new graphical console (i.e. xterm), and the option -p indicates there should be no
pause following the termination of the session processes. Start leonie without these
options to fully understand their behavior. The call 1eonie -help shows the list of
all the available options.

Debug parameters allow to trace specific modules. The general format of a debug
parameter is -debug:<MODULE_NAME>-<TRACE_LEVEL>. For example, the debug
parameter -debug:ntbx_trace will display all the trace messages within the module
ntbx either made by leonie or by the processes started by leonie (depending on
the parameter is specified as a leonie parameter or as a application parameter).

The leonie parameter -1 indicates the output of the debug should be redirected
to a file in the default temporary directory. On a typical Unix system, the name of
the file will be similar to /tmp/pm2log-$USER-x.

When executing a Madeleine application, the flavor (i.e. the configuration)
leonie is used by leonie itself, and the flavor mad3 is used for the application
started by leonie. The following command will print the list of modules for a
specific flavor:

% pm2-config --flavor=mad3 --modules
mad3 marcel tbx ntbx init

The debug parameters can be specified directly for leonie:
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% leonie --x --p --debug:leonie-trace --appli=mad_ping appli.cfg
% leonie --x --p --debug:ntbx-trace --appli=mad_ping appli.cfg

or for the processes started by leonie:

% leonie --x --p --appli=mad_ping appli.cfg --debug:mad3-log
% leonie --x --p --appli=mad_ping appli.cfg --debug:mad3-trace

% leonie -1 --p --appli=mad_ping appli.cfg --debug:mad3-trace
% leonie -1 --p --appli=mad_ping appli.cfg --debug:mad3-log

or for both leonie and the processes started by leonie:

% leonie -1 --p --debug:leonie-trace --appli=mad_ping appli.cfg --debug:mad3-trace
% leonie -1 --p --debug:ntbx-trace --appli=mad_ping appli.cfg --debug:ntbx-trace

A.2 Debugging PM2 processes

When starting leonie, you can specify processes should be started under the debug-
ger by using the option -d as in the following example:

% leonie -d --appli=mad_ping appli.cfg

This command will start the processes under the GNU debugger, each within a
new graphical console. If you do not have the option of starting graphical tools, you
should try the following command:

% leonie -d --x --appli=mad_ping appli.cfg

If your system allows users to create core files, this command will dump the
execution of the faulty processes into a core file. You can then use the GNU debugger
to examine the execution in more detail.
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% pm2which mad_ping

/home/bordeaux/nfurmento/build/mad3/examples/bin/mad_ping

% gdb /home/bordeaux/nfurmento/build/mad3/examples/bin/mad_ping ~/core.2994
GNU gdb Red Hat Linux (6.3.0.0-1.84rh)

Copyright 2004 Free Software Foundation, Inc.

GDB is free software, covered by the GNU General Public License, and you are
welcome to change it and/or distribute copies of it under certain conditiomns.-

Type "show copying" to see the conditioms.
There is absolutely no warranty for GDB. Type "show warranty" for details.-

This GDB was configured as "x86_64-redhat-linux-gnu"...
Using host libthread_db library "/1ib64/libthread_db.so.1".

Core was generated by ‘/home/bordeaux/nfurmento/build/mad3/examples/bin/mad_ping
--mad_leonie node-22.7.
Program terminated with signal 11, Segmentation fault.

#0 0x0000000000404084 in pseudo_main (_madeleine=0x5bfef0) at mad_ping.c:820

820 session = madeleine->session;

(gdb) bt

#0 0x0000000000404084 in pseudo_main (_madeleine=0x5bfef0) at mad_ping.c:820

#1 0x000000000044fe65 in marcel_sched_internal_create (cur=0x0, new_task=0x0,
attr=0x0, dont_schedule=0, base_stack=0)
at /home/bordeaux/nfurmento/work/pm2/marcel/include/scheduler-marcel/marcel_sched.-

h:436

#2 0x0000000000000000 in ?7 ()

(gdb)

A.3 Debugging Leonie

You might need to start leonie itself under the debugger. To do so, you need to set
the environment variable LEO_DEBUG to any value before starting leonie.

% export LEO_DEBUG=1
% leonie --x --p --appli=mad_ping appli.cfg
GNU gdb 6.3-debian

INRIA
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(gdb)

The debugger then waits for some user input, you can for example set breakpoints
or start the application. The file $HOME/.leo_gdb_init can be used to define a list
of GDB commands to execute when starting the debugger. You can for example
automatically start the execution of the application.

% echo "r" > ~/.leo_gdb_init
% leonie --x --p --appli=mad_ping appli.cfg
GNU gdb 6.3-debian

##### joe

##### joe

(joe): My global rank is 1
(joe): My global rank is 0
test series completed

Program exited normally.
(gdb)

RT n° 0316
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