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Necessary conditions for the stability of singularly perturbed linear

systems with switching slow-fast behaviors

Yacine Chitour∗ Jamal Daafouz† Ihab Haidar‡ Paolo Mason§ Mario Sigalotti¶

Abstract

We consider linear singularly perturbed dynamics in which the set of fast variables is a switching
parameter. We introduce auxiliary switching systems (in a single time-scale) whose instability implies
the instability of the original dynamics. This translates into necessary conditions for the stability of the
considered dynamics.

Keywords: Switching systems, Singular perturbation, Exponential stability.

1 Introduction

Consider the linear switching system evolving in RN

Dε(t)Ẋ = ΛX, (1)

where Λ is a N × N real matrix and t 7→ Dε(t) is a piecewise-constant function (the switching signal)
taking values in the set of N ×N diagonal matrices with diagonal entries in {1, ε}, ε being a small positive
parameter. We deal in this note with the problem of understanding the asymptotic behavior of this type of
systems as t goes to +∞ in the regime where ε is arbitrarily small.

In the case where Dε is constant, the singular perturbation theory [5] proposes a method allowing to
study the stability of the two-time-scales dynamics (1) by separating slow and fast variables. In this case,
the stability of the overall system can be deduced from the stability properties of each single-scale dynamics.
However, this method fails when instead of a constant matrix Λ a switching one is considered. Several
stability criteria have been developed in the literature to deal with this case (see, e.g., [3, 4, 7, 10]). For
example, upper and lower bounds on the limit as ε goes to 0 of the maximal Lyapunov exponent of singularly
perturbed linear switching systems have been established in [3]. In [10], stability is proven to hold under
a dwell time condition, and notably, this condition does not explicitly rely on the time-scale parameter.
A recent contribution concerning stabilization of switched affine singularly perturbed dynamics with state-
dependent switching laws is also developed in [12]. However, all these contributions do not consider changes
in the nature of state variables, i.e., when Dε is switching as in (1). Analyzing the stability of systems with
two time-scales and changes in the nature of state variables is very challenging. The system described by
equation (1) is explored in [9] in a more general setting, that is, incorporating the possibility of switching
in Λ, and admitting non-synchronizing jumps in the state. This investigation was motivated by a practical
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application associated with the last phase of the rolling process known as the tail end phase. During this
phase, the strip leaves the stands sequentially. Notably, the alterations in the nature of state variables are
linked to the transition of a fast variable into a slow variable, occurring each time the strip leaves a stand [8].

While a Lyapunov-based stability theory for nested systems on multiple time scales was recently proposed
in [11], it focuses on a different setting. The authors consider nested interconnections of nonlinear dynamical
systems ordered by convergence rates (slowest to fastest). Each system is influenced only by the slower
dynamics and the successive fastest one and switching behaviors are not addressed. To the best of our
knowledge, the problem of switching slow/fast behaviors was first considered in [9], and as of now, there
have been no further developments in this context.

In contrast to [9], where an upper bound on the minimum dwell time ensuring stability is examined,
here we focus on system (1) with the aim of providing necessary conditions for its stability. To conduct
our study, we first show that using a mode-dependent variable reordering one can rewrite system (1) in
a form in which the variables preserve their slow or fast nature over time. The cost of preserving this
conventional form of singularly perturbed systems is that the obtained system includes state jumps and
that the dimensions of the slow and fast variables are time-dependent. Sufficient Lyapunov-based conditions
for stability of singularly perturbed hybrid dynamics are developed in the literature (see, e.g., [1, 13]).
However, the class of switching systems with state jumps that we obtain does not fall within the existing
classes of hybrid singularly perturbed dynamics. This is due to the particularity of the derived system with
time-dependent dimensions for the slow and fast variables. Here, starting from this new representation, we
introduce two auxiliary single-scale dynamics, a linear switching system with state jumps, denoted by Σ̄, and
a discrete-time switching one, denoted by Σ̌. System Σ̄ is obtained using the usual Tikhonov decomposition
and represents the case where the switching frequency is slower than the time-scale 1/ε, while system Σ̌
represents the case where the switching frequency is slower than the time-scale 1/ε but sufficiently large in
such a way that the slow manifolds are left almost instantaneously. The modes of Σ̌ actually correspond to
the jump dynamics of Σ̄. We show that, if for some dwell time τ0 > 0 the auxiliary system Σ̄ is exponentially
unstable then there exist ε0 > 0 such that for every ε ∈ (0, ε0) and every τ ∈ [0, τ0] the initial dynamics (1)
is exponentially unstable as well. Knowing that Σ̌ represents the jump part of Σ̄, a similar result is given
based on Σ̌.

2 Notations

By R we denote the set of real numbers and by R+ the set of non-negative real numbers. We use N for the
set of nonnegative integers and we write N∗ = N \ {0}. We use Mn,m(R) to denote the set of n ×m real
matrices and simply Mn(R) if n = m. The n× n identity matrix is denoted by In. The spectral radius of a
square matrix M (i.e., the maximal modulus of its eigenvalues) is denoted by ρ(M). For Q ∈Mn,m(R) and
` ≤ n, we denote by (Q)` the `×m matrix obtained by truncating Q and keeping only its first ` lines.

Given a set Z, we denote by SZ the set of (right-continuous) piecewise-constant functions from R+ to Z.
Given τ ≥ 0, we denote by SτZ the set of (right-continuous) piecewise-constant signals from R+ to Z with
dwell time τ ≥ 0. Note that SτZ ⊂ S0

Z = SZ for every τ ≥ 0. We use (ti)i∈N, with t0 = 0 and ti → +∞, to
denote the increasing sequence of switching times of an element of SZ .

For every positive integer N , we use J1, NK to denote the set of integers between 1 and N and P(J1, NK)
for the set of subsets of J1, NK. For every J ∈ P(J1, NK) we use Jc to denote the set J1, NK \ J . We denote
by #J the cardinal of J . For every J ∈ P(J1, NK) and ε ≥ 0, we use DεJ to denote the N × N diagonal
matrix with diagonal coefficients equal to ε for indices in J and equal to 1 otherwise. Note that, for ε > 0,
ε(DεJ)−1 = DεJc .
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3 Problem statement and main results

3.1 Systems under consideration and stability notions

Fix a positive integer N , a matrix Λ ∈ MN (R), and a subset J of P(J1, NK) \ J1, NK. For every τ ≥ 0, we

define the family of switching systems ΣτJ given by
(

Σε,τJ

)
ε>0

where, for every ε > 0, Σε,τJ is defined as

Σε,τJ : DεJẊ = ΛX, J ∈ SτJ . (2)

We simply denote by ΣεJ and ΣJ the system Σε,0J and the family of systems Σ0
J . The switching signal

J ∈ SτJ identifies at each time the slow and fast variables of the system. Note that we do not exclude the
possibility that all variables are slow, which may happen if ∅ ∈ J , but we do exclude the case with only fast
variables.

We write ΦεJ(t, 0) to denote the flow from time 0 to time t of Σε,τJ associated with a signal J ∈ SτJ .
Given ε, τ > 0, the usual stability notions, recalled in the following definition, apply to the linear switching

system Σε,τJ .

Definition 1. Let n ∈ N∗ and Z be a bounded subset of Mn(R). Consider the linear switching system

ΣτZ : ẋ = Zx, Z ∈ SτZ , (3)

and denote by ΦZ(t, 0) the flow from time 0 to time t of ΣτZ associated with the switching signal Z. System
ΣτZ is said to be

1. exponentially stable (ES, for short) if there exist c > 0 and δ > 0 such that we have

‖ΦZ(t, 0)‖ ≤ ce−δt, ∀ t ≥ 0,∀Z ∈ SτZ ; (4)

2. exponentially unstable (EU, for short) if there exist c > 0, δ > 0, and x0 ∈ Rn\{0} such that

|ΦZ(t, 0)x0| ≥ ceδt|x0|, ∀ t ≥ 0.

The maximal Lyapunov exponent of ΣτZ is defined as

λ(ΣτZ) = lim sup
t→+∞

1

t
sup
Z∈SτZ

log(‖ΦZ(t, 0)‖).

Remark 2. For every t > 0 and every Z ∈ SτZ , by Gelfand’s formula,

ρ(ΦZ(t, 0)) = lim
k→+∞

‖ΦZ(t, 0)k‖ 1
k = lim

k→+∞
‖ΦZ̃(kt, 0)‖ 1

k

where Z̃ denotes the t-periodic signal obtained by periodization of Z|[0,t]. Notice that Z̃ ∈ SτZ if t is a
switching time of Z. As a consequence, if t is a switching time of Z, then

ρ(ΦZ(t, 0)) ≤ etλ(ΣτZ). (5)

In particular, if ρ(ΦZ(t, 0)) > 1 (with t a switching time of Z) then ΣτZ is EU. The converse implication is
actually true, since it is well known (see, e.g., [14]) that an equivalent definition of the maximal Lyapunov
exponent is

λ(ΣτZ) = lim sup
t→+∞

1

t
sup
Z∈SτZ

log ρ(ΦZ(t, 0)), (6)

where the sup is made among all switching signals Z for which t is a switching time for Z.

Remark 3. It follows from Definition 1 and by (6) that system ΣτZ is EU if and only if λ(ΣτZ) > 0.

Remark 4. Notice that if Σε,τJ is EU for some τ ≥ 0 and some ε > 0, then the same is true for Σε,ρJ for
every ρ ∈ [0, τ ]. This simply follows from the inclusion SτJ ⊂ S

ρ
J .
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3.2 Equivalent representation and statement of the main result

For each J ∈ J \ ∅, we fix a permutation matrix PJ ∈MN (R) such that

PJD0
JP
−1
J =

(
IN−#J 0

0 0

)
.

If ∅ ∈ J we set P∅ = IN . Given J ∈ J we introduce the matrices AJ , BJ , CJ , and DJ through the relation(
AJ BJ
CJ DJ

)
= PJΛP−1

J . (7)

Notice that A∅ = Λ and that B∅, C∅, and D∅ are empty matrices. In order to represent system (2) in the
usual form of singularly perturbed systems where slow and fast variables do not change roles over time, we
define the time-dependent change of variables(

x(t)
y(t)

)
= PJ(t)X(t), J ∈ SJ , t ≥ 0. (8)

Note that the dimensions of x(t) and y(t) are time-varying (piecewise-constant) functions. We denote by
`(t) the dimension of x(t), for t ≥ 0.

Using (7) and (8), we can equivalently represent system Σε,τJ as the linear switching system with jumps
(
ẋ(t)
εẏ(t)

)
=

(
AJi BJi
CJi DJi

)(
x(t)
y(t)

)
, i ∈ N,(

x(ti)
y(ti)

)
= PJiP

−1
Ji−1

lim
t↗ti

(
x(t)
y(t)

)
, i ∈ N?,

(9)

where Ji is the constant value of J ∈ SτJ on the interval [ti, ti+1), for i ≥ 0.
For the rest of the paper we make the following working assumption.

Assumption 5. For each J ∈ J \ ∅, the matrix DJ is Hurwitz.

For J ∈ J , let

MJ =

{
Λ if J = ∅,

AJ −BJD−1
J CJ if J 6= ∅, (10)

where AJ , BJ , CJ , and DJ are given by (7).
For every τ ≥ 0, we introduce the linear switching system with state jumps

Σ̄τ :

{
˙̄x(t) = MJi x̄(t), t ∈ [ti, ti+1), i ∈ N,

x̄(ti) = R(i) limt↗ti x̄(t), i ∈ N?,

where Ji is the constant value of J ∈ SτJ on the interval [ti, ti+1) and

R(i) =


(PJi)`i Ji−1 = ∅,(

PJiP
−1
Ji−1

(
I`i−1

−D−1
Ji−1

CJi−1

))
`i

Ji−1 6= ∅, (11)

with `i = N − #Ji the size of the square matrix AJi . We also write Σ̄ for Σ̄0. The stability notions
introduced in Definition 1 directly extend to systems such as Σ̄τ , in which the state undergoes jumps and
has time-dependent dimension.

We also introduce the discrete-time switching system

Σ̌ : x̌(i) = R(i)x̌(i− 1), i ∈ N?,

where R(i) is given by (11). Note that the dimension of x̌(i) in Σ̌ is not constant and is equal to `i for
i ∈ N. We say that Σ̌ is exponentially unstable (EU) if it admits a trajectory whose norm tends to infinity
exponentially.
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Remark 6. System Σ̌ is exponentially unstable if and only if the following holds true: there exist J ∈ SJ
and K ∈ N? such that JK = J0 and the product R(K) · · ·R(1) (which is a square matrix of size `0) has
spectral radius larger than one.

Since Σ̌ corresponds to the jump part of Σ̄, one deduces the following result, whose proof is given in
Section 4.4.

Lemma 7. If Σ̌ is EU then Σ̄ is EU. In turns, if Σ̄ is EU, then there exists τ > 0 such that Σ̄τ is EU.

We now state our main result.

Theorem 8. Suppose that Assumption 5 holds. Let τ ≥ 0. If Σ̄τ is EU, then there exists ε0 > 0 such that,
for every ε ∈ (0, ε0), Σε,τJ is EU.

The proof of Theorem 8 is given in Section 4.

Remark 9. By Remark 4, we could equivalently restate the conclusion of Theorem 8 as follows: There exists
ε0 > 0 such that, for every ε ∈ (0, ε0) and every θ ∈ [0, τ ], Σε,θJ is EU.

A direct corollary of Lemma 7, Theorem 8, and Remark 9 is the following.

Corollary 10. Suppose that Assumption 5 holds. If Σ̌ is EU then there exist τ0 > 0 and ε0 > 0 such that,
for every ε ∈ (0, ε0) and every τ ∈ [0, τ0], Σε,τJ is EU.

4 Proof of the necessary stability conditions

For simplicity of notations, we will prove the main results assuming that ∅ /∈ J . The case J = ∅ can
be studied either by direct adaptation of the results presented below or by considering an additional fast
variable XN+1 in (2) satisfying, e.g., εẊN+1 = −XN+1. The condition ∅ /∈ J is then satisfied for the
extended system, and its instability is equivalent to the instability of the original system.

Following a classical approach (see e.g. [6]), we introduce on each interval [ti, ti+1) the variable

z(t) = y(t) +D−1
Ji
CJix(t) + εQεJix(t), (12)

where QεJi is chosen in such a way that

(q1) System (2) can be equivalently represented in triangular form on each interval [ti, ti+1), for i ∈ N, as
ẋ(t) =

(
MJi − εBJiQεJi

)
x(t) +BJiz(t),

εż(t) =
(
DJi + εQ̃εJiBJi

)
z(t),(

x(ti)
z(ti)

)
= T εJi(T

ε
Ji−1

)−1 lim
t↗ti

(
x(t)
z(t)

)
,

(13)

where Q̃εJi = D−1
Ji
CJi + εQεJi and

T εJ =

(
IN−#J 0

D−1
J CJ + εQεJ I#J

)
PJ , J ∈ J ; (14)

(q2) ‖QεJ‖ is upper bounded uniformly with respect to J ∈ J and ε small enough.

We simply denote by TJ the matrix T 0
J .
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4.1 Preliminary results and useful lemmas

For every J ∈ J and ε > 0, we introduce the matrix

ΓεJ =

(
MJ − εBJQεJ BJ

0 1
εDJ + Q̃εJBJ

)
, (15)

where MJ is given by (10) and QεJ , Q̃
ε
J are as in (12)-(13).

In the following lemma we clarify the relation between the flows of system (2) and system (13).

Lemma 11. Given J ∈ SJ , we have

ΦεJ(tn, 0) =

n−1∏
i=0

(T εJi)
−1e(ti+1−ti)ΓεJiT εJi , ∀n ≥ 1.

Proof. The proof follows directly from (2) and (13) together with relation (8).

A useful result is given by the following lemma.

Lemma 12. Suppose that Assumption 5 holds. For each t > 0, there exists K > 0 such that for J ∈ J and
ε > 0 small enough, ∥∥∥∥etΓεJ − (etMJ 0

0 e
t
εDJ

)∥∥∥∥ ≤ Kε. (16)

Proof. Consider t > 0, J ∈ J and (x0, z0) ∈ R`×RN−` be fixed. Consider the trajectory t 7→ (x(t), z(t))T =
etΓ

ε
J (x0, z0)T . By Lemma 20 (in appendix), we have that

|z(t)| ≤ Ke−αε t|z0| and |z(t)− e tεDJ z0| ≤ Kε (17)

for some K,α > 0 independent of t, J and ε small enough. By a slight abuse of notation, in what follows we
still use K to denote possibly larger constants independent of J and ε. Using estimate (17) in the dynamics
of x, we deduce by a simple application of Gronwall’s lemma that

|x(t)| ≤ K|(x0, z0)|. (18)

By applying the variation of constant formula, we have

x(t) = eMJ tx0 − ε
∫ t

0

eMJ (t−s)BJQ
ε
Jx(s)ds+

∫ t

0

eMJ (t−s)BJz(s)ds.

Notice that, by (18), ∣∣∣∣ε∫ t

0

eMJ (t−s)BJQ
ε
Jx(s)ds

∣∣∣∣ ≤ Kεt|(x0, z0)|

and, thanks to (17), ∣∣∣∣∫ t

0

eMJ (t−s)BJz(s)ds

∣∣∣∣ ≤ Kε|z0|. (19)

Hence, inequality (16) holds.

The following lemma is useful for the proof of the main result and will be used in Section 4.2.

Lemma 13. Let J ∈ J and t > 0 be fixed. There exists K > 0 such that, for every ε > 0 small enough,

‖(T εJ )−1etΓ
ε
JT εJ − T−1

J etΓ
ε
JTJ‖ ≤ Kε,

where T εJ is given by (14) and TJ = T 0
J .

Proof. If follows from (q2) that ‖T εJ −TJ‖ ≤ Kε and ‖(T εJ )−1−T−1
J ‖ ≤ Kε, for some K > 0 independent of

ε small enough. The proof is then a direct consequence of these inequalities and of the uniform boundedness
of etΓ

ε
J for ε small enough.
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4.2 Auxiliary weighted discrete-time switching systems

For τ ≥ 0, we introduce the following subset of MN (R)× R+

Nτ =

{(
T−1
J

(
etMJ 0

0 0

)
TJ , t

)
| J ∈ J , t ≥ τ

}
.

Notice that Nτ ⊂ N0 for every τ ≥ 0.
We recall the following definition of stability for weighted discrete-time switching systems (see [2]).

Definition 14. Let n ∈ N∗ and A be a subset of Mn(R)×R+. We associate with A the weighted discrete-
time switching system

ΞA : x(k) = A(k)x(k − 1), (A(k), τ(k)) ∈ A, k ≥ 1,

in which the transfer from x(k − 1) to x(k) takes time τ(k). We say that system ΞA is

1. exponentially stable (ES, for short) if there exist c > 0 and δ > 0 such that

‖A(k) · · ·A(1)‖ ≤ ce−δ(τ(k)+···+τ(1)),

for all k ≥ 1 and (A(1), τ(1)), . . . , (A(k), τ(k)) ∈ A;

2. exponentially unstable (EU, for short) if there exist c > 0, δ > 0, x0 ∈ Rn\{0} and a sequence
{(A(k), τ(k))}k∈N ∈ AN such that

∑
k≥1 τ(k) = +∞ and

|A(k) · · ·A(1)x0| ≥ ceδ(τ(k)+···+τ(1))|x0|

for all k ≥ 1.

4.3 Stability comparison with the auxiliary system Σ̄τ

Lemma 15. For every (N, t) ∈ N0 there exist J ∈ J and K > 0 such that

‖(T εJ )−1etΓ
ε
JT εJ −N‖ ≤ Kε

for every ε > 0 small enough.

Proof. If (N, t) ∈ N0 then N = T−1
J ( e

tMJ 0
0 0

)TJ for some J ∈ J . The conclusion follows from Lemmas 12
and 13.

We have the following proposition.

Proposition 16. Suppose that Assumption 5 holds and that ΞNτ is EU for some τ ≥ 0. Then the same is
true for Σε,τJ for ε small enough.

Proof. Let τ ≥ 0 and suppose that the system ΞNτ is EU. Following [2], it follows that there exist n ≥ 1

and (N0, τ0), . . . , (Nn−1, τn−1) ∈ Nτ such that the spectral radius of
∏n−1
i=0 Ni is greater than one. Let Ji be

the element of J associated with Ni for i = 0, . . . , n− 1. Notice that, by definition, τ0, . . . , τn−1 ≥ τ .
Now, let t0, . . . , tn be defined by t0 = 0 and ti+1 − ti = τi for i = 0, . . . , n − 1. Let J ∈ SτJ be the

tn-periodic piecewise-constant switching signal defined by J(t) = Ji for each t ∈ [ti, ti+1), i = 0, . . . , n− 1.
It follows from Lemma 15 that for every δ > 0 and every ε > 0 small enough we have∥∥∥∥∥

n−1∏
i=0

(T εJi)
−1e(ti+1−ti)ΓεJiT

ε
Ji −

n−1∏
i=0

Ni

∥∥∥∥∥ ≤ δ.
From Lemma 11 together with the continuity of the spectral radius, it follows that for ε small enough we have
ρ (ΦεJ(tn, 0)) > 1. By consequence, according to Remarks 2 and 3, system Σε,τJ is EU for ε small enough.
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Proof of Theorem 8. Assume that Σ̄τ is EU. Then there exists a trajectory x̄(·) of Σ̄τ such that ‖x̄(t)‖ goes
exponentially to infinity as t tends to +∞. Denote by J ∈ SτJ the signal associated with x̄(·). Denoting by
ti the switching times of J , set

X(0) = T−1
J0

(
x̄(0)

0

)
and

X(i) = P−1
Ji−1

lim
t↗ti

(
x̄(t)

−D−1
Ji−1

CJi−1 x̄(t)

)
for i ∈ N∗. Then X(·) is a solution of ΞNτ corresponding to the discrete-time signal ((N(i), ti − ti−1))i∈N∗

with

N(i) = T−1
Ji−1

(
e(ti−ti−1)MJi−1 0

0 0

)
TJi−1 .

Moreover, there exists c > 0 independent of i such that

‖X(i)‖ ≥ c‖x̄(ti)‖

for every i ∈ N. Hence ΞNτ is EU. The conclusion of the theorem follows from Proposition 16.

4.4 Comparison between Σ̌ and Σ̄

Proof of Lemma 7. Assume that Σ̌ is EU. According to Remark 6, fix J ∈ SJ and K ∈ N? such that JK = J0

and R(K) · · ·R(1) (which is a square matrix of size `0) has spectral radius larger than one. Let us modify
if necessary the signal J in order to impose, on the one hand, all the switching times to be ti = iτ for some
τ > 0 to be chosen and, on the other hand, i 7→ Ji to be K-periodic. Hence, as τ tends to zero, the flow Ψτ

of Σ̄ from time 0 to time tK = Kτ converges to R(K) · · ·R(1). By the continuity of the spectral radius, for
τ small we have ρ(Ψτ ) > 1, yielding that Σ̄τ is EU.

Assume now that Σ̄ is EU. In accordance with Remark 2, there exist a signal J ∈ SJ and a switching
time t for J such that the flow up to time t for Σ̄ has spectral radius larger than one. The same is true if
we replace J by the signal J̃ obtained by t-periodization of J |[0,t). Notice now that there exists τ > 0 such

that J̃ is in SτJ . Hence Σ̄τ is also EU.

5 The complementary case

Here we consider the complementary case, namely, we assume that J = {J, Jc} for some nontrivial subset
J ( J1, NK. With no loss of generality we can assume that J = J1, `K with 1 ≤ ` < N . We have the following
result.

Proposition 17. Consider the family of switching systems ΣJ given by (2) in the complementary case, i.e.,
when the dynamics switches among the two modes{

ẋ = Ax+By,

εẏ = Cx+Dy,

{
εẋ = Ax+By,

ẏ = Cx+Dy,
(20)

where x ∈ R` and y ∈ RN−` with ` ∈ J1, N − 1K and the matrices A,B,C,D have appropriate sizes. Assume
that either A or D admits an eigenvalue of positive real part or, in the case where A and D are both Hurwitz,
that the spectral radius of D−1CA−1B is larger than one. Then there exist τ0 > 0 and ε0 > 0 such that, for
every ε ∈ (0, ε0) and every τ ∈ [0, τ0], Σε,τJ is EU.

Proof. Thanks to Corollary 10, we know that a sufficient condition for the instability of ΣJ is that Σ̌ is EU.
The permutation matrices in this case can be taken as P = ( I` 0

0 IN−`
) and P = ( 0 IN−`

I` 0 ). One can easily

check that the discrete-time switching system Σ̌ is given by x̌(i+1) = R(i)x̌(i), with R(i) ∈ {A−1B,D−1C},
for i ∈ N. A sufficient condition for the instability of Σ̌ is that the spectral radius of D−1CA−1B is larger
than one.
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Remark 18. Note that in general the condition that the spectral radius of D−1CA−1B is smaller than one
is not a sufficient condition for ΣJ to be exponentially stable. Here follows an example in the case N = 4
and ` = 2 where ΣJ is actually exponentially unstable even though the spectral radius of D−1CA−1B is
smaller than one.

Example 19. Consider system (20) with A =
(−1 a

0 −a
)
, B = C = I2, D =

(−1 0
−a −a

)
, where a is a constant

real number. In this case we have D−1CA−1B =
(

1 1

−1 1−a2

a2

)
.

• If we take a = 0.5, we have ρ(D−1CA−1B) = 2 > 1. By consequence, from Proposition 17, there exist
τ0, ε0 > 0 such that Σε,τJ is EU for every τ ∈ [0, τ0] and ε ∈ (0, ε0).

• If we take a = 1.4, in this case we have ρ(D−1CA−1B) ∼ 0.7 < 1. However, system Σ̄ associated
with (20) is EU. This can be clearly seen from Figure 1 obtained with the periodic piecewise-constant
switching signal t 7→ J(t) given by

J(t) =

{
{3, 4} if t ∈ [0, 1)
{1, 2} if t ∈ [1, 2).

(21)

By consequence, from Lemma 7 and Theorem 8, it follows that Σε,τJ is EU as well for ε and τ small enough.
In Figure 1 we plot the trajectories of (20) with the same periodic piecewise-constant switching signal given
by (21) and ε = 0.01.
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Figure 1: (Left) Trajectory of system Σ̄ from Section 5 with a = 1.4, starting from (1, 0). (Right) Trajectory
of system ΣεJ for the same example, with a = 1.4, ε = 0.01, starting from (1, 0, 1, 0).

6 Conclusion

In this paper, we consider a family of linear singularly perturbed dynamics (Σε)ε>0 in which the set of
fast variables is a switching parameter. Using a Tikhonov approach, we introduce two auxiliary single-
scale dynamics, a linear switching system with state jumps Σ̄ and a discrete-time switching system Σ̌.
These auxiliary systems provide necessary conditions for the exponential stability of the initial singularly
perturbed dynamics. More precisely, if Σ̄ is exponentially unstable for some dwell time τ ≥ 0 then Σε
is exponentially unstable for the same dwell time and for every ε � 1. Similarly, if Σ̌ is exponentially
unstable then Σε is exponentially unstable for every dwell time τ � 1 and every ε� 1. More importantly,
system Σ̌ offers an explicit criterion for assessing the instability of (Σε)ε>0. Future works will aim to
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introduce additional auxiliary systems and establish necessary and sufficient conditions for the stability of
linear singularly perturbed dynamics with switching slow-fast behaviors.

7 Appendix

7.1 A useful Gronwall’s type result

Lemma 20. Let A ∈Mn(R) be Hurwitz and B ∈ L∞([t0,∞),Mn(R)). Then there exist c, α > 0 and k > 0
depending on A and ‖B‖∞ such that for every ε > 0 the solution of

ż(t) =

(
A

ε
+B(t)

)
z(t), ∀ t ≥ t0, (22)

satisfies the inequalities |z(t)| ≤ ke−αε (t−t0)|z(t0)| and |z(t)− eAε (t−t0)z(t0)| ≤ kε|z(t0)|.

Proof. By applying the variation of constants formula to (22), we obtain

z(t) = e
A
ε (t−t0)z(t0) +

∫ t

t0

e
A
ε (t−s)B(s)z(s)ds. (23)

Thanks to the fact that A is Hurwitz, there exist c, α > 0 such that and every 0 ≤ t0 < t, we have

‖eAε (t−t0)‖ ≤ ce− 2α
ε (t−t0). (24)

From (24) together with (23) we get the following inequality

|z(t)| ≤ ce− 2α
ε (t−t0)|z(t0)|+ c‖B‖∞

∫ t

t0

e−
2α
ε (t−s)|z(s)|ds, (25)

from which, by using the Gronwall’s inequality we get for sufficiently small ε

|z(t)| ≤ ke−αε (t−t0)|z(t0)|. (26)

The second inequality in the statement hence follows by bounding the integral term in (23) using (24) and
(26).
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