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Abstract—High-performance on-board payload data processing has become more interesting with the development of radiation-
hardened multiprocessor System-on-chip (MPSoC). As recent space-qualified MPSoCs include Arm Central Processing Units (CPUs)
and Field Programmable Gate Arrays (FPGAs), an efficient design method is required to deal with complex heterogeneous embedded
systems. Both data bit-width (data accuracy) and processing performance are important in astronomy, thus the design methodology
should concern application-specific Multi-Objective Optimization Problems (MOOPs). This paper proposes to combine the roofline
performance model with Design Space Exploration (DSE) of hardware/software designs as a methodology. We use High-Level
Synthesis (HLS) for FPGA design to configure different hardware architectures based on C/C++ and pragmas. We develop a
benchmark for payload data processing on Arm CPUs and embedded FPGA on a heterogeneous MPSoC by adapting open-source
libraries for one of the most commonly used algorithms to provide validated libraries to payload teams. The benchmark takes as
constraints the SVOM ECLAIRs payload requirements, and as input data the CCSDS test images, executes applications, and verifies
output data. We chose an AMD-Xilinx Zynq UltraScale+ evaluation board and the two-Dimensional Fast Fourier Transform (2-D
FFT) as a DSE use case. We designed the benchmark on an Arm Cortex-A53 in bare-metal and an embedded FPGA based on Vitis
HLS. The results show a customized roofline model with the hardware/software design. The implemented design has 1.6-55 times
faster performance compared to the payload execution time requirement. Based on the proposed roofline model and the DSE results,
future payload teams can study the trade-off between execution time and area efficiency to select the most suitable implementation.

TABLE OF CONTENTS

1. INTRODUCTION .ttt tteteeeeensensensensensencensescsscescssessensensenssensonssscsscsscsscssensensensensanssncsscnne 1
2. DSE METHODOLOGY CONSIDERING THE ROOFLINE MODEL ..cuueuteeeeeacacasesencacasesescacosesescnsnsssanane 3
3. BENCHMARK FOR HW/SW DESIGN .utiutiutieteoteeteoceocsscssossosssssssssssssssscsssssssssssssssssssssssassns 5
4. THEORETICAL ROOFLINE MODEL FOR HW/SW DESIGNS ..ttiuteeteeteotsotssssscescescssssssssosssssssssssssses 6
5. USE-CASE: 2-D FFT HW/SW DESIGN WITH THE COMMON ROOFLINE MODEL . ..c.veueeeeeacensenceaceacancosons 8
0. CONCLUSION 4t1ttutetaseosacecesessssncesossssssssessssassssssssssssssesssssssssssssasassssssssssssossssasssnsssss 11
ACKNOWLEDGMENTS &1 ttutntnteeeacateceseaeacasesesencassseseacasssesesessssssesescsssseseasasssssesencssssescncnns 11
REFERENCES .1 ttietateteeeeeaeaceseseaencasoseseacasssesescasssssesescssasssescasssssessssssssssencssssesescnsasnses 11
BIOGRAPHY 1tiutiutintenteateacesssssessessssssssssossossoscescsssssssssssosssssosssssossessssssssssssssssssssssnsse 14

1. INTRODUCTION

High-performance space-grade data processing platforms have been developed with the rapid growth of System-on-Chip (SoC)
technology. Several space agencies and companies have developed new SoCs and On-Board Computers (OBCs) to prepare
for future missions. Following this trend, space mission payload teams can consider complex on-board data processing. As
a first step, we analyzed on-board data processing platforms, which can be used for spacecraft and payload data processing.
Note that, in this context, we define the data processing platform as the hardware device where applications or kernels can be
executed, and not as a satellite platform that offers the complete infrastructure for the mission and the support for instruments
in space engineering. Table 1 shows the analyzed data processing platforms, which are radiation-hardened or have at least
defense-grade product models. Furthermore, we do not focus on CubeSat missions because these missions often use simpler
platforms based only on micro-controllers, such as Arm cortex-M or TI MSP430 [1]. Many launched missions have used LEON
processors and an RTAX Field-Programmable Gate Array (FPGA) [2]. However, the Arm Cortex series is a newly emerging
CPU option. Moreover, recent platforms are characterized as MultiProcessor System-on-Chip (MPSoC), e.g., AMD-Xilinx
Versal and NanoXplore NG-Ultra, which integrate an FPGA with CPU-based processors. These recent MPSoC platforms have
an advantage in hardware/software (HW/SW) design, whereas they integrate heterogeneous processors, widely used in space
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Table 1. On-board processing platforms for space missions

( All\gliIZlL)l:tliccu(l)r::irer) Platform Space-qualified* Description
Versal v Adaptive MPSoC: dual-core Arm Cortex-A72, dual-core Arm Cortex-R5F,
embedded FPGA, Network-on-Chip (NoC)
MPSoC: quad-core Arm Cortex-A53, dual-core Arm Cortex-R5F,
Zynq UltraScale+ N/A embedded FPGA, GPU
AMD-Xilinx El;sdeéer(lise-lgrade ;():roiuct :gs potsn(tli;ll (f()}jrppéczon based missions.
oC: dual-core Cortex-A9, embedde
Zynq 7000 N/A The defense-grade product, flight heritage for Cubesat missions
Kintex UltraScale v’ FPGA
Virtex-5, Virtex 4 v’ FPGA
RADS5545 in process** SoC: quad-core RAD5500 cores
BAE Systems RAD750 v’ PowerPC microprocessor
RH1280B v’ FPGA
RH1020B v’ FPGA
. GR740 v’ SoC: Quad-Core LEON4FT SPARC V8 Processor
Frontgrade Gaisler
GR712RC v’ Dual-Core LEON3FT SPARC V8 Processor
RT PolarFire in process** FPGA
. . RTG4 v’ FPGA
Microchip
RTAX / RTAX-DSP v’ FPGA
RTSX-SU v’ FPGA
NG-ULTRA in process** MPSoC: quad-core Arm Cortex-R52, embedded FPGA
NanoXplore NG-Large in process** MPSoC: single-core Arm Cortex-R5, embedded FPGA
NG-Medium v’ FPGA
NASA & Microchip HPSC under development | SoC: Multi-core RISC-V

* Microcircuits shall conform to ECSS QPL or MIL-PRF-38535 or QML.
** The results of radiation-tolerance test are currently available.

missions, into the same chip [3,4]. Besides, the Arm processors have already been used in industry and academia, and there
are mature open-source compilers and tools to support their use. In this study, we focus on recently released MPSoC platforms
based on the specifications of AMD-Xilinx and NanoXplore products.

Most on-board data processing research has currently focused on spacecraft platforms, such as Attitude and Orbit Control
Systems (AOCS) and On-Board Data Handling (OBDH), rather than payload data processing. Payload data processing has
been traditionally performed by the data processing pipelines on the ground with the collaboration of the operation center
and data processing consortium or data center [5, 6]. However, due to modern hardware platforms such as MPSoCs, it is
expected a partial migration of the data processing pipeline on-board. Note that, a comprehensive study dedicated to on-board
payload data processing, covering payload-oriented algorithm types, design methodology, and implementation examples, is
missing. A thorough and collective understanding of common function blocks of payload data processing can be helpful
for payload teams. Therefore, as a second step, we performed a survey on payload data processing in order to identify and
rank the key compute-intensive algorithms. To achieve that, we perform interviews with French scientific payload mission
teams working on radar, space telescopes, magnetometers, mutual impedance probes, etc. According to our survey, the Fast
Fourier Transform (FFT) compression algorithm is used the most frequently by all payload types. The interpolation and filter
algorithms, such as Cascaded Integrator—Combo (CIC), Infinite Impulse Response (IIR), and Kalman filter, are ranked next.
Moreover, the dimension of the FFT, i.e., the one-dimensional (1-D) FFT or the 2-D FFT, can depend on the type of payloads,
i.e., whether they deal with 1-D signal or 2-D image or signal. Especially for the implementation of Synthetic Aperture Radar
(SAR) data processing, the dimension of the FFT depends on the implemented algorithm [7]. Currently, for the most launched
missions, FFT is implemented in non-optimized 1-D FFT, and the FFT size is small, e.g., 256-point FFT [8]. Otherwise,
the implementations are in-house or patented [9], and thus, not many validated open-source codes, dedicated to payload data
processing, exist. It is expected that the requirements for 1-D FFT and 2-D FFT with larger FFT size will increase [10, 11] for
future missions. Therefore, it is essential to provide validated optimized 2-D FFT benchmarks, which can cover diverse FFT
sizes.

We should highlight that the lack of on-board payload data processing studies can be related to the fact that most payload teams
consist of scientists who are familiar with software-oriented programming, and not specialized in hardware design, including
FPGAs. Consequently, only a few teams with long-time experience have participated in developing on-board payload data
processing units, typically called Data Processing Unit (DPU), with the goal of covering most scientific missions. Furthermore,
payload teams focus on ground data processing, since there are various astronomy-friendly programming tools and libraries
convenient to astronomical data processing, e.g., Python with the Astropy library, MATLAB with AstroPack package, IDL, and
Fortran. In addition, it is not easy for payload teams to design on-board processing, because the requirements change depending
on the mission type and the subsystem. However, emerging hardware programming tools have appeared with the goal of
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enabling users with software-based knowledge to develop hardware easily. One such example is High-Level Synthesis (HLS),
which converts C/C++ language-based behavioral descriptions into a traditional Hardware Description Language (HDL), such
as Verilog or VHDL. Therefore, we take advantage of HLS and present a Design Space Exploration (DSE) methodology,
combined with the roofline performance model, to propose different on-board design options for the most commonly compute-
intensive algorithms for payload data processing.

2. DSE METHODOLOGY CONSIDERING THE ROOFLINE MODEL
HLS for hardware design

HLS is a hardware design process that automatically converts high-level behavioral specifications, usually written in C/C++,
into RTL design [12]. Several HLS tools exist, with either commercial or academic licenses: AMD-Xilinx Vitis HLS, Siemens
Catapult HLS, Bambu HLS, etc. [13]. Fig. 1 shows examples of FPGA design development flows focusing on Catapult HLS
and Vitis HLS, which are currently representative commercial HLS tools, compared to traditional HDLs, such as VHDL and
Verilog. Catapult HLS and Vitis HLS both support C++-based HLS, and the results of HLS synthesis are integrated into their
own implementation tools, such as Siemens Precision Synthesis [14] and AMD-Xilinx Vitis [15]. With the help of these tools,
users can implement designs on a target FPGA. The difference between Catapult HLS and Vitis HLS is that Vitis HLS only
supports the AMD-Xilinx FPGA-based platforms, whereas Catapult HLS supports multi-vendor platforms, such as NanoXplore
NG-Ultra [16].

FPGA design
Hardware Description Language High-Level Synthesis
(HDL) (HLS)
. Catapult HLS Vitis HLS
MR (C++, SystemC) (C/C++)
\
\ \
v v v
Implementation tool e AMD-Xilinx
P Precision Synthesis Vitis
N

Multi vendor support

Target platforms including NanoXplore

AMD-Xilinx platforms

Figure 1. FPGA design development flow

In this work, we use the Vitis HLS tool as an example to explain the HLS tool development flow. The Vitis HLS tool provides
four steps for the synthesis and simulation process, as shown in Fig.2: C simulation, C synthesis, C/Register-transfer level
(RTL) co-simulation, and RTL synthesis [17]. The essential step of the Vitis HLS tool is to perform C synthesis and RTL
export. C synthesis takes input C/C++ code annotated with HLS pragmas and directives and, using the hardware specifications
of the platform that are also provided as inputs, and converts it into RTL code, such as VHDL or Verilog. Each pragma and
directive affects the hardware architecture design directly. This way, developers can easily generate a number of different
designs by modifying their values. As a result, HLS has recently become popular, compared to traditional RTL design, where
the designers need to spend a significant amount of time modifying lower-level HDL code each time. This characteristic makes
HLS suitable for performing massive DSE easily. Even if C synthesis generates RTL files, the generated RTL files cannot be
directly used for AMD-Xilinx platforms, as the RTL export is required in order to make the generated RTL files suitable to
AMD tools, such as Vivado (IP file) and Vitis (XO file). Users can integrate an IP or XO file at the system level and combine
these files with a software application to create a full HW/SW design. Through RTL synthesis including placement and routing,
performed by Vivado, precise results of resource utilization and clock frequency are obtained. Furthermore, Vitis HLS offers
two simulation options: C simulation and C/RTL co-simulation. Such simulation results are useful to users for debugging and
understanding the expected total latency of a given design. For example, C/RTL co-simulation provides latency in cycles, which
is connected to the expected execution time. Both C simulation and C synthesis take HLS code and test-bench codes as inputs.

Roofline model for HW/SW design

The roofline model is a performance model which shows the attainable performance of a given architecture. The roofline model
shows whether a design is limited by the computational performance and the memory bandwidth. The memory bandwidth is
considered for off-chip memory accesses with DRAM. The classical roofline model was initially invented to target multicore
CPU architectures [18]. Recently, the model has been extended to other architecture, such as Graphic Processing Units (GPUs)
and FPGAs. However, the adjusted model does not consider the specific characteristics of the architectures [19,20]. For both
CPUs and GPUs, the roofline is fixed for a given architecture and does not depend on the applications/kernels executed on a
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v

AMD tool-compatible RTL files

Figure 2. Vitis HLS design development flow [17]

given architecture.

However, the FPGA roofline model has different characteristics compared to the CPU/GPU roofline model. This is because
FPGAs have reconfigurable characteristics [21], which allows building custom architectures adapted to the application.
Depending on the specific FPGA and the kernel design, the final architecture that implements that kernel, hence the resource
utilization, change. As a result, the FPGA roofline is both kernel-specific and FPGA-specific. Moreover, floating-point
operations per second (Flop/sec) are typically used as a metric to compare performance for both CPUs and GPUs. Although
using Flop/s as a metric is possible for FPGA:s, it is probably not the best option. This is because not every FPGA has direct
support for floating-point arithmetic operations. One floating-point operation can require several Digital Signal Processing
(DSP) blocks in a given FPGA. Using fixed-point operations per second (op/s) can be an alternative metric, assuming the
chosen fixed-point data type fits in the DSP block input. For example, the DSP block DSP48E has multiplication inputs with a
size of 27 x 18 bits without direct floating-point support, and thus, the maximum preferred input can be 27 bits and 18 bits for
a multiplication [22].

As shown in Table 1, state-of-the-art hardware platforms used in space-grade products combine CPUs and an FPGA in an
SoC. To support such platforms, there is a need for a combined roofline model that integrates both CPUs and FPGAs in
order to support efficient HW/SW designs. However, this is challenging as CPUs and FPGAs have different characteristics as
architectures. To achieve such a common roofline model, it is required to clarify the relevant terminology and constraints. The
terminology used in this work is inspired on the FPGA roofline model [20] and used for general description. For instance, the
computational ceiling and the Input/Output (I/O) bandwidth ceiling are used to replace the peak-floating performance ceiling
and the memory bandwidth ceiling. This change is based on revisions done to the original roofline model through the years to
consider that data can come from other memories than the main off-chip DRAM. Moreover, Computational Intensity (CI) is
used for the X-axis of the roofline model, as opposed to Arithmetic Intensity (Al) of the original model.

For the calculation of computational ceiling, we use both fixed-point operations and floating-point operations. Especially, we
use the maximum fixed-point data bit-width that fits in a DSP block to increase data accuracy. For the FPGA design, we
use 32 bits for floating-point (FP32) and arbitrary data type with the maximum multiplier input size for fixed-point operation.
For the CPU design, we selected FP32 and FP64 for floating-point operations, reflecting that astronomical data processing
typically require high precision. In addition, Single Instruction Multiple Data (SIMD) shared with Floating-point Unit (FPU)
are available to embedded CPUs, as they process multiple floating-point operations. For the calculation of I/O bandwidth
ceiling, we consider Dynamic Random Access Memory (DRAM) as external memory for CPUs and FPGA, because the on-chip
memory in space-grade platforms is smaller than the expected size of image and signal used as inputs. Note that, recent space-
grade DRAMSs, such as Double Data Rate Synchronous Dynamic Random-Access Memory (DDR SDRAM), have recently
flight heritages [23]. Therefore, the data storage during payload data processing is not required to be limited to Static Random-
Access Memory (SRAM), which increases memory performance significantly [24]. Furthermore, the interface between CPUs
and FPGA is considered for the FPGA-based hardware accelerator design.

To evaluate the efficiency of designs of applications and kernels, we drew them in the roofline model plane. Each design has CI
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as X-axis value and performance (P) as Y-axis value [18,20]. The CI and P are defined as:

7 number of operations 0

~ external memory access in bytes

number of operations
execution time

The number of operations are the total number of arithmetic operations, such as multiplications and additions. However, the
denominators of CI and P are calculated differently between a CPU and an FPGA. Section 5 presents in details how the proposed
method is applied using an HLS tool for FPGA design and the measurement of execution for CPU design.

P = 2

3. BENCHMARK FOR HW/SW DESIGN

Regarding the technical aspects, as recent space-qualified heterogeneous MPSoCs include Arm CPU cores and an FPGA,
users need to analyze the pros and cons of each architecture to decide an efficient implementation. On the one hand, an
FPGA has a significant advantage in terms of processing speed as a hardware accelerator is designed in a custom way for
the application. However, there is a high effort associated with the design of application-specific hardware accelerators on
FPGAs [25]. Software developers and scientists are not familiar with the knowledge of FPGA architectures. Furthermore,
direct floating-point operations are commonly used in the astronomical data processing domains. Not every FPGA supports this
kind of operations leading to an exponential increase in the FPGA resource utilization. On the other hand, programming skills
for CPUs are more common, but the processing speed is expected to be lower than hardware accelerators on FPGAs. However,
developers still need to be aware of the technical constraints of CPUs on embedded space-grade platforms. These constraints
do not exist in commercial-grade personal computers, such as x86 architecture. Firstly, Arm CPU cores in embedded systems,
such as Arm Cortex-A53 or Cortex-A72 or Cortex-R5, have small on-chip memory represented as L1 and/or L2 cache memory.
Therefore, developers should be cautious regarding static and dynamic memory allocation. Furthermore, space applications are
often built either on bare-metal environment or on real-time Operating System (OS), such as RTEMS [26]. Embedded Linux
OS, such as Yocto, is emerging for space applications, but it is still under analysis [27,28]. This work focuses on a bare-metal
environment.

The non-technical aspects are not negligible when we consider international space missions. For space projects including non-
US countries, the International Traffic in Arms Regulations (ITAR) and the Export Administration Regulations (EAR) must
be considered for non-open-source software. For the European space missions, following the European Cooperation for Space
Standardization (ECSS) documents and systems, ECSS-Q-HB-80-01A shall be considered when existing software, including
the management of Software Reuse File (SRF), is used [29]. The software should be validated and verified for space missions,
but many public codes under open-source licenses, such as the GPL-3.0 license or the MIT license, do not guarantee warranty
or liability. Therefore, developers need a way to validate the execution results and the potential errors.

Considering these technical and non-technical constraints, it is necessary to build a benchmark that can be both easily
implemented over Arm CPU cores and an FPGA and comply with space mission requirements. Recently, some works
have proposed space benchmarks considering the next-generation processing architectures. For example, ESA and Barcelona
Supercomputing Center (BSC) have developed the OBPMark [30] and GPU4S [31] benchmarks targeting GPUs based on the
algorithms used in space applications. The benchmarks provide sequential C code and GPU-oriented codes in CUDA, OpenMP,
and OpenCL. However, the benchmarks mainly consider GPUs, and thus, the provided C codes are neither directly suitable
for embedded Arm CPUs and bare-metal implementation nor to HLS-based synthesis for FPGAs. The benchmarks currently
use random-generated input data, whereas the verification is still under development. ESA also provides NIR HAWAII-2RG
BM algorithm to benchmark on-board payload processing on multi-core processors [32]. Moreover, micro-benchmarks exist
to compare performance and power characteristics of Arm Cortex-72 cores with current space-rated processors [33], such as
Dhyrstones, Whetstones, and CoreMark. To the best of our knowledge, open-source embedded C/C++ benchmarks conforming
with the above constraints and dedicated to the surveyed space algorithms, are not available. Therefore, we propose a HW/SW
space benchmark inspired by OBPMark [30]. The requirements of the proposed benchmark are the following:

Requirement 1. The benchmark shall target a heterogeneous MPSoC, including an embedded FPGA and Arm CPU cores.
Requirement 2. The benchmark shall provide source codes dedicated to scientific payload data processing algorithms.

Requirement 3. The benchmark shall provide input and reference output data suitable for space payloads. Users can compare
the reference output data with execution results for meaningful data accuracy analysis.

Requirement 4. The benchmark shall provide open-source codes for HW/SW implementation so users can use the codes
for any international scientific missions. However, the commercial usage may be restricted depending on the license type.

Requirement 5. The benchmark shall provide C/C++ codes easily applicable to a bare-metal execution environment in Arm
CPU cores, which means codes with low software dependencies or already optimized for Arm architectures.

Requirement 6. The benchmark shall provide HLS codes targeting FPGA design.
Requirement 7. The benchmark shall include the functionality to validate execution results by comparing the provided
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Figure 3. Structure of the payload data processing benchmark targeting the Zynq UltraScale+ platform

reference output data to the execution output data, including data accuracy analysis.

Requirement 8. The benchmark shall provide the functionality to measure the execution time and the amount of external
memory access for software implementation on Arm CPU cores.

Based on the above requirements, we developed a benchmark targeting the AMD-Xilinx ZCU102 evaluation board, which
embarks the AMD-Xilinx Zynq UltraScale+ heterogeneous MPSoC platform (Requirement 1). The benchmark structure is
shown in Figure 3. More specifically, we target Cortex-A53 cores, the embedded FPGA on the platform, and the DDR4 memory
connected to Arm CPU cores as external memory.

We selected CCSDS BB122TestImage to cover both 1-D and 2-D data processing [34]. The provided image data include
various payload types, image sizes, and data bit-widths, so they are proper candidates for the input data of the benchmark. For
the preliminary results, we selected a simulated Pleiades near-infrared image (Pleiades b3), provided by CNES, and ERS-1
SAR image, provided by ESA. The Pleiades image consists of 12 bits/pixel, and the size is 1376 x 320. The SAR image has
16 bits/pixel with an image size equal to 512 x 512. The data type is unsigned int16 for all image data. Among the surveyed
algorithms, we selected the 1-D FFT and the 2-D FFT as an initial analysis target (Requirement 2). We generated reference
output data for the 1-D FFT and the 2-D FFT using Matlab, which is widely used for the data processing pipelines on the
ground. The data type of Matlab FFT output is a double-precision floating-point format. The extracted input data are stored as
arrays, and generated reference output data are stored in files (Requirement 3). Since FFT libraries frequently require input
data in the power of 2, the input and reference output data are provided in cropped data and zero-padded data matching the
power of 2 of the original data.

The benchmark contains only open-source library code for both C/C++ codes for Arm Cortex-A53 and Vitis HLS codes for
AMD-Xilinx FPGA (Requirement 4-6). Due to page limitations, we present the 2-D FFT case, which is the more complex
one. In this 2-D FFT case, we adopted the open-source Ooura FFT library developed by Kyoto University [35] and created a
modified version that meets the aforementioned requirements. The library provides different types of 2-D FFT codes and has
light dependencies. Therefore, we modified the codes to make them applicable to the Arm CPU cores, especially the parts
related to dynamic memory allocation. The main limit of this library is that it requires a power of 2 for the FFT size. Therefore,
we used the cropped Consultative Committee for Space Data Systems (CCSDS) image data as input.

We have enhanced the benchmark with additional functionalities. For the software implementation, supplementary functions
take the provided input data and validate the execution by comparing the executed output results with the provided reference
output data. After comparing each pixel, the benchmark shows the maximum and average value of relative error (Requirement
7). Moreover, the execution time of the Arm CPU is measured via a hardware timer “XilTimer.h” provided by AMD-Xilinx.
The measurement of the external memory access is based on the performance counter of the Arm CPU. For the hardware
implementation, the synthesis reports from the HLS tool are used to estimate the execution time and memory accesses.

4. THEORETICAL ROOFLINE MODEL FOR HW/SW DESIGNS

The common theoretical roofline model for CPU and FPGA can be obtained by considering the hardware characteristics. We
selected the Zynq UltraScale+ evaluation board ZCU102 as a case study. Fig 4 shows the theoretical roofline considering CPU
cores and FPGA. The next paragraphs explain the model in detail.
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Figure 4. Theoretical roofline of ZCU102 based on Arm Cortex-53 and embedded FPGA using DSP blocks

Zynq UltraScale+ evaluation board

The Zynq UltraScale+ evaluation board ZCU102 includes a quad-core Arm Cortex-AS53, a dual-core Cortex-R5 in the
Processing System (PS), and an embedded FPGA called Programmable Logic (PL) in AMD-Xilinx terminology. The PL
includes 2,520 DSP blocks, 32.1 Mb Block RAM (BRAM), 548K Flip-Flops (FF), and 600K System Logic Cells. For
the external memory, we consider the DDR4 memory attached to Arm CPU architectures, called PS DDR. The Advanced
eXtensible Interface (AXI) is considered as a connection between the PS and PL.

Theoretical CPU roofline model

The CPU computational ceiling is calculated using the number of cores, Floating-point Unit (FPU), and clock frequency. In
the case of Armv-8, so-called AArch64, the default compilation target architecture (-march=‘armv8-a’) already includes two
feature modifiers: enable floating-point instructions (+fp) and enable Advanced SIMD instructions (+SIMD). The Arm NEON
SIMD engine and the Arm Vector Floating-Point (VFP) architecture, VFPv4 for Arm Cortex-AS53, are automatically used,
unless users purposely remove these feature modifiers. Thus, the theoretical computational ceiling of Armv-8 CPU architecture
is:

vector register bit-width

floating-point data bit-width 3)
x Max. FLOP per instruction X clock frequency

C 453 = number of cores x

The Zynq UltraScale+ quad-core Cortex-A53 operates up to 1.5 GHz. As the AArch64 NEON has 128-bit vector registers, four
FP32 instructions or two FP64 instructions can be processed in parallel. The AArch64 NEON supports Fused Multiply-Add
(FMA), corresponding to two Floating-point operations (FLOP) [36]. Thus, the theoretical FP32 computational ceiling of the
quad-core Arm Cortex-AS53 on the Zynq UltraScale+ platform is:

128 bits/
Class.pps2 = 4 cores x ﬁ « 2 FLOP x 1.5 GHz @

= 48 GFLOP/sec

Similarly, the theoretical computational ceiling for FP64 is:

128 bits/core
C as: =4 —— x 2FLOP x 1.5 GH
A53,F P64 cores X 64 bits X X Z (5)

= 24 GFLOP/sec

The CPU I/O bandwidth ceiling is calculated using the memory bandwidth. Assuming that all the input data is initially stored
in the external DDR memory, the theoretical I/O bandwidth of the DDR memory is:

BW = DDR transfer rate x DDR transfer size (6)

BWps ppra = 2133 MT/sec x 64 bits/transfer

= 17.064 GB/sec (N
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Theoretical FPGA roofline model

The FPGA computational ceiling is calculated using the hardware resource utilization. We focus on DSP blocks among
hardware resources, considering the computation-intensive characteristics of the 2-D FFT mentioned in section 5 as a use-
case [37]. The theoretical computational ceiling of the PL of the Zynq UltraScale+ platform is:

Cor — available DSP blocks X clock frequency ®)
PL= required DSP blocks per operation

The Vitis HLS tool provides synthesis reports that highlight that the recommended maximum DSP block utilization is 80% of
the existing DSP blocks on a given platform, mainly due to routing constraints. We follow this guideline to set the available
DSP blocks. The used clock frequency is based on the RTL reports. When the data bit-width fits in the DSP block input size,
one DSP block is required for an arithmetic operation, i.e.:

1op
= 2016 DSP block: 250 MH PR —
Cpr.rxp = 2016 DSP blocks x 250 MHz x 1 DSP block ©)

= 504 Gop/sec

For the floating-point operations, the required DSP blocks per operation are given by the AMD-Xilinx document resource
utilization for floating-point operations [38]. Therefore, we assume the maximum number of required DSPs per operation
depending on the data type. For example, if all the operations consist of multiplications and three DSP blocks are required for
one FP32 multiplication, the computational ceiling of FP32 for the FPGA is:

1op

c — 9016 DSP blocks x 250 MHz x ——P
PL,FP32 0cKs X ?* 3DSP blocks (10)

= 168 Gop/sec

5. USE-CASE: 2-D FFT HW/SW DESIGN WITH THE COMMON ROOFLINE MODEL
CPU design

The 2-D FFT design was executed on the single-core Cortex-A53 in bare-metal, using the proposed benchmark. During the
execution, only one Cortex-A53 was active and other cores were deactivated.

The number of operations is obtained using the characteristics of the 2-D FFT algorithm. As the benchmark is based on Ooura
library, the split-radix 2-D FFT is used [35]. The library provides two types of 2-D FFT. We chose the faster one, called
fftsg2d, which uses the 1-D FFT routines called fftsg. The total number of floating-point operations (FLOP) is the sum of real
multiplications and additions. The FLOP for the complex-data 2-D FFT of an M x N array is given by equation 11, based on
the standard Yavne split-radix algorithm, where M and N are a power of 2 [39,40].

FLOP = (4M % logoM — 6M + 8) x N

11
+ (4N xlogaN — 6N + 8) x M an

Zynq UltraScale+

PS (Arm CPU) PL (embedded FPGA)

Cortex-A53 2.D FFT HLS

Armv-8 |
AXIl4 from/to AXI4-Steam

I
AXI DMA

AXI4
|

| C?' | AXI4 (AXI HP 4 ports)
AXI4
|
| DDR controller

I
PS DDR4

Figure 5. ZCU102 configuration. The CPU and FPGA design of the 2-D FFT benchmark are marked in color.
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For the calculation of the CI, the external memory traffic is the sum of Low Level Cache (LLC) misses and write-back
traffic [41]. The external memory access (in bytes) is measured using the slave register of the Cache Coherence Interconnect
(CCI) directly connected to the Cortex-AS53 cores. The slave register is the only data bus connected to the output of the L2 cache
of the Cortex-AS53 cores [42]. When an L2 cache miss happens on the Cortex-A53, it appears at the CCI, which is connected to
all memories, including the DDR memory [43]. We use the CCI performance counter to obtain the number of L2 cache misses
by managing the Performance Monitoring Unit (PMU) of the CCI [44]. More specifically, the CCI provides four event counters
that can count the number of read and write request handshakes. Also, the CCI uses the L2 cache line as granularity [45].

number of operations
CCI read&write requests x L2 cache line size

Clysz = (12)

The execution time is measured using the hardware timer functionality provided by AMD-Xilinx. The timer library
”XilTimer.h” provides function and predefined parameters to get the number of timer ticks and the relevant clock frequency.

number of operations
number of timer ticks/clock frequency

Pysz = (13)

FPGA design based on HLS

The 2-D FFT design is simulated using the Vitis HLS tool to estimate the characteristics of the hardware design. By using the
HLS reports, we can calculate the CI and performance of hardware designs. We selected AMD-Xilinx open-source HLS DSP
library, named Vitis Libraries, for the FPGA design [46]. The 2-D FFT under study is configured as radix-4 FFT and Super
Sample Rate (SSR) FFT scale mode. The library provides several scaling modes. For the fixed-point cases, we chose the scale
mode that keeps the output data bit-width the same as the input data bit-width, which fits in the DSP block input data bit-width.
Thus, every fixed-point arithmetic operation requires only one DSP block. The total number of operations O P, considering the
complex-data 2-D FFT of an M x N array, is as below [47]. For the FPGA design, the term FLOP is not used in the same way
as the CPU design since we use both floating-point and fixed-point operations in our designs.

1 1
OP = (ngongM)*N—l—(??NlongN)*M (14)

For the calculation of CI for the hardware design, the amount of memory access in bytes is obtained as the multiplication of
transferred data per cycle and trip count, which can be found in HLS C synthesis reports [48]. The HLS design uses AXI4-
Stream for the interface between PS and PL, which means that AXI Direct Memory Access (DMA) is required for the complete
design as shown in Fig. 5. The transferred data through the AXI4-Stream per cycle is called TDATA and is represented in bits,
indicated in the hardware interface section in the C synthesis report. The trip count is the number of cycles to execute the total
loop iterations. If the HLS design has several loop hierarchies in the C synthesis report, the multiplication of all the trip counts
in each hierarchy gives the total trip count. In our design, only input data and output data are interfaced via AXI4-Stream,
whereas there is no intermediate data transfer during the 2-D FFT, so all the data processing can be performed relying on
BRAMs, hence reducing external memory accesses.

number of operations

Clpy =
PL in(TDATA X trip count) + out(TDATA x trip count)

5)

For the performance calculation, the estimated execution time of the hardware design is the multiplication of the total latency
in cycles and the achieved clock frequency. The clock frequency is obtained via the C synthesis report or RTL synthesis report.
We selected the clock frequency of the RTL synthesis report, including placement and routing, as it provides a more realistic
estimation. The C/RTL co-simulation reports provide the total latency of the simulated RTL. The C/RTL co-simulation uses a
C/C+++ testbench whose main purpose is to verify the behavioral characteristics of the RTL design.

number of operations

Ppr axis = (16)

latency in cycles x clock frequency

Application-specific CPU/FPGA roofline model

The common roofline model targeting HW/SW design is drawn by combining the theoretical CPU roofline model and the
application-specific FPGA roofline model. As introduced before, the CPU architecture remains the same regardless of the
application. However, an FPGA is a reconfigurable architecture, and the resource utilization of FPGA changes depending on
the hardware design. It means that the FPGA roofline is hardware-specific and application-specific. The proposed roofline
model for CPU and FPGA and design points for our case study are shown in Fig. 6

We obtained the HW/SW designs based on the proposed benchmark, using different input image data types, FFT sizes, and
data bit-widths. As real-time requirement, we set 80 ms as the targeting execution time based on the current SVOM ECLAIRs
implementation on the LEON processor. For the input image data, we selected Pleiades b3 and SAR data from the CCSDS
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Figure 6. CPU/FPGA roofline model with application and kernel design

BB122 TestImage data set. In the case of the CPU design, there is no specific limit on FFT size, so we use the SAR image
(512x512) and the Pleiads b3 image (1376x320). For the Pleiades b3 image, as the number of rows and columns is not a power
of 2, as required by the Ooura library (1376 x320), we used cropped images: 1024 X256, 256x256, and 64 x64. We used FP32
and FP64 data types for CPU design because both floating-point types are frequently used in ground data processing, and the
target CPU uses FPU and SIMD by default.

For the FPGA design, the AMD-Xilinx DSP library currently has a limitation on the maximum FFT size (256 x256). Hence,
we selected an FFT size equal to 256x256 and 64x64 using the cropped image of Pleiads b3. The 27-bit fixed-point and
FP32 formats are selected for the FPGA design, considering that the target platform’s DSP blocks (DSP48E2) do not directly
support floating-point arithmetic operations. For example, with DSP48E2, one FP32 multiplication requires 3 DSP blocks,
and one FP32 addition requires 2 DSP blocks [38]. If an application does not require floating-point arithmetic or if the output
results with the fixed-point format lead to an acceptable error, the resource utilization can be decreased by adopting fixed-point
arithmetic.

The CPU roofline model for the use-case (Fig. 4) is composed of the computational ceilings of the FP32 and FP64 cases, and
the I/O bandwidth ceiling based on PS DDR (17 GB/s). Then, the FPGA roofline model includes the I/O bandwidth ceiling,
considering the AXI (16 GB/s), and the computational ceilings of FP32 and 27-bit fixed-point format cases, considering the
generated HLS reports of the 2-D FFT kernels with an FFT size of 256x256. The used parameters, such as latency, clock
frequency, and the DSP block utilization, are shown in Table 2.

To compare the results, each HW/SW design point is indicated in the same plane on the roofline model. All FPGA designs have
higher performance compared to the CPU designs. Therefore, the generated hardware designs are suitable as accelerators for
an MPSoC on space missions. For example, for the FFT size of 256 %256, the execution time on FPGA is 1.4 ms for the fixed-
point design and 3 ms for the FP32-based design, leading to 25 and 55 times faster execution than the real-time requirement of
the SVOM ECLAIRs, respectively. Furthermore, the above hardware accelerators are 15 and 35 times faster than the generated
CPU designs, respectively. More precisely, the fixed-point design has higher performance, even if the DSP blocks utilization
is significantly lower than the floating-point design. Therefore, using a fixed-point design in terms of performance and area
efficiency is more efficient. However, as the data accuracy requirement is different depending on the mission and payload,
future payload teams shall decide the specification of the required data bit-width considering the data accuracy requirement.

For the CPU designs, even if the performance is lower than the FPGA designs, they still have advantages in terms of data
bit-width, FFT size, and simplicity of implementation. The generated 2-D FFT software designs cover both FP32 and FP64,
and it is thus suitable for payloads where high data precision is required. Users can implement bigger FFT sizes, as the library
is available for different sizes for input images, as long as the input data size conforms to a power of 2. Moreover, the software
implementation is easier and faster than the hardware implementation. Even if the HLS tools ease the complexity of the
hardware design process, users still need to have a background in FPGA architectures and HLS-based design flow.

We further analyze the software design results of Table 3 considering the CPU core, the external DDR memory, and the on-chip
cache memory. For the 3 CPU design cases with the FFT size of 64x64 (FP32 and FP64) and the FFT size of 256x256 for
FP32, we observe that there is no writing back from the Cortex-A53 core. This means that the L2 cache is large enough to
contain all the input data initially stored in the DDR memory. Therefore, only L1 and L2 caches are used during the 2-D FFT
processing without using the external DDR memory to store intermediate data. Therefore, the performance and computational
intensity of the 2-D FFT implementation are mainly affected by the available on-chip memory and the number of required
operations.

Even if we obtain highly pipelined hardware designs and optimized CPU designs using caches, the design points are far from
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Table 2. HLS synthesis results of 2-D FFT, including placement and routing, based on the no scaling mode of the
AMD-Xilinx DSP 2-D FFT library

FFT size 64 x64 256x256 Report type
Data type | 27-bit FxP | FP32 | 27-bit FxP | FP32
TDATA 512 bits .
- C synthesis
Trip count 512 8192
Latency 23009 | 44807 | 346355 | 676457 | Cosimulation
(cycles)
112 928 168 1276
DSP block
Sbblocks | 449y | (37%) 6.7) (51%)
32 2 420 528 .
RTL synth
BRAM (18%) | (18%) | (3% | 29%) SymHests
LUT 30368 | 109870 | 57676 | 157710
14%) | @0%) | 1% | (58%)
- 61168 | 199467 | 75035 | 262969
11%) | G36%) | 15%) | (1%)
Frequency
MH?) 226 227 253 217

Table 3. 2-D FFT execution results on single-core Arm Cortex-A53

. CCIread | CCI write | Execution time
FFT size | Data type

request request (ms)

64564 FP32 1009 0 22.5
FP64 1564 0 22.7

256%256 FP32 10849 0 48.2
FP64 28780 8270 49.1

512%512 FP32 262683 143524 242
FP64 404774 247791 251

1024%256 FP32 265506 145094 230
FP64 407158 249861 239

the theoretical ceilings. We believe that this behavior is due to non-operational behaviors which generate stalls, which can
indicate that there is still room for optimization. More precisely, the matrix transpose between the row-wise 1-D FFT and the
column-wise 1-D FFT requires several memory accesses [49]. In future work, we will consider the 2-D FFT implementation
based on a non-transpose algorithm to improve performance efficiency.

6. CONCLUSION

In this work, we identify and analyze current and near-future on-board processing platforms that can be used for on-board
payload data processing. Furthermore, we present a payload algorithm survey based on information obtained by existing
scientific mission teams. The survey showed that the 2-D FFT is the most widely used algorithm regardless of payload types.
Then, we propose a DSE methodology combined with a roofline model for HW/SW designs. We designed a benchmark for the
on-board payload data processing dedicated to HW/SW designs. The benchmark includes space-oriented input and reference
data and source codes for the CPU design and the HL.S-based FPGA design. The code provides time measurement and result
validation functionalities to analyze the generated design with regard to performance and data accuracy. We implemented the
software on the single-core Arm Cortex-A53 and HLS synthesis for hardware implementation on the embedded FPGA. Based
on the generated software and hardware designs, we obtained design points of the CPU/FPGA roofline model. The results show
that the designs conform with the real-time execution time requirements.
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