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Figure 1: 2-dimensional Voronoi diagrams from 1024 centroids generated with 5 different algorithms. The color of each cell
represents its volume difference from the optimal split (1/1024), where yellow indicates the maximum difference and dark
violet indicates the minimum. In this 2-dimensional example, the pseudo-random generation (“Random”) leads to regions
with more variance in surface compared to the other algorithms. See Fig. 2 for quantitative results in higher dimensions.

ABSTRACT
The use of MAP-Elites in high-dimensional behavioral spaces re-
quires a scalable method for dividing the space into regions of
equal volume. So far, the recommended approach to generate these
regions has been the Centroidal Voronoi Tesselation (CVT), but
this algorithm has a significant computational cost (typically a few
minutes for more than 50 dimensions). In this paper, we investigate
alternative approaches to generate regions of equal volumes for
MAP-Elites. In particular, we experiment with generating region
centroids with low-discrepancy sequences (Sobol, Halton), pseudo-
random numbers, and a simple blue noise generator. Our results
show that, for spaces with 100 dimensions, most methods perform
similarly, including pseudo-random numbers. For spaces with di-
mensions between 5 and 50, a CVT generates significantly better
centroids. In lower dimensions (1-5), a scrambled Sobol sequence
generates well-spread centroids in a few milliseconds.
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1 INTRODUCTION
The MAP-Elites [10] algorithm searches for high-performing solu-
tions that exhibit diverse behaviors, that is, occupy distinct behav-
ioral “niches”. In recent years, MAP-Elites has been successfully
used in a wide range of domains, including robotics [2, 3], nano-
materials [7], and video game levels [8].

The original version of MAP-Elites [10] divides the behavioral
space with a regular grid (e.g., a 100×100 grid). This approach works
well for low-dimensional spaces, as a 100 × 100 2-dimensional grid
results in 10, 000 niches, and a 20×20×20 grid results in 8, 000 niches.
However, this grid-based division of space becomes impractical in
higher dimensions. For example, in a 20-dimensional space, dividing
each dimension in only 2 values results in more than 1 million cells
(220) which is likely to take an excessive amount of time to fill.
Furthermore, using a grid to divide the space ties the number of
niches to the dimensionality of the space, whereas the number of
niches should be defined by the desired results. For instance, in
10-d, a regular grid can only be made of 1024 (210), 59, 049 (310), or
more than 1 million cells, but a user could wish to fill 5000 cells.

CVT-MAP-Elites [14] addresses this problem by performing a
Centroidal Voronoi Tesselation (CVT) of the behavioral space (usu-
ally a hypercube), which converges to a partition of the space into
cells of equal volume. Each cell is defined by a centroid, that is, a
point in the behavioral space, and the corresponding cell consists
of all points closer to that centroid than to any other. This partition
is called a Voronoi tesselation (or a Voronoi diagram). CVT-MAP-
Elites makes it possible to generalize the grid-based MAP-Elites to
any dimension by implementing a simple modification: instead of
using a discretization to find the cell given a behavioral descriptor,
the algorithm uses a nearest neighbor search to find the closest
centroid. The rest of the MAP-Elites algorithm stays exactly the
same as for a grid.

In the original CVT-MAP-Elites article [14], the authors found
well-spread centroids (and therefore equal volumes for each cell)
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using the McQueen’s algorithm [5], which is essentially the K-
means algorithm on a large number of random points, with the
number of cluster equals to the number of centroids. However, this
computation can require several minutes (even hours), especially on
a high number of centroids (e.g. 30,000) in high-dimensional spaces
(>20). In addition, the K-means algorithm is simple in principle, but
it exists in many variants and a state-of-the-art implementation is
not trivial; arguably, K-means can be more complex to implement
than MAP-Elites, which means that adding K-means or a Lloyd
relaxation [4] to MAP-Elites makes the latter substantially more
complicated.

In this paper, we investigate faster algorithms to generate a set of
well-spread centroids that can be used with CVT-MAP-Elites, thus
making it possible to scale-up MAP-Elites to arbitrary behavioral
dimensions without requiring to compute a CVT.

2 FAST ALGORITHMS FORWELL SPREAD
POINTS

Our first idea is to use a pseudo-randomnumber generator to sample
points and use them as centroids. However, pseudo-random number
generators are primarily designed to make the next point hard to
predict, not to cover the space evenly when only a few samples are
drawn. In fact, if the generator were to cover the space well, the next
pseudo-random point would be easy to predict: it should be in the
least dense region. Ultimately, over a large number of draws, a good
pseudo-random number generator should be unbiased, meaning
that the values should be uniformly distributed. However, this
property is not true when a low number of samples (thousands) is
used, which is the case when generating centroids.

Low-discrepancy sequences are an alternative to pseudo-random
number generators that are designed to cover the space as well as
possible when new samples are drawn [1, 11, 13]. They are often
used in Monte Carlo integration and to initialize optimization algo-
rithms (e.g., in Bayesian optimization). Many sequences have been
proposed and are available in common mathematics packages; the
most common ones, from the sixties, are Halton numbers [6] and
Sobol numbers [13]. These sequences have a low computational
cost (a few arithmetic operations), but they often rely on a list of spe-
cific numbers (e.g., prime numbers) that are computed beforehand.
When the sequence does not need to be deterministic, “scrambling”
the generated numbers [1, 11], which is typically achieved with bit
operations that do not change the discrepancy, can substantially
improve the result while keeping the computational cost low.

A third family of point generation algorithms is blue noise gen-
erators, like Mitchell’s first candidate algorithm [9]. While standard
random number generators produce “white noise”, blue noise gen-
erators aim at creating a sequence of random points that are dis-
tributed such that no two points are too close to each other, which
is term as “low spatial correlation” or “low-frequency noise1.” Blue
noise generators are often aimed at Monte-Carlo ray tracing/path
tracing algorithms, and most algorithms have been published in
the computer graphics field.

1The term “blue noise” comes from the fact that the power spectrum of the point
distribution has a higher energy at higher frequencies, similar to the blue end of the
visible light spectrum.

3 COMPARING ALGORITHMS
Our objective is to obtain a set of points that evenly partition the
hypervolume. One way to compute the volume of each cell is to
compute the Voronoi diagram, then the convex hull of each poly-
gon. Unfortunately, the commonly available algorithms to explicitly
compute a Voronoi diagram do not scale well to high-dimensional
spaces, which is important for our study. To keep things simple
to implement, scalable, and bounded in computation time, at the
expense of some loss in precision, we chose to assess the volume of
each cell using a Monte Carlo algorithm that evaluates the proba-
bility of sampling a point in each region. The best division of space
should yield an equal probability for each cell. The Monte Carlo
algorithm works as follows:

(1) let𝐶 be the set of |𝐶 | centroids for which we want to evaluate
the volume;

(2) generate 𝑁 random numbers2 (here we use 1 million points);
(3) for each sample, find the closest centroid3
(4) for each centroid 𝑐 , count how many samples have selected

𝑐 as the closest centroids;
(5) we consider that the volume of each region is the number

of points sampled in that region normalized by the total
number of points (that is, the probability of sampling a point
in that region with a pseudo-random number generator).

In a mathematical form:

𝑝 (𝑐) = 1
|𝑆 |

∑
𝑠∈𝑆

ℎ(𝑠, 𝑐) (1)

where:

ℎ(𝑠, 𝑐) =
{

1 if 𝑐 = argmin𝑥 ∈𝐶
����𝑠 − 𝑥

����2
0 otherwise

(2)

To get a score, we compare the probability 𝑃 (𝑐) of “hitting” a
region 𝑐 with the theoretical probability with equal volumes (1/|𝐶 |):

𝑉 (𝐶) = 1
𝑁

∑
𝑐∈𝐶

����𝑝 (𝑐) − 1
|𝐶 |

���� (3)

4 ALGORITHMS
We compare 6 algorithms to sample centroids, using Numpy’s and
Scipy’s implementations.

(1) Random centroids (we use Numpy’s random number gener-
ator (PCG64));

(2) Sobol sequence [13] (scipy.stats.qmc, or boost.random in
C++)

(3) Scrambled Sobol sequence [1, 11] (scipy.stats.qmc)
(4) Halton numbers [6] (scipy.stats.qmc)
(5) Mitchell’s first candidate algorithms [9], which is a simple

blue noise generator that iteratively (1) randomly generates
𝑘 candidates (e.g., 10), (2) computes the distance to all the

2Ironically, using a low-discrepancy sequence instead of random numbers would make
it possible to use fewer samples for the same quality of the estimated quantity, but we
decided to use a standard random number generator to avoid the potential correlations
between the sampling algorithm and the centroids.
3Using a spatial tree could make this nearest neighbor search fast by avoiding com-
puting the full distance matrix, but spatial trees are often not effective in more than
10-20 dimensions. By contrast, computing the full distance matrix is theoretically more
expensive but it can easily be vectorized.
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Figure 2: (left). 𝑉 (𝐶) for dimensions 2, 5, 10, 50 and 100, and number of centroids from 1024 to 16384 (lower is better). (right).
Running time (in seconds, lower is better). The lines represent the median over 10 independent replicates and the shaded zone
the (5%, 95%) confidence interval. Most of the uncertainty is not visible of the plots because it is too small. The number on the
top right corresponds to the median of the CVT method for 100 centroids.
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centroids so far, (3) selects as a new centroid the candidate
that has the highest mean distance to the current centroids;

(6) Centroidal Voronoi Tesselation [4], like in CVT-MAP-Elites [14]
(sklearn.cluster for K-means).

We compare the 𝑉 (𝐶) score with dimensions from 2 to 100 and
from 1024 to 16,384 centroids.

5 RESULTS
In two dimensions (Fig. 1), the random generation of centroids
gives the most irregular results, although it could be sufficient for
many applications. The Sobol centroids are well spread, but they
are organized in a visible “star-like” pattern. This effect mostly
disappears when the Sobol numbers are scrambled, which gives
a visually good result. Even without scrambling, Halton numbers
lead to well-spread centroids, which are not visually worse than
those obtained with Mitchell’s first candidate algorithms and the
CVT.

When the number of centroids is changed (Fig. 2), the behavior
of each algorithm does not change significantly. The variance of the
results is very low (invisible on the plot for deterministic method),
which shows that enough samples were used for the Monte-Carlo
estimate (section 3).

The dimensionality of the centroid space has a large influence
on the score (Fig. 2, left). The CVT obtains the best score for all
the dimensions, but it gets worse after 50 dimensions, up to being
equivalent to random number generations in dimension 100. This
might come from the fact that we would need to sample more points
before the clustering step (which would substantially increase the
computational cost) when the dimension increases. The Sobol num-
bers lead to good centroids up to 10 dimensions, but with more
than 10 dimensions they become worse than a standard number
generator. Halton numbers follow a similar pattern: they lead to
good centroids in low-dimension but worse than a random number
generation in high-dimension (here, > 50). This is a well-known
issue with Sobol numbers and the main rationale for scrambling
[12]. The scrambling helps significantly and prevents the Sobol
numbers to lead to worse centroids than random generation in
high-dimensional space, but this is not enough to create better
centroids. Mitchell’s first candidate algorithm gives slightly better
results than the low-discrepancy methods in high-dimensions, and
good results in low-dimensions (2-3); but in dimensions 5 to 50, it
leads to worse results than the low-discrepancy methods.

In term of running time, the low-discrepancy methods have
a very low run-time (e.g., about 10 ms to generate 16384 100-
dimensional centroids with the scrambled Sobol sequence). The
CVT has a much higher running time that grows with both the
number of centroids and the dimensionality, from about 20 ms in
2-D for 512 centroids, to about 300 s (5 minutes, on a modern, multi-
core computer) for 16384 centroids in a 100-dimensional space.
Mitchell’s first candidate algorithm has a lower computational cost
in our implementation (which bounds the number of candidates by
a constant), but can still take more than 1 minute to generate 16384
100-dimensional centroids. Please note that this algorithm could
be made much faster in low dimensions by using a spatial tree, but
spatial trees are most of the time ineffective in high-dimensions.

6 CONCLUSION
• If running time is not an issue (e.g., for very long fitness
evaluations), the CVT gives the best results.

• For more than 10 dimensions, the basic pseudo-random num-
bers generators are as good as low-discrepancy sequences
(Sobol, Halton) and are available in any programming lan-
guage.

• For less than 10 dimensions, the scrambled Sobol sequence
is the best algorithm (except CVT), closely followed by un-
scrambled Halton numbers.

Overall, the MAP-Elites algorithm does not require the best divi-
sion of space, but a better division of space will yield to better spread
elites. In our opinion, scrambled Sobol numbers are a fast alterna-
tive to the CVT with well-studied properties and implementations
available in common Python and C++ libraries (scipy, boost), but
pseudo-random numbers are a good option for high-dimensional
spaces. In future work, we will investigate how to provide a large
database of precomputed high-quality tesselations that can quickly
provide centroids in any programming language: at this time, this
seems to be the best approach to get both high-quality centroids
and a fast running time.
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