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Abstract

Severe epistemic uncertainties not only can affect the prescription of parameters within a given model but also the
choice of models we make to interpret and infer from experimental data. In this work, we incorporate experimental,
parametric and model-form uncertainties in the calibration of a carbon nitridation model. The model-form uncertain-
ties considered stem from the different modeling choices that are taken as valid representations of a set of plasma
wind tunnel experiments. To this end, we define a Bayesian model averaging strategy where the marginal posteriors
of the nitridation reaction efficiencies are weighted by the marginalized likelihoods of the experimental data for each
proposed model. First, Bayes factors are computed to possibly discard invalid models. The baseline model, a thermal
equilibrium stagnation line flow with nitridation as only surface reaction, performs as well as all the alternative models
proposed, which range from adding surface recombination reactions to considering thermal non-equilibrium in the gas
and gas-surface interface. The presence of nitrogen recombination reactions is shown to broaden the support of the
nitridation marginal posteriors considerably, allowing it to take on larger values. Lastly, a Bayesian model averaged
Arrhenius law for the nitridation efficiencies is computed for a range of surface temperatures.

Keywords: Uncertainty Quantification, Bayesian Inference, Thermal Protection Systems, Ablation

1. Introduction

Space vehicles plunging into dense planetary atmospheres release a significant amount of kinetic energy in a very
short window of time. This energy is transformed into thermal energy through the formation of a strong bow shock
ahead of the vehicle. This harsh environment can generate extreme heat loads (> 10,000 J/ cm?) [1] which are to be
partially absorbed by the vehicle’s surface. Aerospace engineers have largely figured out how to efficiently protect the
integrity of spacecraft as well as astronauts and cargo from the damage derived from such intense heating. Thermal
Protections Systems (TPS) are designed and used for this purpose. In particular, ablative materials such as rigid carbon
fibers or silicon composites, impregnated with an organic resin matrix, are broadly used to deal with surface heating
for high speed atmospheric entries (~ 11km/s).

The characterization of ablation phenomena plays an important role in the development of theoretical models
that can predict material degradation and recession of TPS, both important aspects in the design of ablative TPS [2].
As such, experiments and models are often used to understand the physics of ablation and improve our predictive
capabilities. On the experimental side, the stochastic nature of the data must be accurately described and modeled to
produce reliable experimental data on which to base our analyses. On the modeling side, many different sources of
uncertainties can affect the predictions considerably. Objectively characterizing and quantifying such uncertainties is
important to make comparisons to experimentally observed quantities useful, providing a more consistent/quantifiable
way of defining new research directions.

Overall, the process of inferring ablation parameters from experimental data poses many questions that span
beyond our experimental capabilities to the assumptions in our models. We still grapple with understanding our own
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experimental facilities to the point that we must admit ignorance about the relevant physical processes for different
experimental conditions in some cases. While experiments are giving us answers to questions, sometimes we must
admit that it is not clear what are the questions to which the answers pertain and this is significantly slowing down our
progress. In this regard, severe lack of knowledge greatly affects our capabilities to build predictive models.

In particular, the carbon nitridation reaction Cs + N — CN + 0.34eV on a solid (s) carbon surface is still hard to
predict accurately at temperatures above 1,000 K. The models found in the aerothermodynamics literature are derived
empirically by fitting experimental data [3—7]. Even in the cases where uncertainty is taken into account by performing
stochastic calibrations, the results only reflect experimental and parametric uncertainty within the given structure of
a model [8, 9]. In the cases where different models were entertained, such as in the work of Upadhyay et al. [8],
the overall resulting uncertainty in the final calibrated model was never discussed on the basis of model predictive
performance and complexity, which prevented such model-form uncertainties from being characterized and included
in the end results.

In this work, we address the fact that there exists severe lack of knowledge in the calibration of carbon nitridation
reaction efficiencies from plasma wind tunnel data. Experimental and parametric uncertainty, together with a selection
of model scenarios, are taken into account to produce a comprehensive picture of nitrogen ablation for selected
plasma wind tunnel testing conditions. We use the experimental dataset produced by Helber et al. [10] for which
they subjected a graphite material sample to a subsonic plasma flow. They recorded material recession rates and
local CN mass densities in the boundary layer by means of spectroscopy measurements. The fact that the material
tested is graphite in a pure nitrogen flow gives us an unprecedented window for testing hypotheses concerning the
flow and wall states without having to add important uncertainties stemming from other physical processes such as
pyrolysis and oxidation. We consider several modeling scenarios to explain the experimental data and predict the
observed recession rates and CN densities. The baseline model is a thermal equilibrium stagnation line flow with only
nitridation as surface mechanism. Calibrations performed for this model indicate that its assumptions hold for the
experimental conditions considered. We use the baseline model as reference or null hypothesis against which three
alternative models of additive physical richness are compared.

The first alternative model adds nitrogen recombination reactions at the gas-surface interface by incorporating
a recombination efficiency parameter. As recombination reactions compete with nitridation reactions for the avail-
able atomic nitrogen, it is important to evaluate their impact in our calibrations. Moreover, we are also interested
in learning about nitrogen recombination from these experiments. A second alternative model expresses the same
physics but adopts a Surface Energy Balance (SEB) to resolve the surface temperature instead of imposing it as a
given boundary condition. The SEB model reduces the complexity in terms of number of parameters to be inferred,
given that the surface temperature is now a prediction of the model instead of another free parameter to be imposed.
Furthermore, the new parametrization that the SEB introduces comes with more constrained parameter spaces such as
the material emissivity. On the other hand, this model has to be tested against an additional observation, the surface
temperature. The last alternative model also retains all the physics of the previous models but relaxes the conditions
of thermal equilibrium at the gas and gas-surface interface. It remains agnostic about the thermal state of the gas by
assuming two distinct thermal baths. At the gas-surface interface, it solves a SEB for each bath, introducing yet a new
parametrization that also weighs in the comparison of models.

First, each model proposed is calibrated separately for each experimental condition. The hypothesis testing study
is then made through the computation of Bayes factors which compare the resulting nitridation reaction efficiencies
marginal posteriors at the order of magnitude level between the baseline and each alternative model. Two different
aspects affect the computation of such metric: the goodness-of-fit to the observations that each model can predict as
well as their complexities in terms of number of model parameters to be inferred and the extent of their prior spaces.
The final nitridation reaction efficiency posterior distributions obtained under each successful model are weighted
according to their marginalized likelihoods, and summed using Bayesian Model Averaging (BMA) to account for
the epistemic uncertainties stemming from these different valid modeling assumptions. Further, an additional orig-
inal contribution of this work is to combine all available measurements for the calibration of stochastic Arrhenius
laws under each considered model, extending the computation of nitridation efficiencies to a broader span of surface
temperatures for which there are no reliable experimental data. The marginal posteriors of the Arrhenius laws param-
eters are then weighted by their corresponding marginalized likelihoods to generate a model-averaged Arrhenius law
that incorporates model-form uncertainties for a broad span of surface temperatures. The overall aim of this work
is then twofold: to incorporate model-form uncertainties in the characterization of a carbon nitridation model and to
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invalidate or, conversely, find new research directions that would eventually lead to dropping models, refining our
understanding of the physics in the process.

The article is organized as follows. Sec. 2 addresses the experimental data, theoretical models and numerical
methods used in this work. Sec. 3 presents the Bayesian model averaging methodology in detail. Sec. 4 shows and
discusses the obtained results. Sec. 5 presents the conclusions and outlook.

2. Overview of experimental data and modeling scenarios

We introduce a brief note on the experimental data used for this study followed by the different modeling choices
we can make to retrieve the carbon nitridation model we are after. The experiments and models can be found in more
detail in other published works [10-12] so we focus only on recalling the important aspects.

2.1. On the experimental data

The experimental scenario is depicted in much detail in [10]. In this section, we briefly describe the measurements
and their associated uncertainties.

The experiments were performed to rebuild nitridation reaction efficiencies yI(EIN for graphite at high surface tem-
peratures. For this, Helber et al. [10] experimentally observed the response of graphite samples to a subsonic plasma
flow produced by the von Karman Institute’s (VKI) Plasmatron facility (see Fig. 1). This process creates a reacting
boundary layer around the exposed sample where species resulting from the ablation reactions are injected. Overall,
Helber et al. were interested in measuring the rate of recession of the graphite sample due to the ablation reaction
C; + N — CN, as well as the radiation signature from the CN molecule injected in the boundary layer. Additional
measurements such as dynamic pressure Py within the plasma jet, and static pressure P in the Plasmatron chamber
are also included in the dataset.
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Figure 1: Schematic view of the ablation experimental set-up for the Plasmatron facility. Figure adapted from Helber [? ]
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All the different probes and test sample holders were exposed sequentially to the same plasma flow and the
nitridation measurements were recorded until steady-state was maintained for 300 s. The following tables summarize
the different measurements and uncertainties used in this work. In Table 1, the measured quantities are the dynamic
pressure Py, the wall temperature Ty, the chamber static pressure Pg, the recession rate § and the local CN densities
pen estimated from spectra measurements locally resolved. For the particular case G6, CN density measurements are
not taken into account given the inconsistencies identified [9].

Table 1: Experimental data.

Experiment ID Py [Pa] Ty [K] Ps[Pa] s§[um/s] pcN [/Jg/m3]
G4 231 2225 1500 1.41 385
G5 268 2410 1500 1.64 800
G6 312 2535 1500 2.60 -
G7 330 2575 1500 2.51 1050

The experimental uncertainties are assumed independently distributed Gaussian distributions N (u, o) with o taken
considering the bounds given on the measurements as 20" level of confidence [13—15].

Table 2: Experimental uncertainties.

Experiment ID P [Pa] T, [K] P, [Pa] § [um/s] oon [ug/m’]
G4 N(231,2.31)  AN(2225,11.12)  N(1500,22.5) N(1.41,0.26) N(385,52)
G5 N(268,2.68)  N(2410,12.05) AN(1500,22.5) N(1.64,0.27)  A(800, 100)
G6 N(312,3.12)  N(2535,12.67)  N(1500,22.5) N(2.60,0.27) -
G7 N(330,33)  N(2575,12.87) N(1500,22.5) N(2.51,0.25) N(1050, 162)

2.2. Baseline model

We use a one dimensional form of the full Navier-Stokes equations in order to perform efficient simulations of a
high temperature, reacting flow with complex physico-chemical models and boundary conditions. Originally proposed
in [16], this formulation is called “Dimensionally Reduced Navier-Stokes Equations (DRNSE)” and, in the present
study, it is implemented in an in-house software developed by Munafo [11]. This code is able to reproduce the flow
along the stagnation-line of spherical and cylindrical bodies [16].

In the solver, the spatial discretization is performed by means of a cell-centered finite volume method. The
numerical advective fluxes are computed by means of the AUSM*-up2 scheme [17], which splits the flux into a
convective and a pressure terms. Second order accuracy in space is achieved by using an upwind reconstruction to
obtain the cell interface variables. The diffusive fluxes and source terms are both evaluated in terms of primitive
variables, namely, species densities p;, velocity components u, v, and temperature 7. The value of the primitive
variables and their gradients at the volume interface are computed by a weighted average and a central finite difference
approximation, respectively. The cell center value of the primitive variables to be used in the evaluation of the diffusive
source terms are computed using a two-point central finite-difference approximation. A fully implicit scheme is used
for the present study. The code is coupled with the Mutation™ library [12]. Species thermodynamic properties
are obtained from Rigid-Rotor Harmonic-Oscillator computations, and relative mixture quantities are derived from
pure species quantities. The transport properties are derived from kinetic theory, which provides relationships for
macroscopic transport coefficients based on microscopic collision integrals. The chemical production rates for species,
based on elementary chemical reactions, including third body, are calculated by taking the forward reaction rate
coefficients specified by the user in an Arrhenius law form. The backward rate coefficient is determined by satisfying
the equilibrium relation. The library has been designed, implemented and extensively tested to ensure high-fidelity
together with low computational costs.



A coupled ablative boundary condition is also included in a generalized formulation [18] in Mutation** based on
surface mass and energy balances. Several other authors have applied this approach to study the ablative and non-
ablative gas-surface interaction of thermal protection materials with the surrounding flowfield [19, 20]. The advective
and the diffusive fluxes at the gas-surface interface are obtained by solving the surface species mass balance. This
balance is obtained limiting the control volume of the mass conservation equation to the thin lamina representing the
gas-surface interface [10]

[Pwittty = ) + puiVii] - 1 = ios, Vi €S, (1)

where the source term @y, ; represents the sum for species i of the production rates of individual heterogeneous reac-
tions with the surface wy,; = Zfﬁ“l W}, ;» with ng, being the number of considered reactions. For this model, we do not
need to include a surface energy balance given that the temperature at the wall T, is measured and imposed.

We need to introduce closure terms for the production of species @ ;. The approach for the production term
considered in this work is a phenomenological one because there is only so much that we can learn from the present
data. This type of models are quite popular in the aerothermodynamics literature for their straightforward implemen-
tation [21]. We are only concerned with ablation models for surface reactions involving nitrogen on the side of the

flow and carbon on the material side. The model for the production rate is defined

Wy, = yfm,-?'ii, VieS, Vreng,, )

with ! representing the reaction efficiency, m; the particle i mass, and 7—? the impinging flux of species i.

The inlet boundary condition used for the simulations of such reacting flows comprises species densities p;, tem-
perature 7', and velocity components u,v. The information needed to prescribe the boundary condition at the free
stream pertains to a supersonic inlet even though we want to carry out subsonic simulations. This methodology has
been investigated and discussed in [22], where it was verified that the solution of the Riemann problem at the boundary
interface automatically screens the information needed from the inlet.

All in all, we intend to find the flow solutions that are compatible with our experimental observations under the
considered model. This means that from the observations reported by Helber et al. [10], we want to infer the inlet
conditions and the wall conditions in such a way that we are left with a population of possible flow solutions. After
taking into account some physical considerations for the definition of the inlet quantities [9], for given Plasmatron
operating conditions, we are left with the following expressions for the simulated counterparts of the observations of
recession rate and local CN densities

§= S(Pé»T()', Pd»Tw»')’](\ZIN)’ 3

pen = pen (Ps Ts, Pa Tws YY) “)

where the subscript 6 makes reference to the quantities defined at the boundary layer edge. These expressions consti-
tute the dependencies of the forward model.

2.3. Alternative modeling scenarios

Several model assumptions stand at the basis of the baseline model. The flow is assumed in thermal equillibrium
and the ablative wall conditions amount to only nitridation reactions. Furthermore, measuring the surface temperature
also allows us to test ablation energy balance models by using the wall temperature as the quantity to be reproduced.
In the available literature regarding experimental studies for nitridation, flow simulations are a needed component to
compute atomic nitrogen concentrations at probe locations. The resulting nitridation reaction efficiencies rely heavily
on such computations which are full of assumptions about the flow and material behaviors. Suzuki et al. [5, 23] used
flow simulations that did not account for nitridation at the surface. Helber et al. [10] showed that the atomic nitrogen
concentration profile along the stagnation line of the boundary layer is significantly different (~10%) when nitridation
is turned on/off. Suzuki et al. [23] underestimated nitridation reaction efficiencies this way.

The thermal estate of the gas is not expected to impact the previous estimations of nitridation reaction efficiencies
given that the recession rates and surface temperatures are accurately measured. Nevertheless, this set of experimental
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data presents a great opportunity to study the evidence for thermal non-equilibrium and the adequacy of surface energy
balance models. Together with the thermodynamics and energy wall conditions, nitrogen recombination reactions are
added to our models. As recombination reactions compete with nitridation reactions for the available atomic nitrogen,
it is important to evaluate their impact in our calibrations. Moreover, we are also interested in learning about nitrogen
recombination from these experiments.

Overall, three different alternative model scenarios of additive physical richness are presented. They all build on
the previous baseline model, My:

e M;: This model accounts for nitrogen recombination at the surface by introducing an extra parameter yﬁz in
the surface mass balance through the nitrogen recombination reaction N(s) + N — Nj. Included in the original
model of Zhluktov and Abe [24], nitrogen recombination is a competing mechanism to nitridation, consuming
available atomic nitrogen which, in turn, has the potential to impact the former reaction in a coupled fashion.
This model also considers the flow to be in thermal equilibrium and imposes the surface temperature. The
implicit model relationships between inputs and outputs for this model reads

5= S(Pa, Ts, Py, TW,VEN,VEZ), (5)

pen = pox (Ps: Ts Pas Tur YT 9N - ©)

e M,: In this model the thermal state is considered in equilibrium, surface recombination is taken into account,
and the surface temperature is now a prediction of the model through a Surface Energy Balance (SEB)

Pty = Uuhy + Y pu i iV + AV Ty + AYVTY | n= Q5 Vi€ S, 7
ieS

where the terms Y;cs Pw.iftw.i Vaw.i» AwVTy and AY VT are the diffusive and conductive heat fluxes for transla-
tional and vibrational thermal baths, respectively. Quantities py,, iy, u; and hy, are the gas density at the surface,
the velocity of the gas leaving the interface, the velocity at which the interface is moving, and the enthalpy at
the surface, respectively. The term V,, ; refers to the diffusion velocity of species i at the gas-surface lamina, and
Ay, AY are the thermal conductivities for translational and internal groups of energies [9]. The direction normal
to the surface pointing towards the gas is designated by n while the surface temperature for the vibrational
thermal bath is 7). As it is recalled, thermal equilibrium is considered in this model both in the gas phase and
gas-surface interface for which the condition T,, = T is further imposed. The only source term taken into
account in Eq. (7) as the effect of the surface in the surrounding gas is the radiative flux. This term follows the
Stefan-Boltzmann law for a body in thermodynamic equilibrium at temperature 7,

Qu = ge(Tw)’, ®)
where o is the Stefan-Boltzmann constant and e the emissivity coefficient of the surface.

In this work, the ablation modeling is restricted to carbon preforms as it constitutes the material of choice for
wind tunnel testing for nitridation. For carbon preforms, the binding resine is non-existent, allowing us to drop
the modeling of the physics associated to pyrolysis in the energy balances [20, 25]. Consequently, Eq. 7 is
the result of simplifications that neglect the presence of pyrolysis gases and approximate the conductive heat
flux following steady-state ablation conditions in the solid phase and integrating over the semi-infinite material
[26, 27].

The implicit model relationships between inputs and outputs for this model reads

.
|

= S(Pb» T55 Pd»y§N5 /yI]:]IZ)’ (9)

PCN (Pa, Ts, Pd,YSN,YSZ) , (10)
6
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Ty = Ty (Ps. T5. Pa. YO 1N ) - (11)

e Mj: This model assumes thermal non-equilibrium by considering two different thermal baths for the translational-
rotational and vibrational-electronic-electron temperatures. Furthermore, it is also agnostic about the wall sur-
face energy condition by allowing it to be in non-equilibrium by additionally solving the surface energy balance

Pty =uhY + )" pu i Vi + AV VT |- = Q)T + O, (12)
ieS
where the convective and conductive terms in Eq. (7) are now only associated to the internal energies V. The
first source term QT is the relaxation of internally excited particles by collision with the surface (heterogeneous
quenching). This term was derived by adapting the volumetric Landau-Teller gas-gas collisions formulation [28]
to surface gas-surface collisions. The expression reads

QT = Z aFtm (W), (TV) = b (D)), (13)
ieS
where @; is a parameter that considers that only the «; fraction of the collisional events of species i leads to a
relaxation. The term 7—? represents the impinging flux of species i and m; is the particle mass of species i. The
second source term in Eq. (12) is a chemical source term which takes into account that not all the energy from
chemical reactions is accommodated on the surface. It reads

OSY =" (=) (I = hwi). (14)
€S
where the 3; coeflicient is an adaptation for a two-temperature model of the energy accommodation term defined
by Halpern and Rosner [29], and that a 1 — 8 quota of the heat flux is transferred into the internal energy modes
of the products. More details on the two-temperature surface energy balance here presented can be found in the
work of Capriati et al. [30].

Finally, surface recombination reactions are also included. The implicit model relationships between inputs and
outputs for this model reads

§=5(Po Ts, T Py I @0 B €). (15)
pex = pen (Po Ts, T s Pa v v . B e) (16)
Ty =Ty (Po. T, Ty, Pa Y55 VN @ o) (17

The main characteristics of each modeling scenario are depicted in the following Table 3

Table 3: Modeling scenarios considered in this work.

Modeling assumptions My My My Ms

Thermal non-equilibrium No No No Yes
Surface energy balance No No Yes Yes
Surface recombination 711:112 No Yes Yes Yes




3. Bayesian model averaging methodology

In this section, we present the methods used to identify whether or not the proposed alternative models can explain
the experimental data comparatively well, and how we quantify the resulting uncertainty stemming from such different
modeling choices.

3.1. Bayesian inference

Performing Bayesian analyses requires the specification and computation of the different ingredients of the Bayes’
rule. We can formulate such rule in a general way for each model considered as

@ 1) . (i) .
P(q(l)Ly(lt)) ’Ml) — P(yobslq ’Ml) P(q |Ml)
o o PO g®, M) P(gPIM)dg

S

{0, ...,3}, (18)

where g is the vector of parameters to be inferred which results from the stagnation line modeling and physical
considerations presented in Sec. 2 for each model, and ygl))s is the vector of observations for model i. Furthermore,
for compact notation, we split the observations and parameters to be inferred in two distinct subsets each. The subset
q'"" whose parameters have direct measured counterparts, and yf)'lils containing the corresponding measurements. The
subset ¢’ contains the parameters that appear implicitly in the model outputs dependencies, while yf)'t),S is the vector
containing the measurements that are to be compared against the corresponding model outputs. We also define the set
of model outputs Y which contains the model outputs to be compared against the corresponding yf)’g/s' set, such as
recession rates, CN densities and wall temperatures. This partition of the parameters, observations and model outputs
sets helps setting up the likelihood function with a more compact notation. Table 4 shows an overview of the different

parameters, observations and model outputs considered under each model.

Table 4: Vectors of parameters to be calibrated, observations and model outputs for the different modeling scenarios.

Vectors Mo M, M, M

Parameters g

q" Py, Pa, Ty Py, Py, Ty, Ps, Py Ps, Py
g Ts, vy Ts. v Tawon  TaTY N aB.e
Observations yggs
y(olg; Pgleas7 P;neas’ T\gvneas P:jneas’ P;neas, T‘r:;eas Pdmeas’ P;neas Pgmas’ P;neas

(Olg): s,meas, pglslas Smeas’ pgﬁlas S,meas’ pgﬁas’ Tvrvneas S,meas’ pgﬁlas’ T‘Evneas
Model outputs Yo® S, OCN S, PCN S, PcNs> Tw S, PcNs> Tw

The definition of the likelihood function encapsulates the forward model given that the parameters to be inferred
have an implicit relation with the simulated observations. In Sec. 2, we referenced the models used to simulate the
reacting boundary layer encountered in the experiments. Specifically, we can predict recession rates, CN densities and
wall temperature (only for model M, and M3) which we can then compare to the observations. Having our different
sets of measurements, parameters and outputs defined, for each experimental condition and model we propose a
general likelihood of the form



N @y (l) |2 N | (l)" Y(l) |2

o Vobs.
AN Ty Y et A
j=1 (t)’ }(/)”
obs, j obs,k

, yobsj a . sets, while y(i)'/ is the kth element of the y(’) set. The
@y

terms N (’) and N refer to the number of elements in the prime g, y | sets, and the observations double prime y(’)

where q represent the jth elements of the ¢, y!)

set, respectively. The term Y,ﬁi) is the kth element of the Y set. The standard deviations of the elements in both sets of
measurements are expressed as T and TG0 g In practice, given that the forward model evaluations that compose
obs

obs >

the sets Y are expensive, we approximate them with Gaussian process (GP) surrogates whose L,-norm thresholds
are kept under 1% [9].

Besides the likelihood function, we need to define prior distributions for all the parameters in each ¢®. In the
available literature for tests in the VKI Plasmatron and stagnation line plasma flows [13—15, 31], we can only establish
some bounds a priori. In a maximum entropy set-up [32] with this a priori information, the resulting prior distributions
are uniform over the prescribed range. Table 5 shows the chosen prior distributions.

Table 5: Parameters to be calibrated and their priors for the different modeling scenarios.

Inference parameter My My M, Mz Prior

Dynamic pressure Py Yes Yes Yes Yes U[200,360]
Edge translational temperature T's Yes Yes Yes Yes U[9000,13000]
Static pressure Py Yes Yes Yes Yes U[1200,1700]
Surface temperature Ty, Yes Yes No No U[2000,4000]
Nitridation efficiency ygN Yes Yes Yes Yes logWU[-4,0]
Recombination efficiency yﬁz No Yes Yes Yes logU[-4,0]
Emissivity € No No Yes Yes U[05,1]
Energy acommodation coefficient3 No No No Yes U[-1,1]
Collisional efficiency « No No No Yes U0, 1]

Depending on the algorithms used to solve Eq. (18), we generally do not need to compute the normalization
constant in the denominator [33]. Its computation is not necessary to achieve the objective of sampling from the
posterior distribution for a given model. When different models are to be compared in their predictive capabilities, the
normalization constant becomes central and this is at the core of hypothesis testing studies using Bayesian statistics
which we address in the following section.

3.2. Hypothesis testing

Performing a hypothesis testing study entails the evaluation of the posterior probabilities of each competing model
(or hypothesis in our context). This comparison allows us to weigh the relative merit of each model. At first thought,
we might consider the most suitable model to be the one that best fits the data. Difficulties quickly arise as we aim
at comparing models of different complexity. More complex models involving the definition of more parameters can
generally be more expressive and fit very well the data. In this case, the results of hypothesis testing studies have the
philosophical principle of Ockham’s razor built in them. This principle embodies the fact that the simplest models
that can explain comparatively well the data are the preferred ones. The comparison is driven through the posterior
ratio

P(/\/(z |y obs)
P(MOLY obs),
for which M, is used as reference in the denominator. This notation omits using superscripts (i) to denote each

model’s sets of parameters and observations for clarity. The comparison is performed at the order of magnitude level.
If the posterior of the baseline model is several orders of magnitude below the competing model, we would prefer the

Yiel,..,3), (20)
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competing model and viceversa. If both posteriors are of similar orders of magnitude, the data do not provide enough
evidence to preferentially support either model.
The posterior ratio can be decomposed according to the Bayes’ rule

P(Milyobs) — P(yobs|Mi) % P(Mz)
PMolyors)  PabsiMo) ~ P(Mo)’

where the posterior ratio is expressed as the product of the ratio of the marginalized likelihoods and priors of the
different models. The marginalized likelihood of the data under the assumptions of each model is expressed as follows

Yie{l,..3}, 2D

P(yap M) = fg P(yansla: MOP(@)dg. Vi € (0, ...3), 22)

where the term P(yobslq, M;) is the likelihood in Eq. (18) for the different models under consideration. P(q) is the
prior of the parameters g. The marginalized likelihood is also the normalization constant of the posterior P(g|yobs, M)
under each model. The prior ratio P(M;)/P(My) is taken as unity in this case. We consider all models to be equally
likely to explain the experiments a priori. The results from the hypothesis testing study is entirely based on how well
each model fits the data (values of the likelihood P(ybslq, M;)), and how complex each model is regarding the number
and ignorance about each model parameter (dimensionality of the integral in Eq. (22) and overall support of the priors
of q).

Looking at Table 4, it is straightforward to see that the null hypothesis M, is the simplest model in terms of model
parameters, while M3 is the most complex one. For My to be definitely invalidated by the experimental evidence,
its predictions must be considerably worse than the ones produced by any other model. We have to consider this
assessment with care. We already know that the experimental data can be reasonably well explained with M, [9], and
the fact that a competing model does much better is reason enough to abandon the hypotheses behind M, or at least
modify them. If M, was not good enough to begin with, we would not have any reason to consider it in the first place
for our hypothesis testing study.

Typically, the evidences are compared through the Bayes factor

P(yobs |M1)
P(yobslj\/to) ’

where BF refers to the Bayes factor which is generally expressed in logarithmic scale as

BFj = Viell,..,3) (23)

log,q BFip = logy(PYobsiM:)) — logo(PobsiMo)), Vi€ {l,...,3}. 24)

For strong evidences in favour or against a certain hypothesis, indicative thresholds are found in the literature by
Jeffreys [34] and Kass and Raftery [35]. In general, the Bayes factor should be above a threshold of |log;, BF| = 8,
which indicates that as long as the evidences for each model remain in within some orders of magnitude, we cannot
conclude anything from the data. In this regard, it is straightforward to see that BF'|y = 7 indicates that the data are
7 times more likely under M, than under My, whereas BF o = 0.2 indicates that the observations are 5 times more
likely under My than under M;.

3.3. Model averaging

Given the same prior odds for both models, the Bayes factor is a metric that allows us to quantify the overall
best performing model. Apart from Bayes factors, other model selection criteria are commonly used in the literature.
One criterion that closely approximates the Bayes factor is the Bayesian Information Criterion (BIC). Developed by
Schwarz [36], the BIC serves as an asymptotic approximation to a transformation of the Bayesian posterior probability
of a candidate model. The model corresponding to the minimum value of BIC is selected. Similarly, the Akaike
Information Criterion (AIC) score rewards models that achieve a high goodness-of-fit score and penalizes them if
they become overly complex [37]. The model with the lower AIC score is expected to strike a superior balance. A
comprehensive overview of AIC and other popular model selection methods is given by Ding et al. [38].

In this work, we focus on computing Bayes factors as the metric used to discard different thermochemical models
and ablation boundary conditions (Sec. 2). An issue that arises is the fact that Bayes factor thresholds are not very
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sharp and there can be a grey area where the prior spaces for both models are comparable as well as their goodness-
of-fit ratio. There can also be a trade-off between prior space, or complexity, and goodness-of-fit in such a way that
the Bayes factor falls in the grey area. This would indicate that the more complex model manages to overcome the
complexity penalization by fitting the data much better than the simpler model. In this case, discarding a given model
is not possible on the basis of the data and prior information we possess.

Already Chamberlin [39] advocated the concept of “multiple working hypotheses”, implying that there is not a
single “right” model; instead, there are several well-supported models that are being entertained. If new experiments
are well-designed to maximize their informational content, the results tend to support one or more models while
providing less support for others. Repetition of this general approach leads to advances, combining experimental
design with comparison of theoretical models. New or more elaborate models are consequently postulated, while
models with little empirical support are gradually dropped from consideration.

Acknowledging this fact means incorporating model uncertainty stemming from the existence of more than one
plausible model. Given these conditions, we may forego selection, retaining the uncertainty across the model space.
In this work, we focus on Bayesian model averaging [40]. The model averaged posterior density for the model
parameters yﬁN shared between the baseline and each alternative model reads

PO = D, PO Wobss MIPMilyors). (25)

The result is an overall marginal posterior which gathers the information on nitridation efficiencies provided by
each valid model, incorporating this way model-form uncertainties in the calibration of ygN .

BMA is important for expressing model uncertainty in a consistent way, thus, avoiding over-confident inferences.
Introduced by Roberts [41], who for the first time combined two expert opinions in the statistical literature, BMA
has a challenging implementation due to the complex probability distributions it deals with and their integrations.
Moreover, assigning prior distributions to each specified model can be a source of caveats when the choice is not
obvious.

4. Results and discussion

In this section, we present and discuss the results of the analyses. First, the hypothesis testing results are laid out
followed by the resulting model averaging outcomes. Summary statistics are provided for the final averaged models.

4.1. Hypothesis testing

The evidences P(yops|M;) are computed for each model and experimental case (see Table 6). As we recall, given
the same prior odds to each competing model, the evidences dominate the computation of the Bayes factors for model
selection. In the particular case of experiment G6, only recession rates and wall temperatures (when applicable) are
used in the computations, producing evidences of several orders of magnitude lower than for the other experimental
conditions. This is not an issue given that the comparisons are made among the models for each experimental case
independently and on the basis of the same experimental data. The CN density measurement under G6 conditions was
deemed untrustworthy in previous analyses [9], therefore, it is not used in the context of this study.

Table 6: Evidences or marginalized likelihoods P(yons|M;) of the different models for the given experimental conditions.

Experiment ID Mo M My M
G4 1.12x10'" 5.6 x10'0 6.0 x107  6.64 x107
G5 7.31 x10'%  6.76 x10'°  2.85x10° 7.73 x10°
G6 5.1 x10* 5.08 x10*  3.45x10' 4.43 x10'
G7 3.7 10" 3.76 x10'° 5.0 x10° 3.7 x10°

Table 7 shows the resulting Bayes factors. There is no definitive evidence against the baseline model which
considers thermal equilibrium and nitridation reactions as the only wall reactions. On the other hand, it means that
the SEB model (M) does not perform too poorly compared to imposing the measured surface temperature directly,
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giving us some confidence in such models for ablative surfaces under the considered Plasmatron conditions. The
baseline model M, does pretty well compared against the other models for which the larger number of parameters
to be inferred penalizes the resulting evidence. In the case of model M,, the offset of the temperature prediction
is what lowers its evidence given that M, and M, have the same number of parameters q. M, also replaces Ty,
which is a well-defined parameter within its experimental uncertainty for My, with the emissivity € which does not
have a measured counterpart in these cases, also contributing to the lowering of M,’s evidence. Model M, needs a
perfect prediction of T, to amount to the evidence of M, which is not achieved, although the deviation is small to
still consider the model good enough compared to the baseline.

Table 7: Bayes factors of the different models against the baseline model My for each experimental condition.

Experiment ID M, My, M

G4 -0.3 -3.27 -3.22
G5 -0.034 -54 -40
G6 -0.0024 -3.17 -3.06
G7 0.01 -4.87 4.0

From this study we cannot conclude that the baseline model is the truth and it indicates what is happening in the
flow but rather that the experimental data are consistent with the baseline model as well as the other models. If the
true flow was in non-equilibrium, other measurements would be needed in order to find the relevant evidence and
truly invalidate the baseline model of thermal equilibrium. The same is applicable to the presence of recombination
reactions. Concentrations of N, in the vicinity of the material surface that cannot be explained by the baseline model
could definitely give evidence of recombination reactions and their relative importance. So far, the calibrations of the
different models with this particular set of experimental data do not provide enough information about recombination
reactions. Fig. 2 depicts the marginal posteriors for yﬁz under the different models that include such parameter. Almost
flat posteriors with the same support as the priors are recovered except for the 1T SEB model M, where the posterior
support is reduced. In order for M, to be able to explain the experimental observations, recombination reaction
efficiencies cannot surpass a certain upper limit. Going over such limit would probably throw off the prediction of the
surface temperature. Given that the other models have more parameters to control the surface temperature prediction,
model M, is able to place more constraints on yﬁz. It can also be appreciated that as the wall temperature measured
decreases, the posterior support for yﬁz shrinks toward lower values.

For more insight about model performance, we can look at the resulting residuals of the statistical inverse problem
for the measured quantities. The inverse problem we are solving every time we perform an inference amounts to
solving the equation

Yobs = Y(q) + E, (26)

where the stagnation line model evaluations are replaced by accurate GP surrogates Y for the predictions of recession
rates §, CN densities pcn, and surface temperatures Ty,. The error model is chosen as unbiased Gaussian distributions
for which we prescribe the different standard deviations o for each measurement. Once the model is calibrated and
we have posteriors on the parameters ¢, we propagate them through the model to generate the resulting distribution of
Yobs — Y(q). This distribution is what we call the residual and it should match the error model distribution E initially
prescribed for each measurement. In this case, we compute the residual as the distribution of Y(g) — y.ps as it has a
more intuitive interpretation when looking at the results. This distribution also has to amount to the error distribution
given its symmetrical qualities.

Fig. 3 shows the residuals for case G5 for recession rate $™*, CN density p ™ and surface temperature 7 un-
der the different modeling scenarios. The rest of the results for the other experimental cases can be found in Appendix
A. Overall, all models retrieve the noise of recession rate and CN density. Model M, shows the largest deviations in
the predictions which are still quite small. The 1T SEB model (M) tends to over predict recession rates and under
predict CN densities in the flowfield. The surface temperature is perfectly captured by the 2T SEB model M3 while
the 1T SEB model M, shows some deviation towards higher surface temperatures. The deviation is ~ 25 K which is
rather small compared to the range of surface temperatures we deal with in this problem (> 2, 000 K).
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Figure 2: Posterior marginal distributions of ygz under the different modeling scenarios for G4 (upper left), G5 (upper right), G6 (lower left) and
G7 (lower right).

It is interesting to reflect on how the 2T SEB model M; manages to achieve a lower prediction of the recession
rate and surface temperature, and yet perfectly recuperate the error of the CN density. The only possibility for this
to happen is through available thermal non-equilibrium mechanisms which are not considered in the 1T SEB model
M,. The 2T surface energy balance (Sec. 2) contains an additional term for the conductive contribution of the internal
energy to the total energy balance. Through this mechanism, the 2T SEB model finds the combination of collisional
efficiency a and energy accommodation factor S so that the internal energy contribution cools off the surface. Fig. 4
shows the resulting marginal posterior distributions as well as samples from the joint distribution of the o and
parameters. The collisional efficiency « is quite constrained by the experimental data to low values, while the energy
accommodation coefficient 8 keeps all the prior support. The resulting distributions are shifted towards values that
favour thermal non-equilibrium (o < 1,8 < 1).

Fig. 5 shows the propagated posterior solutions of the stagnation line model for both the 1T SEB and 2T SEB
models with their corresponding confidence intervals. Promoting strong thermal non-equilibrium, as seen in the
temperature profiles in Fig. 5, makes the surface excite the internal energy modes, consequently lowering the resulting
translational surface temperature to match perfectly the experimental data. This feature of the 2T SEB model can
easily decouple the surface temperature prediction from the rest of the temperature profile in the flowfield. The result
is an overall increment of the flowfield temperatures with respect to the 1T SEB model.

The fact that this change in the temperature profiles can also alter the chemical composition in the flowfield to
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Figure 3: Residuals of recession rate $™*, CN density pig* and surface temperature 73°* for the different models under conditions G5.
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Figure 5: Propagated temperature profiles for the 1T SEB (M>) and 2T SEB (M3) models with their respective confidence intervals. The vertical
black line represents the position of the spectrometer measurement.

match the observed pcn (Fig. 6) brings forth the importance of another set of assumptions: the gas phase chemistry.
In particular, the resulting overall depleition and creation of CN differs between the two models in such a way that
a higher CN density is achieved at the spectrometer location for the same concentration of CN at the wall, dictated
primarily by the recession rates predicted (schematic representation can be found in Fig. 7). Additional experiments
for the proper calibration of the gas phase chemistry would be needed to have a realistic assessment on the evidence
of thermal non-equilibrium at the wall.

Still, considering the same chemical mechanism and reaction rates, we could also propose new experimental
avenues to find strong evidence, or lack thereof, of thermal non-equilibrium at the wall. In particular, the differences
in the CN mole fraction profiles could be exploited further by considering the addition of a spectrometer measurement
in a different location along the stagnation line. Such measurement could be performed downstream the current
spectrometer measurement, although the accuracy and uncertainty estimation of the resulting CN concentration should
be carefully addressed to be able to tell the two models apart. Upstream, the radiative signal would lose intensity and
the observation would become more noisy. In any case, it represents a challenge to find stronger evidence in favour of
thermal equilibrium or non-equilibrium at the wall.

4.2. Bayesian model averaging

All the modeling scenarios presented are so far consistent with the experimental data. We want to incorporate the
uncertainty of these multiple modeling choices into the resulting calibrated nitridation reaction efficiencies yﬁN. We
recall the model assumptions for which we remain uncertain. The baseline model M considers a flow in thermal
equilibrium for which only one temperature is defined. As heterogeneous chemistry mechanism at the wall it only
considers nitridation. Model M, introduces the possibility of having nitrogen recombination reactions at the surface.
Models M, and M;j incorporate a surface energy balance model for the prediction of surface temperatures which
are not imposed in these cases. Further, model Mj; assumes the flow to be in a state of thermal non-equilibrium by
assuming two distinct thermal baths.

Fig. 8 shows the resulting ySN marginal posteriors under the different modeling scenarios. The resulting weighted
average posterior is labelled as BMA. Overall, all the posteriors share supports and are consistent with each other. This
is to be expected as yﬁN dominates recession rate and surface temperature measurements which are quite accurate in all
cases and are not substantially affected by the differential features of the models. We notice a broader support for the
thermal equilibrium model with recombination yﬁz in it M;. As a competing mechanism, recombination reactions
allow nitridation reactions to have higher efficiencies for the same observed recession rates. The atomic nitrogen
available at the surface is more scarce for nitridation reactions when competing with recombination reactions. Higher
nitridation efficiencies would still produce the same observed recession rates. The wider support is also extended to
the averaged posterior given that model M, has similar weight as all the other models, consequently widening the
support for yﬁN . The models with the tightest supports are the baseline M, and the 1T SEB M, models. They are
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Figure 6: Propagated mole fraction profiles for the 1T SEB (M) and 2T SEB (M3) models with their respective confidence intervals. The vertical
black lines represent the position of the spectrometer measurement.
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Figure 7: Schematic representation of the modulating effect of the gas phase chemistry in the calibration of the different stagnation line models.
The CN concentration at the wall is dominated by the recession rate while the CN density at the spectrometer location is a combined result of the
recession rate and the gas phase chemistry.

also the models with the least number of parameters to be inferred, producing more defined peaks and less uncertainty
for yJ.

The most relevant summary statistics for the resulting BMA distributions are gathered in Table 8.

We also extend the model averaging methodology to the computation of an Arrhenius law that captures such
model-form uncertainties for a broad span of surface temperatures. In this context, the calibration of an Arrhenius law
is performed for each of the models proposed. It takes the form
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Figure 8: Posterior marginal distributions of ySN under the different modeling scenarios and the resulting averaged posteriors for G4 (upper left),
G5 (upper right), G6 (lower left) and G7 (lower right).

Table 8: yI(;;N posterior statistics of the resulting BMA distributions for the different experimental cases.

Experiment ID Mean 95% C. 1. MAP

G4 0.005 [0.003,0.007] 0.005
G5 0.007 [0.005,0.013] 0.007
G6 0012  [0.008,0.026] 0.010
G7 0012 [0.009,0.024] 0.010
-T
Yo = Aexp (T—) 27)

with the pre-exponential factor A, and the activation energy (given in temperature units) 7,. For this analysis, both
parameters are the same accross all experimental cases and considered model-dependent. The resulting marginal
posteriors are then averaged a posteriori to compute the Bayesian model averaged Arrhenius law.
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The inference problem needs to be re-formulated to account for the new parametrization introduced. For ease of
notation, we unpack here a general likelihood function applicable to each model proposed in Sec. 2 by changing the
q, Yobs and Y sets to their specific ones depicted in Table 4. Along with the Arrhenius parameters, we need to add all
the nuisance parameters to the calibrations. In this case, each nuisance parameter is represented as a different variable
for each experimental case. The compact notation is as follows. For each case (i) in G = (G4, Gs, Gg, G7), we define

the following likelihood
P(Yobslg) = 1_[ 7)@83,5|q(i)), (28)
ieG

with P()fggslq(i)) defined for each model following Eq. (19). Fig. 9 depicts a schematic representation of the methodol-
ogy. All experimental cases are used to jointly inform the Arrhenius law parameters for each model scenario. Model
averaging is performed on such parameters to retrieve the final parameters which incorporate model-form uncertainty.
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Figure 9: Schematic representation of the relation among the experimental data and model scenarios for the inference of the Arrhenius law
parameters.

The prior distribution is taken as independent priors on all parameters, already specified in Sec. 3.1. For A we
prescribe the same prior as for yISN as it is an equivalent parameter, in this case, A ~ log U[—4,0]. The prior on T} is
chosen wide enough with the same lower bound as the prior on Ty, given that we expect the activation energy to be at
least as low as the a priori possible lowest Ty,. It is not easy to prescribe a good upper bound as there is not so much
literature on this particular reaction parameter. We choose the upper bound conservatively large based on the results
of Suzuki et al. [23] and Helber et al. [10], having T, ~ U[2000, 10000].

The results of the Arrhenius parameter marginal posteriors can be seen in Fig. 10. Overall there is good agreement
in their support and the resulting BMA distributions follow closely the posterior obtained with the baseline model
M. The summary statistics are gathered in Table 9.

Table 9: Posterior statistics of the resulting BMA distributions for the Arrhenius parameters.

Arrhenius parameter = Mean 95% C. 1. MAP
A 0.253 [0.065, 0.502] 0.42
T, [K] 8328.7 [4996.1,9944.2] 9669
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Figure 10: Calibrated Arrhenius parameters and their weighted average for the different models considered.

Propagating the pre-exponential factor and activation energy posteriors we get an estimation of the variation of the
nitridation parameter yISN with the surface temperature Ty,. Fig. 11 shows the different Arrhenius laws and the BMA
with the 95% confidence intervals. The right plot of Fig. 11 shows the obtained calibrated laws plotted against the
available experimental data. Even though the resulting laws are calibrated with the data from Helber et al. [10], we
can project accurate confidence intervals to lower surface temperatures, where the experimental data available differ
by several orders of magnitude. The data of Helber et al. are consistent with the experiments from Zhang et al. [6] for
lower surface temperatures as well as Suzuki et al.’s [23] data. This apparent agreement enhances our confidence in
the tools developed and the analyses performed.
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Figure 11: Calibrated Arrhennius laws and their weighted average for the different models considered (left). The Arrhenius laws are compared
against the available experimental data (right).

A question that can be posed on these results is if defining a model averaged brings anything compared to just
using the estimation recovered with the baseline model alone, given that the differences seem to be negligible. In-
deed, we can already see from the case by case inferences that the SEB models have several orders of magnitude less
evidence weight and this causes the BMA to basically be an average between M, and M; which very much agree in
their Arrhenius parameters. One could argue that we could have saved ourselves some work by just extrapolating this
reasoning from the case by case analyses to the Arrhenius parameters but the answer is not that simple. Arrhenius
parameters introduce a new parametrization, one where there is coupling between the prediction of the wall tempera-
ture for the SEB models and the Arrhenius parameters themselves, leading to a non-linear constraint on the predicted
YN (Qog(YSN/A) + To/ Ty = 0, with Ty, = Ty (..., ¥QV) for every pair of Arrhenius parameters. This issue, together
with the fact that we infer using all data jointly, further influences the inferences on the parameters we are after. All in
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all, it is hard to say a priori what this picture of the different models will look like. It is not until the exercise is done
that we come to realise the similarities even under such constraints. Given the logarithmic nature of the scale of the
nitridation parameter, averaging can be useful even if small deviations from model to model are found, considering
that a small change in scale can mean a sizeable change in yﬁN and, therefore, the recession rate to be predicted using
this calibrated law. To illustrate this further, we can compute the recession rates resulting from using the parameters
calibrated assuming the baseline model and the BMA model, respectively. The resulting predictions of recession rates
in logarithmic scale for the same set of inputs except the Arrhenius parameters are

log,, s°®°li" = —8.16839, (29)

log,, §®MA = —8.24106, (30)

which when transformed to natural scale, we get a relative difference of ~ 17% in recession rates, that is one standard
deviation of the experimental measurements. These differences can certainly impact the predictive capabilities of the
model.

Another important question that arises regarding the results of Fig. 10 is the fact that the marginal distributions,
especially those of T,, seem to be constrained by their chosen priors. As said, the choice of priors for the Arrhenius
parameters is challenging, given the poor literature on the subject. Even though the supports were chosen conserva-
tively large, the posteriors seem to push their supports towards the higher end of the possible values for T, (Fig. 10).
It is interesting to look at the joint marginal posterior of both A and T, given that they are strongly correlated. Fig. 12
shows a scatter plot of some samples taken from the joint marginal posterior. The current prior placed on T, leads to a
wall where the samples suddenly stop. Conversely, a wider prior relaxes the situation and now the limit of the posterior
support is dictated by the prior placed on A. An Arrhenius law is no other thing than a macroscopic model with phys-
ically motivated parameters [42] that describe the frequency of collisions and the portion of those with enough energy
to actually react based on the statistics of such encounters. As such, we find that the model becomes degenerate as it
describes the same chemistry for large frequencies of collisions and large activation energies and viceversa. This issue
is seen in Fig. 12 as the joint posterior goes on and on towards larger values and it only stops when specific constraints
are placed, such as the ones stemming from the priors. The initially superficial question becomes more intricate, and
it remarks the importance of looking at the microscopic nature of the flow to prescribe physically consistent priors
that can tackle this kind of problems, therefore removing the possible bias that can be induced by selecting arbitrary
priors.
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Figure 12: 10,000 samples from the joint marginal posterior of A and T, for two different choices of priors for T,.
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5. Concluding remarks and outlook

This work presents a calibrated carbon nitridation model that takes into account experimental, parametric and
model-form uncertainties. Experimental and parametric uncertainties are incorporated through dedicated Bayesian
inference frameworks. Model-form uncertainties are quantified by performing model selection and averaging on the
Bayesian posteriors. The final result is a calibrated Arrhenius law for nitridation reaction efficiencies spanning a range
of surface temperatures whose parameters also include uncertainties stemming from different modeling assumptions
about the physico-chemical nature of the plasma flow and gas-surface interface.

Different modeling scenarios are proposed in this work. We first define a baseline model against which to compare
a set of alternative models in their predictive performances and complexities. The baseline model accounts for flow
thermal equilibrium assumptions with nitridation as only surface mechanism; it also imposes the surface temperature,
treating it as a free parameter. The model is calibrated and its predictive performance tested on the experimental
dataset. The modeling assumptions hold for the conditions of the experiments giving us a solid base on which to build
our subsequent hypothesis testing study. The alternative models relax several assumptions embedded in the baseline
model. The first alternative model M; adds nitrogen recombination reactions through an efficiency parameter that
must be also calibrated. Model M, builds on model M, and includes a surface energy balance to predict the surface
temperature instead of treating it as a free parameter to be calibrated. Finally, alternative model M3 considers nitrogen
recombination reactions at the gas-surface interface and remains agnostic about the thermal state of the gas and gas-
surface interface for which additional balance equations must be solved.

All these modeling choices are assessed in a hypothesis testing study. Overall no strong evidence is found against
the baseline model and none of the considered models can be discarded. The calibrations of models with surface
recombination can define an upper limit for the recombination efficiency parameter at best. The calibrated solutions
of the thermal non-equilibrium model point to strong thermal non-equilibrium at the gas-surface interface, although
the evidence is weak.

Model averaging is then performed to incorporate such model-form uncertainties in a Bayesian setting. The
marginal posteriors of nitridation efficiencies parameters for each experimental condition are weighted according to
their marginalized likelihoods assuming equal prior probabilities for all models. The results show how for cases G5-
G7 the tail of the nitridation reaction efficiencies distributions towards higher values expands, enlarging the space
of possible values for yﬁN. This growth of the 7SN uncertainty is mainly promoted by model M; which includes
recombination reactions while freely imposing the surface temperature. Furthermore, an averaged Arrhenius law is
also obtained by weighting each Arrhenius model parameter by their corresponding marginalized likelihoods for each
individual model. This work offers complete and accurate characterization of the uncertainties affecting the calibration
of a carbon nitridation model, updating the current state-of-the-art databases.

The outcomes of this work direct our research efforts in this field towards two different aspects: generating new ex-
perimental data with which to be able to rule out some models, finding definitive evidence of thermal non-equilibrium
as well as learning surface recombination; and incorporating priors for kinetic models, such as Arrhenius laws, that
consistently reflect the microscopic nature of the flow without necessarily incurring into model degeneracies entirely
controlled by the prior distributions chosen.

Acknowledgements

This work is fully funded by the European Commission H2020 programme, through the UTOPIAE Marie Curie
Innovative Training Network, H2020-MSCA-ITN-2016, Grant Agreement number 722734. The authors would also
like to thank Michele Capriati for his guidance in understanding and simulating the 2T SEB model. Prof. Serge
Prudhomme is acknowledged for providing insightful comments which improved this work.

Appendix A. Complementary results

This appendix contains the results concerning the cases not included in Section 4.
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Appendix A.l. Prediction residuals

Figs. A.13-A.15 show the residuals for cases G4, G6 and G7 for recession rate §, CN density pcy and surface

temperature T, under the different modeling scenarios. We recall that we only take into account the recession rate
measurements for case G6 for which the CN density residual is not shown.
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Figure A.13: Residuals of recession rate §, CN density pcn and surface temperature 7y, for the different models under conditions G4.

Appendix A.2. Calibrated flowfield solutions

Figs. A.16-A.21 show the propagated posterior solutions of the stagnation line model for both the 1T SEB and 2T
SEB models with their corresponding confidence intervals for cases G4, G6 and G7.

Appendix A.3. Posterior distributions of the surface parameters for the 2T model

Fig. A.22 shows samples of the 2D joint posterior distributions of the parameters @ and 5 in the 2T surface balance
model, as well as their marginal posteriors for cases G4, G6, and G7.
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Figure A.14: Residuals of recession rate § and surface temperature T, for the different models under conditions G6.
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Figure A.15: Residuals of recession rate §, CN density pcn and surface temperature 7', for the different models under conditions G7.
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Figure A.16: Propagated temperature profiles for the 1T SEB (M) and 2T SEB (M3) models with their respective confidence intervals for case
G4. The vertical black line represents the position of the spectrometer measurement.
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Figure A.17: Propagated mole fraction profiles for the 1T SEB (M;) and 2T SEB (M3) models with their respective confidence intervals for case
G4. The vertical black lines represent the position of the spectrometer measurement.
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