
HAL Id: hal-04387675
https://inria.hal.science/hal-04387675

Submitted on 11 Jan 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Event-Driven FaaS Workflows for Enabling IoT Data
Processing at the Cloud Edge Continuum

Christian Sicari, Daniel Balouek, Massimo Villari, Manish Parashar

To cite this version:
Christian Sicari, Daniel Balouek, Massimo Villari, Manish Parashar. Event-Driven FaaS Workflows for
Enabling IoT Data Processing at the Cloud Edge Continuum. UCC 2023 - International Conference
on Utility and Cloud Computing, Dec 2023, Taormina, Italy. pp.1-10. �hal-04387675�

https://inria.hal.science/hal-04387675
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Event-Driven FaaS Workflows for Enabling IoT Data Processing
at the Cloud Edge Continuum

Christian Sicari
csicari@unime.it

University of Messina
Messina, Italy

Daniel Balouek
daniel.balouek@inria.fr

IMT Atlantique, INRIA, LS2N, UMR CNRS 6004, F-44307
Nantes, France

Massimo Villiari
mvillari@unime.it

University of Messina
Messina, Italy

Manish Parashar
manish.parashar@utah.edu

SCI Institute, University of Utah
Salt Lake City, UT, United States

ABSTRACT
Continuum Computing encompasses the integration of diverse in-
frastructures, including cloud, edge, and fog, to facilitate seamless
migration of applications based on their specific needs, ensuring
optimal satisfaction of their requirements. The primary obstacles in
this particular context mostly pertain to the incapacity to promptly
respond to changes in the environment or the quality of service
(QoS) constraints of the application, as well as the incapability
to maintain an application in a stateless manner, hence impeding
its relocation without the risk of data loss. The objective of this
research is to tackle the aforementioned issues through the intro-
duction of a framework based on Function-as-a-Service (FaaS) and
event-driven architecture. This framework enables the decomposi-
tion, localization, and relocation of applications inside a Continuum
infrastructure, facilitated by a rule engine that is both system and
data-aware.
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1 INTRODUCTION
As one of the largest online data sources, the Internet of Things
(IoT) is currently being utilized for a wide range of applications, in-
cluding smart city and environmental surveillance [42], sports [40],
healthcare [6], and Industry 4.0 (IIoT) [35]. Real-time processing
of Internet of Things (IoT) data is necessary when the data is time-
sensitive and needs to be used immediately; this means that data
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is processed as it is generated instead of being stored for analysis
later. However, there are many variables that can affect whether
or not data from one or more sensors must be used immediately,
such as Quality of Service (QoS) constraints, user or human needs,
or the data itself.

From those limitations, the idea of continuum computing emerged,
aiming to leverage the popular cloud, fog, edge, and IoT infrastruc-
tures to execute data analysis algorithms at the optimal moment [9],
taking into account variables such as pipeline optimization [18],
data location [36], energy [22], and network latency [22], which
all relate to data location. Unfortunately, there are no Continuum
native apps, as the scientific literature [5, 11] points out, there-
fore anything that is meant to work on the Continuum has to be
redesigned.

The term "continuum computing" describes the idea of smoothly
integrating computer services and resources across many platforms
and devices, enabling users to access their data and apps from
anywhere at any time, on any device. Thus, the ability to seamlessly
leverage any continuum layer and move the computation over
its infrastructure is what it means to be continuum native[34].
However, moving an application—which is typically made up of
numerous microservices—to meet dynamic requirements is still a
challenging task[4, 10]. These reasons include:

(1) inability to respond dynamically to changes in the environ-
ment, application, or data;

(2) inability to maintain an application’s statelessness, which
allows for relocation without causing data loss;

(3) inability to profile the behavior of a particular task and sub-
sequently predict its future requirements.

The R-Pulsar software stack [29] has been introduced recently to
tackle the first issue mentioned. This continuum-native framework
can federate cloud, edge, and IoT infrastructures by connecting
data consumers and providers through an advanced profile match
system, and it can relocate data and analysis through a dynamic rule
engine system that can recognize changes in the data and respond
appropriately.

Function as a Service (FaaS) must be introduced and used to
address the remaining two problems. FaaS was first developed
for the cloud but has just lately been deployed in edge [16, 26]
and sporadically in continuum [32, 33]. Essentially, Function is a
generic code that FaaS platforms wrap inside a multi-architecture
container, expose via an HTTP or Pub/Sub interface, deploy across
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an orchestrator like Kubernetes or Faasd, and then call upon it
upon the occurrence of a predefined event. Since FaaS functions are
stateless by design, there won’t be any data loss if the host executing
them changes. Second, having a well-known named function allows
us to profile, examine, and predict the behavior of the object in the
future.

Our goal in this effort is to jointly solve the aforementionned
challenges in the field of continuum computing. We aim at accom-
plishing this by the means of the R-Pulsar framework by federating
the infrastructure, orchestrating the computation, and respond-
ing to changes in the environment or in the data. In addition, we
improve it by offering a distributed Faas layer that enables the
definition, deployment, relocation, and analysis of functions. This
paper offers for the following contributions:

• compute at the Continuum using FaaS functions;
• monitor and analyze functions when they are run on various
environments with varying configurations and data;

• dynamically respond to changes in the environment or data
by adapting and relocating functions on the continuum.

The remainder of the paper is organized as follows: Section 2
discusses the motivational scenario while 3 analyzes related works
and . Section 4 describes the building blocks on which this work
starts. In Section 5, the components of this new work are presented
and in Section 6, we analyze its performance. Finally, in 7, we
summarize this paper and discuss future works.

2 USE CASE
An urgent computing situation across the Edge-Cloud Continuum-
using IoT to detect fires in large, remote areas—is the motivation
for this study [2]. The process involves employing video cameras
and air analyzer sensors to identify smoke in the impacted areas.
After that, the gathered data is preprocessed at the network edge
using the computational power on board to examine its content
and decide whether more data collection or postprocessing is re-
quired. Should additional processing be necessary, the information
is sent to the cloud for change detection analysis. This analysis
can involve comparing the data to historical records or simply for
storage purposes.

This scenario can be extended to a wider class of problems in-
volving highly-accurate computational models coupled with high-
fidelity data streaming from multiple data sources, a recent devel-
opment in Urgent Computing to efficiently monitor and manage
the effects of extreme events and natural disasters [3, 37].

In order to implement time-sensitive computing applications,
developers and service providers must coordinate data-driven work-
flows effectively. This coordination must consider not only the sig-
nificant heterogeneity of the underlying cyberinfrastructure but
also the inherent uncertainty associated with the availability and
reliability of the data sources [20]. Consequently, the overall per-
formance of applications deployed across the continuum relies on
programming abstractions that enable the expression of applica-
tion behaviors capable of responding to unexpected events during
runtime. Additionally, autonomic runtime mechanisms are neces-
sary to facilitate the adaptation of resources and execution paths
across the continuum. In addition, the complex interplay between

Figure 1: Urgent computing decision stages and reactions
based on collected data

resources and system dynamics presents additional challenges in
implementing time-sensitive computing applications [13].

3 RELATEDWORK
Architecture-oriented approaches for addressing the Continuum.

The continuum problem has been the subject of numerous recent
architectural works. For example, in [8], authors proposed a data-
driven model to publish and compute data globally, essentially
addressing the continuum problem statically by deploying a con-
sumer in a specific node, thus restricting the abilty to move around.
A custom pub/sub broker with relocatable customers is suggested
in [21] as a comparable concept, although even in that scenario, the
placement of the data storage does not provide any optimization.
In [30], the authors propose to leverage Kubernetes for manag-
ing a cloud-edge federation. They then find pods and improve the
network latency between relevant pods using a custom scheduler.
Though many people are using this method, Kubernetes still re-
quires the continuum to have a centralized master-slave design,
and the optimum parameters only take network bandwidth into
account.

A federated learning strategy for scheduling tasks from a task
queue has been presented in other publications [23]. Unfortunately,
as the writers themselves point out, figuring out the task’s nature
is not always easy, and determining the ideal spot is frequently
challenging. An alternate technique is to analyze historical data to
determine a task’s optimal placement [17]; however, this approach
is dependent onmeaningful patterns throughout time. A scheduling
technique based on the declaration of required data and the degree
of connection with other tasks is proposed by the authors in [17] in
an effort to maximize request performances and improve feedback
to the subsequent schedules.

This section of the State of the Art emphasizes how understand-
ing the task at hand is essential to handling it effectively. Unfor-
tunately, unless they fall outside of a particular applied domain,
generic process tasks are difficult to categorize.

Leveraging Function-as-a-Service for the Continuum. The bene-
fits of using the FaaS paradigm include improved task knowledge,
which is encapsulated in a function and partially assists with task
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accounting. Using FaaS at the continuum is still considered a nov-
elty, however some recent works have been proposed with this
goal.

The work previously presented in [8] was expanded upon by the
authors in [7], who improved the Fiware-based infrastructure with
Faas capabilities at the Fog layers. The authors here can profile func-
tions with ease, but they don’t use that to find data or do calculation
more effectively. The creators of [12] continue to use the Fiware
stack to subscribe to Faas platform ads at the network’s edge. How-
ever, the bottleneck of having a single gateway is removed by the
replication of many Faas, and the data are not scaled because they
are duplicated in all the context brokers where they are required.
The work from [30] was expanded upon in [31], wherein OpenFaas
pods were geo-scheduled using Kubernetes pods. Although this
method ensures a dependable scheduler, restricted edge devices
may find using a Kubernetes cluster to be excessively demanding.

The authors of [38] suggest a data-declaration-based algorithm
for scheduling OpenWhisk-based functions; although taking data
location into account helps determine where to compute, it does not
ensure system flexibility. Additionally, OpenWhisk’s poor support
for limited arm devices could pose a challenge for edge computing
[39]. Lastly, the network-based scheduler has been utilized once
more, including for Faas scheduling in [27]; however, this method
just employs a static dataset to more accurately statically position
a function at the edge. It does not learn from the experience.

Lastly, the authors of [24] suggest using an efficient Serverless
Workflow engine based on Kubernetes to distribute operations at
any size. Although functionality in this project can be scaled and de-
ployed globally in accordance with user specifications, Kubernetes
may prove challenging to maintain at any scale.

4 BACKGROUND
4.1 The R-Pulsar software stack
Given the fact that Internet of Things (IoT) applications necessitate
the processing of substantial amounts of streaming data within
complex workflows, depending exclusively on cloud resources be-
comes unfeasible. Hence, the strategic utilization of resources in
close proximity to the edge assumes paramount importance, despite
their inherent limitations in terms of capabilities. Therefore, it is
imperative to achieve an appropriate balance between the aspects of
data processing, namely quality, immediacy, and cost, in a manner
that takes into account the contextual factors. The R-Pulsar system
has been developed with the objective of constructing data-driven
pipelines for applications that span both the cloud and the network
edge. The primary objective of this project is to enhance the capa-
bilities of edge devices by extending cloud functionalities to the
edge. This integration allows for the collection and analysis of data
in close proximity to its source, enabling autonomous responses to
local events [29].

Initial investigations have centered on the enhancement of the
Associative Rendezvous (AR) interaction paradigm, with the objec-
tive of extending its capabilities for supporting data-driven Internet
of Things (IoT) applications. The AR paradigm enables decoupled
interactions based on content, where interactions are defined using
semantic profiles instead of names in an asynchronous manner.

These interactions provide the ability to implement reactive be-
haviors, which serve as the fundamental services for executing
data-driven workflows and making decisions. The preliminary find-
ings of a study on a specific disaster recovery scenario [29] have
shown promising results in terms of validating and assessing the
proposed extensions. The augmented reality (AR) model was uti-
lized to facilitate the implementation of workflow topologies, which
were triggered and scheduled based on the content of data streams.
Recent developments focused on the challenges associated with
developing time-sensitive applications and put forth a a high-level
methodology for managing data-driven decisions [1], and a pro-
totype linking edge, cloud and HPC resources for coupling fire
science and air quality scenarios [2].

The R-Pulsar system utilizes a distributed architecture that con-
sists of five distinct layers. These layers include the self-organizing
overlay, the content-based routing layer, the serverless messag-
ing layer, the memory-mapped data processing layer, and the pro-
gramming abstraction layer. The self-organizing overlay, which
integrates location awareness, functions as a conceptual repre-
sentation for the layers positioned above it. By exposing only a
single function to the other layers, it becomes possible to direct
AR Messages to the nearest R-Pulsar node in proximity to the data
source. The Content-based Routing Layer is an extension of
the self-organizing overlay in order to enhance the functionality of
message routing between clients of R-Pulsar. The system utilizes
the underlying infrastructure to effectively route messages. The
Memory-mapped Streaming Analytics Pipeline is responsible
for consolidating data from various sources, processing it, and mak-
ing it accessible for further utilization. The Serverless Messaging
Layer enables the deployment and execution of code fragments as
reaction to some specific bound events without requiring the ex-
plicit specification of IP addresses. The programming abstraction
layer provides a set of customizable If-Then rules based on individ-
ual values or statistical trends of streaming windows to facilitate
the programming of reactive behaviors.

4.2 FaaS computing at the Continuum
The Faas paradigm aims at streamlining the process of developing
and deploying cloud-native applications. The emergence of the
product in question can be traced back to about 2017, coinciding
with the start of the AWS Lambda project. Subsequently, other
prominent e-commerce businesses have entered the market with
similar offerings [14, 15]. Function-as-a-Service (FaaS) computing
is a paradigm that enables the encapsulation of a basic stateless
application, referred to as a "function," within a pre-existing con-
tainer. Subsequently, the FaaS platform has the responsibility of
enveloping this function and furnishing an interface, commonly
HTTP-based, via which interactions with the function can occur.
The underlying container orchestrator assumes responsibility for
monitoring and load balancing the container.

In recent times, there has been a significant surge in the popu-
larity of some open-source projects within the realm of Function-
as-a-Service (FaaS). Notably, Knative [19] and OpenFaas [25] have
garnered considerable attention. Of particular note, OpenFaas has
shown widespread adoption, even in resource-limited and edge
computing environments [28].
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The utilization of edge and cloud computing enables the execu-
tion of functions, therefore concealing the architectural distinctions
from end users. This has led to the emergence of Function-as-a-
Service (FaaS) as a potential means of proliferating computing
across the continuum, as evidenced by recent research studies
[12, 32]. The primary obstacle faced by serverless applications per-
tains to the ability to establish connections between functions in
a graph-like manner, enabling the composition of intricate con-
tinuous systems without relying on a central coordinating point.
In a prior study, authors have introduced OpenWolf, a serverless-
oriented broker that facilitates the distribution and orchestration of
functions across a Kubernetes federation comprising diverse nodes1.
This is achieved through the utilization of amanifest, which consists
in a JSON file that draws inspiration from the serverless workflow
description language (source). It serves the purpose of initializing
functions in various contexts and can also be used to describe func-
tion interactions using a Boolean equation language. The ultimate
outcome is a distributed function-based graph, as depicted in Figure
2.

Figure 2: FaaS continuum workflow

4.3 Dynamic Faas scheduling
The limitations of a system like OpenWolf include the fixed alloca-
tion of a workflow function to a predetermined tier, as determined
at the beginning of the manifest or as decided by OpenWolf during
the workflow bootstrap process. Additionally, there is difficulty
in dynamically linking newly incoming functions to existing ones.
Regrettably, as emphasized in section 3, the prioritization of a partic-
ular computation is subject to fluctuations based on factors such as
incoming data, system overload, or external changes. Consequently,
adhering strictly to a predetermined function schedule does not
adequately address the necessity of repositioning a function based
on its urgency. Furthermore, in response to newly acquired data,
the system may necessitate the use of novel functions inside the
existing workflow. This would entail the implementation of a fresh
workflow manifest, resulting in potential time wastage or the mod-
ification of function invocation parameters.

In contrast, RPulsar inherently facilitates the dynamic binding
of new producers and consumers, as well as the ability to respond
to changes in the data or system status. However, RPulsar lacks
support for Function as a Service (FaaS), hence missing out on the
various advantages it offers.

The works of Rpulsar and OpenWolf exhibit an obvious comple-
mentarity, as the objective of this work is to address the inherent
weaknesses of one work by leveraging the strengths of the other.

1https://github.com/christiansicari/OpenWolf

In order to achieve this, we retained the RPulsar core function-
ality that enables the dynamic association of producers and con-
sumers. However, we made a modification to the structure of the
consumer. It is now implemented as a function wrapper, encompass-
ing both the reference to the function it is intended to execute and
the configuration settings that override the default values. At this
point, the consumer is capable of assuming the role of a producer,
thereby generating system data as an output. Subsequently, more
consumers can be associated with this output. The necessity of a
manifest is obviated as the definition of a Workflow is implicitly
established via the binding of producers and consumers. The rule
engine from RPulsar has been preserved, albeit with modifications
to accommodate the Function monitoring system. These modifica-
tions enable the generation of reactions, such as the execution of a
function at the edge instead of the cloud, in response to changes in
data, required Quality of Service (QoS), or system overloading.

Figure 3: Function spreading on Continuum

5 ARCHITECTURE
As depicted in Figure 4a, the architectural structure of this work
consists of three distinct layers, namely the Infrastructure Layer,
Workflow Layer, and Application Layer.

5.1 Infrastructure Layer
The infrastructure layer includes all the hardware and primary
services used in RPulsar, such as IoT devices and sensors used to
capture and send data on RPulsar, and the Continuum infrastruc-
ture composed of edge, fog, and cloud nodes. Independent of their
type, Continuum nodes are composed of a hardware part (embed-
ded processors, workstations, and data centers) and a service part
composed of a serverless platform and/or a storage area.
The Serverless Platform is the core of the project, and we imple-
mented it using OpenFaaS. OpenFaaS is an open-source serverless
platform that lets one build, deploy, and manage functions using
Kubernetes or faasd. OpenFaas is composed of:

(1) The gateway that lets us invoke functions or use API to
interact with OpenFaas;

(2) NATS that collect asynchronous function requests;
(3) Prometheus, which provides metrics about the running func-

tions;
We have chosen OpenFaas among all other open-source FaaS

providers because of its performance, low resource utilization, abil-
ity to work on multiple architectures, and support of asynchro-
nous functions. The Storage Area is realized using Minio, an S3-
compatible object storage, and it plays a critical role in providing a
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(a) Architecture overview (b) ARMessage exchange sequence diagram

Figure 4: Architecture overview and message exchange

space where functions can store and retrieve input and output data
that, in turn, are used by all the functions in the triggered workflow.
The Rule Engine at the Service Layer determines which storage
area has to be used as well as where to run a function.

5.2 Workflow Layer
The Workflow Layer can be considered an abstract layer since it is
not composed of components or hardware like the Infrastructure
and the Application layers, but it is shaped by the interaction of
those layers. This layer is composed of the functions and the objects
that are available during the life cycle of a workflow. Each function
is represented using the fn symbol, and they are double linked with
one (or more) object represented with the obj symbol, and both are
connected to the Infrastructure Layer. These links exist because
each object belongs to one or more functions; on the contrary, a
function consumes and produces objects. This map between func-
tions and objects is not hidden to the final users that submit data
consumers to RPulsar. The Rule Engine determines the Workflow
Layer and Infrastructure Layer links, which locates and relocates
functions and objects to satisfy some given constraints. In this case,
this mapping is hidden to the final users, who are not interested in
where functions and data are located but in the satisfaction of the
QoS parameters they defined. Of course, functions interact with
each other accordingly to their profile matches, and this implicitly
creates a FaaS workflow.

5.3 Application Layer
The Application Layer contains all the services needed to design,
trigger and adapt a workflow over the infrastructure layer, and it is
composed of the Data Log, the Function Repository, the Enhanced
Proxy, the Rule Based Engine, and the Data Consumers.

The Data Log is a distributed MongoDB instance, and each
peer contains the sets of information related to the continuum host
where they are installed. Each peer is filled with the information
that the Enhanced Proxy can provide about the function’s execution
that happened in that node, and it can be queried to build metrics-
based scheduling rules.

The Function Repository is a centralized service used to pub-
lish, version, and retrieve functions that can be used immediately
on any node at the Infrastructure Layer. Functions are stored using
pre-configured docker container images that allow building func-
tions in Python, Java, Golang, Javascript, and Ruby. Each function
can be cross-compiled and published for different architectures, like
armv7, armv8, amd64, or ppc64le. The deployment of a function on
a node will success if the right architecture image is available. Using
a single Function Registry improves the code reusability, letting
share functions among all the RPulsar users instead of using custom
code at any time.
The Enhanced Proxy redirects the requests to a function to the
Infrastructure node where that function is run for that specific
workflow. In this way, we avoid directly interacting with a function,
then hiding the composition of the Infrastructure Layer. This proxy,
while forwarding the requests and the responses to and from a func-
tion, asynchronously queries the Prometheus instance installed in
the Serverless Platform where the function has been run and stores
the fetched metrics in the Data Log to be used by the Rule Engine.
The Rule-Based Engine is the highest level service component
that takes advantage of all the previous components to let the final
users to define rules that drive the position and relocation of a
specific function inside a workflow. Those rules can be based on
one or more of these factors:

• Incoming data;
• current loading of the system;
• History about previous similar jobs.

The policies can be evaluated at any new incoming data, then letting
RPulsar dynamically spread and optimize the computation (and
storage) on the Continuum when needed.

[caption=Payload based Rule,label=lst:payloadrule,language=Java]
if(payload < 5) invokeFunction(faas=FZoneX, f=function, data=payload,
cfg=config, zone𝑜𝑢𝑡 = 𝑆𝑋 )𝑒𝑙𝑠𝑒𝑖𝑛𝑣𝑜𝑘𝑒𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑓 𝑎𝑎𝑠 = 𝐹𝑍𝑜𝑛𝑒𝑌, 𝑓 = 𝑓 𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑑𝑎𝑡𝑎 = 𝑝𝑎𝑦𝑙𝑜𝑎𝑑, 𝑐 𝑓 𝑔 = 𝑐𝑜𝑛𝑓 𝑖𝑔, 𝑧𝑜𝑛𝑒𝑜𝑢𝑡 = 𝑆𝑌 )

In the listing ??, we define a rule that selects a node where to
run a function based just on the content of the payload. Depending
on the value and the meaning of this value, we can define where to
compute and where to store the function’s output.
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[caption=Metrics based Rule,label=lst:metricsrule,language=Java]
node=Datastore.getMetrics("TTR < 10s", "1d").sort("TTR: ASCEND-
ING")[0] invokeFunction(faas=node, f=function, data=payload, cfg=config,
zone𝑜𝑢𝑡 = 𝑛𝑜𝑑𝑒.𝑐𝑙𝑜𝑠𝑒𝑠𝑡 ())

In the listing ??, instead, we are accessing the datastore to find
the list of nodes where the Time to Respond (TTR) has been less
than 10 seconds in the metrics collected in the last day, then we
retrieve the first node from this list. The invocation of the function
will then use the retrieved node to run the function, and it will store
the function’s output in the closest storage zone.

5.4 Message Exchange
RPulsar is able to build and activate Workflows using an advanced
Pub/Submodel based on the matching of producers’ and consumers’
profiles. This process is deeply explained in [29], but we needed to
modify them in order to include the use of the FaaS.

To start a workflow, we need that producers and consumers
exchange ARMessages in the order shown in Figure 4b. Producers
and Consumers do not know each other, then they just interact
with an RPulsar node (RP), which will create a communication
channel between them later. In the figure, the Consumer C1 sends
a NotifyData message, this message is used to let RP know that it
is interested in data that has a profile p1, and when it receives it, it
will apply a foo() function on it, providing a result with a p2 profile
(C1 will become a producer too then). Afterward, a producer (P1)
sends a NotifyInterest message to RP, saying that it can send data
with p1 profile.

RP notices that C1 is interested in consuming P1’s data; namely,
there is a match. RP then activates the Rule Engine and schedules
the C1’s foo() function on one of the Serverless Platforms (OF) and
the Object Storage (OS) to use in the Infrastructure Layer. RP will
use the OpenFaas API to deploy the function on the scheduled node,
it will receive back the endpoint to use to invoke the function.When
the OF is ready, RP will send a NotifyMatch message to P1, then
P1 will start to produce and send data. Finally, RP will invoke the
function on OF sending the P1’s data in the payload. Once executed,
the function will store the result on the OS and inform RP that the
computation is completed. If a new consumer C2 interested on data
with profile p2 will appear, this workflow restarts, but this time the
producer will be acted from C1, that instead of sending directly the
data will tell RP the OS address where the data are.

6 PERFORMANCE ANALSYIS
6.1 Evaluation methodology
In order to evaluate the enhancements made in this enhanced ver-
sion of RPulsar, a Continuum scenario has been set up. In this
scenario, RPulsar assumes the responsibility of both publishing and
receiving Internet of Things (IoT) data through the utilization of
Function-as-a-Service (FaaS) capabilities. In this part, a series of
tests were conducted to compare the suggested processing tech-
nique with a conventional approach in which stream processing is
situated at a fixed place within the infrastructure’s core.

6.1.1 Dataset. In the scenario we considered, we aim at consuming
sensor and camera data from the SAGE platform 2 to detect the
2https://sagecontinuum.org/

presence of smoke. To publish sensor data, we will locate an RPulsar
producer at the Edge of the network, while a second RPulsar node
will consume it using a function that can be located in any FaaS
Zone.

6.1.2 Testbed. In this testbed, we considered three zones located
at the edge of the network where data are even produced, in the
cloud, specifically in a High-Performance Data Center, and in one
in the fog, namely in the middle of the route between the edge and
cloud zones. More details about those zones are given in Table 1.

6.1.3 Baselines. We are interested in twometrics, the Computation
Time (CT) and the Request Time (RT). The CT metric measures just
the time to execute the function on the payload and get a result; it
does not include any other task. The RT measures the time elapsed
from when a request is started to when the result is sent back to the
client. Indeed, this metric involves the CT, as well as the network
card’s ability to compress and decompress the request, and the
network bandwidth used to transfer the data from the client to the
serverless platform. These two metrics are obtained from the Data
Log component and can even be used to build performance-oriented
deployment rules, as seen before.

We tested the Edge-Fog-Cloud Serverless environment, consid-
ering two main parameters: the payload size and the number of
concurrent requests. Regarding the payload size, we have consid-
ered two different kinds of datasets, the lightweight, composed of
five payloads of sizes 100KB, 200KB, 300KB, 400KB, and 500KB; and
the medium weight, composed of five payloads of size 1MB, 1.5MB,
2MB, 2.5MB, and 3MB.

We selected these two datasets among all the possible choices be-
cause those are the smallest that allow us to demonstrate a change
of behavior in terms of performances between the cloud, the fog,
and the edge nodes. With respect to concurrent requests, we con-
sidered 11 different use cases, from 1 request at a time to 100. Even
in this case, these values allow us to study a change of behavior in
the computation layer.

Figure 5: Best Computation Time (CT) on each zone increas-
ing payload size

The first simple test is shown in Figure 5. The test lets us see the
difference in terms of hard computation on all three zones when
they compute heavier payloads. As totally expected considering
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Table 1: Cluster’s nodes characteristics

[gray]0.8Instances [gray]0.8Continuum
Tier

[gray]0.8CPU [gray]0.8Memory[gray]0.8Operating
System

[gray]0.8Location [gray]0.8Network
Upload
Speed to
Server

[gray]0.8Network
Download Speed
from Server

1 Edge Cortex-A72 4-cores
1.8 GHz

8 GB Ubuntu 18.04
Aarch64

CloudLab Utah
Datacenter

17.6 Gbits/sec 17.6 Gbits/sec

1 Fog Intel i7-5930K 12-
cores 3.50GHz,

32 GB Ubuntu 22.04
Amd64

SCI Institute, Utah 543 Mbits/sec 542 Mbits/sec

1 Cloud Intel Xeon 54-cores
2.00GHz

254 GB Ubuntu 18.04
Amd64

Gigabit P2P Cloud-
Lab Clemson

407 Mbits/sec 406 Mbits/sec

the resources described in table 1, the edge zone performs worse
than cloud and fog zones for any payload size, and the gap between
the zones increases, increasing the payload size by a super linear
factor.

Fog and cloud zones, instead, keeps comparable performance
results for any payload size.

6.2 Evaluation results
Based on the collected data presented in Figure 5, together with
the measured network latency between the tiers utilizing the iperf3
tool 3, as documented in Table 1, it is possible to calculate the
optimal RT value for various payload sizes. The comparison be-
tween the ideal value and the actual value has been conducted,
and the findings are presented in Figure 6. The chart illustrates
that actual performances generally are inferior compared to ideal
performances, particularly for cloud and fog. Moreover, there is
a constant delta between real and ideal values. This assertion is
untrue in the edge where the difference between real and ideal
performances becomes negligible with small computed data. How-
ever, when considering medium-weight datasets, the real value
significantly deteriorates performance, hence amplifying the delta
between it and the ideal value. This trend suggests that the edge
layer may exhibit better performance under light workloads, mostly
due to minimal network use. However, it is anticipated that this
performance may significantly fluctuate when subjected to larger
workloads, as we want to evaluate in the near future. In general, we
can affirm that when the payload is small and therefore the pure
computation time is minimal, the effective time spent to consume a
request is taken by environment and infrastructure factors: such as
network bandwidth, system load and internal process scheduling.

In figure 7, we measured the RT, when just one request is sent per
time on all three tiers. Figure 7a shows the performance guaranteed
using the small dataset. Here, despite the tests shown in figure 5,
the edge dominates both the performance of cloud and fog; in fact,
the involvement of the network that is needed to send the data
away from the edge outweighs the time needed to compute the
data, producing the shown result.

Subfigure 7b instead represents the same information in figure
7a, but using the medium-weight dataset. Results shown here to-
tally revert to what was discussed previously; in fact, in the edge,
we are no more able to efficiently compute incoming requesting,

3https://github.com/esnet/iperf

performing overall worse than both the cloud and the edge. Respect
the previous figure, it is absolutely interesting even to analyze the
stability at the edge; in fact, while for small payloads, all the tests
run on the edge have almost the same performance, we see many
more outliers and bigger interquartile ranges for bigger payloads.

Figure 8 illustrates the RT when requests arrive with an increas-
ing parallel factor and the payload size is fixed, in an effort to
evaluate the scaling capabilities on the three tiers.

The payload in subfigure 8a is fixed at 400KB. The edge and
cloud indicate a more stable behavior than the fog in this instance.
Specifically, the edge node needs 16 times longer to process 100
requests than the cloud node, which does not significantly alter its
RT. In spite of this, there are very few outliers and all executions
are fairly near to the median value. On the other hand, fog node
performs worse than both cloud and edge, and its anticipated value
is unreliable due to a large number of executions that deviate from
the median value.

In conclusion, the scaling property is examined in subfigure
8b when the payload size is set at 3 MB. We have already shown
that the edge performs the worst in these circumstances; in fact,
this behavior is even more pronounced when there are concurrent
requests. As we can see from the figure, the edge performs worse
overall on all scales, but there is also a high degree of instability
in the results, which is indicated by the enormous interquartile
ranges in the box plots. One important thing to keep in mind when
doing urgent computing is the stability of the outcome. When 100
simultaneous requests are taken into account, as shown in this
image, the best median value we can get is in the edge, which
should respond in 832 ms as opposed to 2845 ms in the cloud and
3465 ms in the fog. It is clear that Edge and Fog may do far worse
than Cloud in the worst scenario if we include even the outliers and
the highest values in the boxplots. Because of this, cloud reliability
is significantly higher when ensuring a result within a given time
frame is crucial. However, the edge can be a preferable option if
our goal is to answer as quickly as possible and the risk of missing
this deadline is acceptable.

6.3 Summary
The objective of these experiments was to assess the capabilities of a
continuum environment in terms of performance, specifically when
numerous independent serverless layers are distributed across both
cloud and edge infrastructures. The scaling factor has been con-
sidered, which is quantified as the capacity to maintain consistent
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Figure 6: Ideal request duration vs real one on increasing payload

(a) Request Time (RT) single request with small dataset

(b) Request Time (RT) single request with medium dataset

Figure 7: RT with one single request at time

performance levels despite a growing need for computational re-
sources or data processing. The findings of our study align with
the existing knowledge in the field of continuum computing. We
have emphasized the benefits of utilizing edge infrastructures for
performing low-demand and small-scale computations. This ap-
proach leverages the near-zero network cost while ensuring an
optimal balance between computational power and resource use.

Cloud computing, as anticipated, has demonstrated superior perfor-
mance in handling high demand and intensive workloads. All of the
aforementioned data can be accessed within the Data Log, render-
ing them suitable for the formulation of scheduling auto-balanced
rules.
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(a) Request Time (RT) on increasing requests with 500KB payload

(b) Request Time (RT) on increasing requests with 3MB payload

Figure 8: Request Time (RT) on increasing parallel requests

7 CONCLUSION AND FUTUREWORKS
Previous research has introduced RPulsar as a tool that is native
to edge computing. It is utilized for the purpose of designing and
implementing event-driven workflows that are centered around the
Internet of Things (IoT). This is achieved through the utilization
of a robust profile match engine, which facilitates the automatic
connection between generic data producers and consumers. Sub-
sequently, in light of the significant increase in popularity of FaaS
open-source platforms, our objective was to leverage these plat-
forms for the purpose of designing and deploying continuum native
workflows. These workflows would connect FaaS functions through
the utilization of a distributed broker known as OpenWolf.

The objective of this study was to modify the adaptability of
RPulsar to implicit design workflows, namely by integrating the
OpenWolf potentiality to distribute and reuse functions across sev-
eral Continuum tiers. The construction of a connected distributed
Continuum environment was achieved by utilizing the RPulsar
core architecture. Subsequently, modifications were made to the
structure of the producers and consumers’ profiles, enabling the
inclusion of a function reference for the purpose of publishing and
consuming data. In contrast to generic tasks, FaaS functions possess
a distinct task domain, and the ability to anticipate their behavior
is facilitated by the availability of a function execution history for
querying purposes. As a result, the RPulsar Rule Engine has been

enhanced to utilize the execution history as a basis for determining
the optimal location for executing a function, hence guaranteeing
the desired Quality of Service (QoS).

After the implementation of the aforementioned modifications,
a comprehensive evaluation and analysis of the augmented RPul-
sar software stack were conducted to assess its performance in a
dynamic environment subjected to varying levels of system stress.
The evaluation was carried out by simulating a smoke detection
use case as a representative scenario for Urgent Computing.

Our future endeavors are focused on developing a default au-
tomated scheduling engine that determines the optimal location
for computation, considering factors such as recent historical data,
needed quality of service, and the current system’s workload. It
is likely that this system would incorporate Federated Learning,
which has the potential to leverage a large distributed edge cloud
environment [41] similar to the one on which RPulsar is intended
to operate.
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