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Abstract

In this article, we consider a system of parametric ODEs which involves unknown
parameters and we seek to identify the values of the parameters associated to a given
measurement. To do so, we place ourselves within the fairly usual framework that
this single measurement is in fact taken from a population of data and we therefore
want to take advantage of the statistical knowledge about the population to regu-
larize the classical minimization problem associated to our identification problem.
In the method that we propose and that we call the Latent Variable Gradient Flow
method, the data set is represented by an autoencoder neural network which allows
to associate to each element of the data set a latent variable. Then, introducing
a non-linear mapping between the parameter space and the latent variable space
allows to convexify the cost function and to demonstrate convergence properties.
These properties are numerically illustrated with different tests on Van der Pol and
FitzHugh-Nagumo models.



1 Introduction

In many studies of experimental sciences, such as chemistry, biology or environmental
engineering, mathematical models are used to describe the behaviour of the dynamical
systems. Those mathematical models consist of systems of ordinary differential equations
(ODEs). For the most part, these ODEs contain parameters that are associated to phys-
ical, biological, or other properties of the system. To assess the relevance of the model, it
is necessary to understand the role of these parameters and to set their values in order to
generate signals that are close to reality. In addition to parameters, the system is com-
pleted by the data of the initial state whose values may be unknown or uncertain. When
faced with an experimental observation, identifying the unknown parameters and the ini-
tial state to closely match the experimental results is a key step in the development and
understanding of ODEs [32]. However, this identification problem which belongs to the
class of “inverse problems” is a complex task, especially when the ODEs system consists
of a large number of equations and parameters.

To define the context more precisely, let us introduce some notations which will be
defined in more detail later on. Let a system be described by a mathematical model,
in which the output u is affected by a certain number of parameters and by the initial
conditions. Let us denote by 6 the vector of these parameters and initial conditions.
To simplify the formulation, in what follows, we will describe in general 6 as a model
parameters vector, even if it also includes the initial conditions. Then, we introduce the
parameter-to-output map ¢ which associates to the vector 6 the output u: u = ().

The general problem reads as follows: given some measurements u* of the output, we
try to estimate the model parameters 6* such that u* = ¢(6%).

Classically, the estimation of model parameters ([1, 4]) is cast as an optimisation prob-
lem. In particular, a cost function is defined based on the data misfit and the parameter
0 is estimated by minimising the discrepancy between the model observations ¢(6) and
the actual measurement u* of the system. This formulation often leads to a non-linear
non-convex possibly high-dimensional optimisation problem. This could be dealt with in
two ways:

1. Local (often gradient based) optimisation methods. These methods include Quasi-
Newton methods [15, 19], the Gauss-Newton method (incorporating explicitly de-
rived and efficiently computed sensitivity equations [6]), as well as other gradient-
based methods [3]. The local gradient-based optimisation methods might encounter
convergence issues when the initial guess is far from the true parameter values [25].

2. Global optimisation approach. For example, commonly utilized stochastic search al-
gorithms include evolutionary computation, adaptive stochastic methods, and clus-
tering methods. Other global optimisation methods are the genetic algorithms, as
proposed for instance in [38] for the determination of rate constants in heterogeneous
reaction systems, and collocation methods, as proposed for instance in [2] and [7].
In many cases, stochastic search algorithms are used to select good initial guesses
for starting either a Quasi-Newton method or a gradient-based type minimisation.
Global optimisation methods are often very expensive from a computational point
of view and might become prohibitive when the number of parameters is large [22,
41].



Another way to try to solve the problem is purely based on data. Let us assume
that, in certain situations, we have examples of pairs of parameters and observations,
{0(7;), u(i)}l <i<n,- For example, the work in [18] used a supervised convolutional machine-
learning method to learn the physical model parameters. The advantage of this kind of
model is that no a priori knowledge about the system is required. The main disadvantage
consists in the fact that we often need a large number of training pairs parameters-
observations.

Recently, many efforts were made in order to try to exploit both the knowledge coming
from the mathematical model and from sets of data, such as physics-informed neural
networks (PINNs) mentioned in [16, 20, 24, 39|, deep operator network (DeepONet) find
in [26] and physics-informed DeepONet (PI-DeepONet) find in [37].

PINNSs operate by taking time as input and by training the network to generate cor-
responding observations of the dynamic system. This training process leverages both
the available data and the underlying dynamics of the system. When addressing inverse
problems, the PINN’s loss function integrates two components: the discrepancies between
predicted observations and given data, and the residual of the differential equations, which
depends on the parameters. Then, the network optimises the parameters of the network
and estimates the parameters of the dynamical system. PINNs might suffer from the
so-called spectral bias [31], which refers to the fact that it tends to prioritize learning
the low-frequency part of the solution, not rendering properly multiple frequency scales.
To overcome this issue, Fourier Features-Neural Networks (FF-NN) have been proposed
to solve dynamical systems and perform inverse problems [33]. Another limitation of
PINN-based methods is that they often require a large number of iterations and evalu-
ations to converge to an accurate solution. This computational intensity is a drawback,
especially when dealing with dynamic systems consisting of a large number of equations
and parameters. In the continuity of PINN-based methods, the method that we propose
in this paper seeks to leverage both available data and underlining dynamical systems.
However, as we will see, our method provides an alternative method of PINN for which
the computational demanding part corresponding to the training on the data set is done
in a preliminary part.

About the data set, we focus here on a specific situation: we consider that we do not
have data composed of pairs of parameters-observations but that we only have observa-
tions

{u(l)}gigm
consisting in a collection of measurements taken on a population or a set of experiments
and we assume that our (novel) observation u* comes from the same population. This
situation, which is quite common in a number of realistic applications, is by far more
difficult than the one in which pairs of parameters-observations are available (as we have
no direct information about the parameters anymore).

In this paper, we will propose a new method of parameter estimation which relies
on a regularisation of a classical parameter estimation by means of the data set. A
representation of the data set by an autoencoder will allow to describe an element of the
data set by a latent variable. Then, the method performs a non-linear mapping between
the parameter space, where the cost function associated with the parameter estimation
is non-convex, and the latent variable space, where the cost function is convex. Since our
method can be described as a gradient flow for the latent variables of the autoencoder, it



will be called the Latent Variables Gradient Flow (LVGF) method.

In addition to the presentation and study of the LVGF method, this paper also presents
a novel method to estimate the intrinsic dimension of a data set U = {u(i)}l <i<Ny' Identi-
fying this intrinsic dimension is an important point in the implementation of our method
since it allows to set the value of the latent dimension of the autoencoder trained on the
data set. The proposed method will be based on the use of autoencoders and a criterion
based on the approximation of the Lipschitz constant of the encoding and decoding maps.
For an ODE system satisfying observability and identifiability properties, this intrinsic
dimension is related to the dimension of the set of parameters which are varying in the
population.

The structure of the work is the following: in Section 2, we will state the parameter
identification problem, present our parameter estimation method which we call the LVGF
method, and study the convergence properties of this method. Moving on to Section 3, we
will show some theoretical results and the methodology of using an autoencoder to per-
form intrinsic dimension estimation which is a part of the parameter estimation problem.
Section 4 will be dedicated to demonstrating the performance of our proposed intrinsic
dimension estimation method using two example dynamical systems. At last, in Section
5, we will assess the LVGF method’s ability to solve the parameter estimation problem
on the dynamical systems presented in the first section and compare its performance with
the classical minimization method.

2 Parameter estimation

2.1 Problem statement

Let us consider a system of ODEs:
i(t) = f(x(t),¢), Vt € (0,T), @.1)
z(0) = xg '

where z : [0,7] — R is a real vector valued function, ( € RY represents a vector of
constant parameters and zy € RY is the initial state. We assume that, for every z, € RY
and ¢ € RY, system (2.1) admits a unique solution x in C*([0, T])V.

For this system, we consider that the parameter values and the initial condition are
unknown or uncertain and we are interested in the simultaneous identification of param-
eters and initial data. We denote by 6 = (z¢,() € R™ with m = N + ¢ the vector that
we want to identify and look for # in a subset of R™ that we denote by ©.

The overall goal of our study is to identify the value of 8 € © C R™, by exploiting
some discrete measurements that we denote by u € R" of the solution z of system (2.1).
We denote by H the observation operator that models the measurement procedure:

H: oY [0, )Y — R (2.2)

For the sake of simplicity in the presentation, we assume that H only gives one scalar
information (for instance, one component of the vector valued function x) discretized in
time.



In addition, we define the map which associates the measurement to the unknown
parameters and initial data:

R™ - R™
T H(z(6,-)) (2:3)

where z(6, -) is the solution of system (2.1) associated to 6 = (x, ().

The classical deterministic identification problem can be formulated in the following
way: we assume that a datum v* € R" is given and we would like to identify §* € © C R™
such that

e(0) = u". (2.4)
Most of the time, this problem is numerically studied by reformulating it as an optimi-

sation problem. In a classical way, the functional to minimize can be for instance of the
form:

J(0) = llp(0) — |5 (2.5)

where || - ||, corresponds to the Euclidean norm in R™.

Such a problem is known to be cumbersome in a number of situations, due to the fact
that it is usually non-linear and non-convex. We will give a practical example of those
situations in the end of this section.

In the present work, we consider that, in addition to the map ¢ and the datum u*, we
have access to a set of N; € N* data, denoted U = {u(i)}KKNd € R™ which u* is a part.
We assume that these data come from a population (of individuals, or experiments), char-
acterised by a certain (unknown) distribution of parameters 6. This setting is justified
by the fact that it is indeed common to have access not to a single measurement but to
a large number of data. Therefore, our objective is to study how we can take advantage
of this whole set of measurements U in the identification of parameters associated to a
single measurement u* and if adding information coming from the knowledge of the set U
can allow to construct a regularisation for the parameter estimation problem. This idea
will be the starting point of the LVGF method presented in 2.3.1.

In what follows, we will illustrate our approach on two ODE systems.

First, we will consider Van der Pol model, a model proposed in the 1920s by Van der
Pol [34] to represent the oscillations in vacuum tube circuits. It is given by the following
system:

T =,
v =p(l —2*)v — =, (2.6)
(,v)(0) = (0, vo)-

In this equation, > 0 is a fixed parameter which reflects the degree of nonlinearity of this
system, xq is the initial position and vy is the initial velocity. For this model, we assume
that we measure the state variable x on the whole time interval and we are interested in
the identification of 6 = (xg, vo, ).



Second, we will consider FitzHugh-Nagumo model which describes the dynamics of a
spiking neuron. It is given by

. 3
U:U_%_w'i_]eact)

w="1(v+a-—bw), (2.7)
(v, w)(0) = (vo, wo)

where v corresponds to the membrane potential, w to the recovery variable and I.,; to a
stimulus current. For this model, we assume that we only observe the state variable v and
that the value of I.,; is known. For this problem, we are interested in the identification
of 6 = (vo, wy, a,b, 7).

2.2 Identifiability and observability of the inverse problem

Before testing numerical methods for the resolution of the identification problem (2.4), it is
essential to ensure the uniqueness of a solution to (2.4) or, in other words, the injectivity
of ¢ in ©. Not having this type of theoretical property can in fact explain numerical
convergence issues independently of the numerical method chosen.

Moreover, contrary to Tykhonov methods that can overcome a lack of uniqueness in
the identification problem through the add of a prior, in our case the only information that
we add to regularize our minimization problem comes from the knowledge of a data set.
Thus, the underdetermined nature of the problem would remain despite the regularization
process.

Since 0 is composed both of model parameters and initial data, this identification
property is related to two distinct notions in inverse problems: first, the notion of iden-
tifiability which refers to the fact that model parameters are uniquely determined by the
output and, second, the notion of observability which refers to the fact that the initial
conditions are uniquely determined by the output.

Let us notice that the identifiability and observability of the problem introduced above
can be reduced to the observability of the following augmented system (as presented for
instance in [13] and [27]):

(2.8)

X(t)=F(X(t),Vte(0,T),
X(0) = (0,¢) =0

where 6 is taken in ©, X = (z,() : [0,7] — R™ is a regular function and F' is given by

F.:R™ — RT™
(z,¢) = (f(2,¢),0).
Contrary to the observation operator given by (2.2) and adapted to the numerical

framework where the solution is discretized in time, we consider in the theoretical frame-
work that we have access to measurements at each time in [0,7] and we denote by

(2.9)

heCY 0, TN — ([0, 1)) (2.10)

the observation map which associates the time-dependent measurement to the solution X
of the ODE system (2.8).



Numerous works address the question of identifiability and observability for ODE
systems and there is a wide variety of methods for doing so. About ODEs modelling,
we can quote [12], [35], [5] and [36] among many references. Following these last two
references, we are interested by the structural observability property for system (2.8) (or
by the structural identifiability and observability property for system (2.1)) which means
that, for almost all initial conditions X;(0) and X»(0) in ©

For the two ODE models presented in the previous section, the we have the following
results:

Proposition 2.1. If we measure the variable x, Van der Pol model (2.6) is structurally ob-
servable and identifiable in the variables (o, vo, 1), in the sense that (xq, vo, ) is uniquely
determined from the measurement of the function x in [0, T].

Proposition 2.2. If we measure the variable v, FitzHugh-Nagumo model (2.7) is struc-
turally observable and identifiable in the variables (v, wy,a,b, T), in the sense that
(vo, wo, a, b, T) is uniquely determined from the measurement of the function v in [0,T].

The proofs of these results are presented in Appendix A.

2.3 Latent Variables Gradient Flow (LVGF) for parameter es-
timation

2.3.1 Description of the LVGF method

The first ingredient of the proposed LVGF method relies on the construction of an au-
toencoder approximating the data set U. It consists in an encoder map ¥ : R" — RP
which compresses an input data u € U into a latent variable o = ¥(u) € RP with p < n
and a decoder map UT : RP — R™ which recreates an approximation of the input data
from the latent variable. Thus, in the data set U, which we can think about as a sampling
of an embedded submanifold & C R", ¥ oW (u) is a good approximation of u. The set-up
of the autoencoder will be specified in Section 3.1. Let us notice that the choice of the
hyperparameter p is related to the notion of intrinsic dimension of &/ and, by using some
recent results in approximation theory, the estimation of the intrinsic dimension will be
discussed in Section 3.2.

The rationale behind the introduction of the autoencoder is the following: the latent
variables @ € RP are, at the same time, observable and related to the parameters 6 € ©.
Indeed, given u* = (0*) € U, thanks to the encoder ¥, we can easily compute the latent
variable o* associated with it, o* = W(u*). Furthermore, we are aware of the relationship
between 6* and a* which is defined as follows:

Vo p(0%) = a*.

By leveraging these two observations, we can introduce a method in which, by trying
to match the latent variables values o, we estimate 6*.

The way in which we try to reach this goal is by introducing a gradient flow in the
latent variable «, which motivates the method name: Latent Variable Gradient Flow
(LVGF).



In what follows, we use the notation g = W o ¢ : R™ — RP and assume that
g € C*?(0@), for some >0 and rank Vg(f) = p, V0 € ©. (2.11)

Under these hypotheses, we can consider the generalized inverse (also called the Moore-
Penrose pseudoinverse [28]) of Vg(6) defined for a matrix M, by MT .= MT"(MM™)~".
Moreover, we assume that there exists a constant C' > 0 such that, for all § € ©

IVg(0)'] < C. (2.12)

The LVGF algorithm is based on the following iterative process: let a step s > 0 and
an initial value 6y € © be given. We denote by «g the initial value associated to 6y, that
is ap = g(0y). Then, we define the sequence (6y)ren iteratively by: for k € N

NGy = sM(a* — ay) where M, = Vg(6;)
Oprr1 = Op + AGy, (2.13)
aps = g(0kta).

By definition, Afy is thus the unique vector of smallest norm solution in R™ of the system

MiAO, = s(a* — ag).

2.3.2 Convergence of the LVGF method

In the following proposition, we prove a convergence result on the sequence () in the
specific case where the parameter space is the full space R™.

Proposition 2.3. We assume that © = R™ and that g satisfies the hypotheses (2.11)-
(2.12). Then, for s > 0 small enough, the sequence (O )ren defined by (2.13) converges to
some 0 € R™ which satisfies

a” = g(0). (2.14)
Moreover, there exists a constant C > 0 depending on o — o and C such that
~ C S\ k
0 —0pllm < —(1—=
16 Oull < = (1= 3)

Proof. Let k € N be given. According to (2.13), we have
af — agprr = o — g(bk + Aby).
Since g € C1#(©), we can write
g0, + A0) = g(Ok) + MpAOy + § = ap + s(a” — o) + &
where &, € RP satisfies

~ AL 148k 148
1€clly < ClAG]L < CCT7s" ot — ay],

where we have used (2.12) and denoted by C' the Hélderian constant of Vg. This implies
that

lo = apgallp = [[(1 = s)(@” — ax) = &l

* ~~1+8 *
< (1=s)lla =g, + CC s — a7



Assume now that the step s €]0, 1] is chosen such that

~_1+5 E ]'
CCs | — |l < 5

Then, an argument by induction allows us to deduce from the previous inequality that,

for all k €¢ N

||0‘* - ak“p < ||a* - O‘OHP-

Therefore, we deduce that, for all £ € N
* 8 *
lo* = pall, < (1 - §)||04 — avg[p-

So the sequence (ag)ren linearly converges to a* and

S\k
o =l < (1= 2)lla” = ol

This implies that the sequence (6y)ren satisfies

* Sk *
1141 = Onllm = A0kl < Clla” = all, < C(1 = 5) [l = aoll,.

In particular, since (fy)ren is a Cauchy sequence, it converges to some 6. Moreover, we
have

~ 2C ENIT
||Q—Qk||m§?(1—§) [l = ol

At last, passing to the limit in the expression ay, = (), we deduce the formula (2.14). O

Corollary 2.4. Under the same hypotheses as Proposition 2.3, we assume in addition
that U : U — RP and ¢ : R™ — R"™ are one-to-one and that 0 € o= (U). Then, for s >0
small enough, the sequence (O )ren defined by (2.13) linearly converges to 0* € R™.

This corollary directly comes from the fact that, by definition of a* and according to
equation (2.14), the limit € of the sequence (6)ren satisfies:

Uop(l)=Top).

Thus, under the hypotheses of the corollary, 6 = 0"

Let us add a few comments on the additional assumptions of Corollary 2.4. First, we
remark that the hypothesis that W : &/ — RP is one-to-one is naturally related to the
encoding properties of this function for which a given latent variable can correspond to
only one vector in Y. The hypothesis of injectivity of ¢ : R™ — R" is also a natural
assumption related to the identifiability and observability discussed in Section 2.2.

Since the algorithm given by equation (2.13) does not allow to ensure that the property
6 € o 1 (U) is satisfied, in practice, we correct it by adding a projection procedure. Let
us denote by P : R™ — R™ a projection operator on ¢ }(U). For a given §_; € R™, we
compute 6y = P(0_;) € o' (U) and replace system (2.13) by

A, = sM/(a* — ay,) where My = Vg(6y)
Ori1 = POk + Aby) (2.15)
1 = g(Okt1)-



Remark 2.5. In most of the realistic situations, © is not the whole space R™ but a
compact set in R™. The method can be written in a parametric domain (say, a box)
containing this domain, and such that 0* is an interior point of the domain. In the case
i which the iterates are all interior points, the result presented holds true without any
modification. If some iterates fall out of the domain, they can be reprojected into it. In
this case, further investigations would be needed to determine the speed of convergence.

Remark 2.6. The LVGF method can be applied also in the case in which p = m and it
has a remarkable interpretation. Let us assume that a parametric model is identifiable.
Let us recall that g € CYP(©). It follows that Mt = M=, for all # € © C R™. Solving
the problem with a classical cost function would amount to solve a non-linear, non-convex
optimisation problem. The function g =Y o can be seen as a change of variables making
it possible to cast the parameter estimation problem as the optimisation of the convex
function J(a) = ||ja* — a)?,.

Remark 2.7. The LVGF method comes with a way to verify, a posteriori, whether the
model solution ¢(0) does not belong to the population. This can be done by exploiting the
decoder ¢T. Let us consider: ||y ovop(0)—(0)|?. If this quantity is significantly larger
than the error obtained on the validation set when training the autoencoder, it implies that
the obtained solution is far from the ones belonging to the population.

2.3.3 Numerical implementation

For the numerical implementation of this method, it is necessary to describe how the
projection on ¢ !(U) is defined and computed. By noticing that the elements § which
belong to p~}(U) satisfy

UM oWo () — ) =0,

we introduce the functional
E(9) = |[¥T o Wop(d) — o(0)]]2 (2.16)

and define the projection P(#) as the solution of the minimisation of E starting from
the initial data #. The minimisation of the function F is achieved by using the gradient
descent method.

In practice, to initialize the sequence (0j)ren with a 6y such that 6, € =1 (U), the
gradient descent method may fail if we start with a value far from the submanifold =1 (If).
So, we consider different initial values for 6y, run for each initial value the gradient descent
method and keep a 6 for which the optimisation procedure gives a value of E close to
zero. In addition, we do not run the projection step at each iteration but only if 6, begins
to move away from ¢~ !(U) which is tested by comparing the value E(6}) to a threshold
value. The details of the LVGF method are shown in Algorithm 1.

2.4 A numerical illustration of LVGF

In this section, a first numerical illustration of the LVGF method is proposed for the
identification of a two-dimensional parameter vector. Moreover, our method is compared
to a gradient descent method applied to the minimisation of the classical functional (2.5).

10



Algorithm 1 The LVGF algorithm
1: Input: N,,,, = maximum number of iterations; o = tolerance for ||a* — af|,; S =

[S1, 82, -vy Sp1<i<n
2: start with a random initial guess 6,
3: if E(6y) > € then
4:  run the projection § = P(6y)
5: else
6: 09 = 90
7. end if
8: compute a = V(p(h))
9: while j < N4, and ||a* — «||, > 0 do
10:  compute M = [VU(p(0))][Ve(0)]
11:  compute Af = [M]T(a* — a)
12: select 1 < ¢ <n the minimum point of {|la* — U(p(0 + s;,A0))||,, 1 <i < n}
13:  update 0 = 0 + s; A0
14:  if E(0) > € then
15: run the projection § = P(0)
16:  end if

17:  compute a = VU (p(h))
18: end while
19: return the value of the last iteration of 6

We consider Van der Pol model (2.6) and are interested by identifying 6 = (v, i)
whereas xg is assumed to be known and its value is given by zy = 0.5. We consider a
measurement v* defined by u* = ¢(0*) with 6* = (0.5,0.5) and our objective is to identify
this value 6*. In addition to u*, we consider that we have access to a data set U (contain
Ny = 1200 simulations) which has been generated in a preliminary step by varying the
values of i, randomly drawn from a uniform distribution in [0.05, 2.0] and setting vy = 0.5.
So in this case, the intrinsic dimension of the submanifold U is equal to 1. The latent
dimension of the autoencoder trained on this data set is fixed to p = 1 (this dimension
can also be rediscovered following the method presented in Section 3.2). We used AE1
(mentioned in Table 1) to approximate the data set U. There are 1000 samples used in
the training set and 200 in the validation set. Moreover, the parameters given as input of
Algorithm 1 have been fixed to Ny, = 2000, 0 = 10~% and S = [0.0005, 0.0025, 0.0125,
0.0625].

In addition to the LVGF method, we have implemented the gradient descent method
applied to the minimisation of the classical functional (2.5) in order to compare both
methods. In Figure 1, we plot the contour of the classical cost function given by equation
(2.5). We observe that the function is non convex and presents local minima in addition
to the global minimum at 6* = (0.5,0.5) represented by a red sign ”+”. The different
iterations for the classical gradient descent method applied to equation (2.5) and for the
LVGF method have been also depicted starting with the same initialisation 6y = (0.8, 1.9).

It is interesting to observe that the gradient descent method converges as expected
to a local minimiser whereas the LVGF method is able to go against the direction of
the steepest slope in order to change valley and reach the global minimiser. Thus the
information coming from the data set and added through the use of the latent variable

11



made it possible to correct the convexity defect of the classical functions and to identify
the right value of the unknown parameters.
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Figure 1: Contour plot of the classical function J(0) = |[u* — ¢(0)||? with 6 = (v, u):
comparison between the iterations of the classical gradient descent method (blue dots)
and the LVGF steps (red dots) with the same initial guess (blue cross). The value of the
true parameter, which is the minimum of J is 6* = (0.5,0.5), marked with a red cross.

Further numerical tests to better assess the performances of LVGF will be presented
in Section 5.

3 Lipschitz-stable autoencoders and intrinsic dimen-
sion

As presented in Section 2.3.1, our LVGF method relies on a description of the data set
U = {u},<i<n, by an autoencoder. These neural networks are dimensionality reduction
algorithms which learn two functions called encoder and decoder. The encoder function
associates to an input vector in R™ a vector called a code or a latent variable of smaller
dimension p.

It is important to notice that the dimension p is an hyperparameter that has to be set
before training the autoencoder even though, in general, the intrinsic dimension of a data
set is unknown. That is why the first question that naturally arises in the representation
of a data set by an autoencoder is to understand how to settle the dimension of the latent
variable. In this section, we propose a criterion based on the notion of stable manifold
width to estimate the intrinsic dimension of the data set. This criterion is a consequence
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of the result given by Corollary 3.2 which highlights the fact that, if the dimension of
the latent variable is smaller than the intrinsic dimension, the product of the Lipschitz
constants of the encoder and decoder functions will blow up.

3.1 Presentation of the autoencoder

In this section, we describe the autoencoder neural network and give some details on the
implementation of the autoencoder that we have considered in this work.

Figure 2: autoencoder systemic structure.

As described in [14] and [29], an autoencoder is a feed-forward neural network with a
systemic structure that is composed of multiple hidden layers which include an encoding
and a decoding part. The input and output layers have the same size as shown in Figure 2.
The encoder compresses the input data (u € R™) to some latent representation (o € RP):

U U—RP
Nur— a:=Y(u)

whereas the decoder decodes the compressed latent representation o and reconstructs the
input in u € R™:
ot RP — R"
ar— = Vi(a).
Among the key aspects that have to be set in order to define an autoencoder, we
need to specify the loss function to be minimised. In our paper, we have considered the
following loss function:

Ny
1 i i
EZH“() — (W) 3 (3.1)
i=1
where U = {u(i) }1 <i<N, corresponds to the data set. In addition, we chose the exponential

linear unit (ELU) [10] as the activation function:

T ifxz>0

plexp(z) — 1) otherwise (3.2)

ELU(z) = {

where p > 0 is a constant number (we have taken p = 1.0 in our numerical tests). This
activation function is differentiable, a property which will allow to estimate the Lipschitz
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constants associated to the encoder and decoder functions. The weights and biases of the
hidden layers were optimised by using an Adam optimiser [40].

In the numerical tests described in Sections 4 and 5, different architectures will be con-
sidered and, for each of them, we will specify the values of the hyperparameters (numbers
of hidden layers, number of neurons per layer).

3.2 A criterion based on stable manifold widths to determine
the latent variable dimension

In this section, we consider 4 C R"™ a compact embedded submanifold of topological
dimension p and we propose a criterion based on autoencoders to identify the dimension p.
We refer to [8] and [17] for an overview of the intrinsic dimension estimation methods, the
methods aim to project the original data & C R™ to a lower M-dimensional submanifold
of R” that M < n in a way that we will not lose the information of the original data.
When the minimum M-dimension is necessary to represent the observed properties in U,
M can be called intrinsic dimension.

Having in mind autoencoder applications, we are interested in nonlinear methods of
approximation of U depending on p parameters and built on two Lipschitz mappings that
correspond to the encoder map and the decoder map. Following [11], we then introduce
the quantity: for p € N and for given constants v > 0 and v > 0,

U) = inf sup |lu— Ul o U(u)||n

Oyt
DY ( o, Wt weld

where the infimum is taken over the  Lipschitz functions ¥ : ¢/ — R? and the v! Lipschitz
functions T : R? — R".

This definition is introduced in [11] under the name of stable manifold width with the
slight nuance that the definition of [11] also involves the infimum over all the norms in
RP. As explained in [11], the concept of stable manifold width compared to the concept of
manifold width (where the functions ¥ and ¥ are only assumed to be continuous) is mo-
tivated by the fact that the Lipschitz regularity allows to explicitly control perturbations
coming from noise or numerical approximation.

In the following proposition, we are interested by the case where p < p. This corre-
sponds to the case where the dimension of the latent representation space is smaller than
the topological dimension of the submanifold that the autoencoder has to approximate.

Under this assumption, the proposition gives a bound from below for the stable manifold
width.

Proposition 3.1. Let U be a compact embedded submanifold of R™ of topological dimen-
sion p. We assume that p < p. Then, there exists a constant C' > 0 which only depends

on U such that B
C p/(P—p)
e e I 33)

where R > 0 is such that U C B, (0, R).

For m € N*, we have denoted by B,,(y,r) with y € R™ and r > 0 the closed ball of
center y and radius 7.
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Proof. The proof of this proposition will rely on a result given in [30]. This paper intro-
duces and studies the notion of Lipschitz width, a concept close to stable manifold width.
Let € be such that € > 6, .+(U). Then, there exist a  Lipschitz function ¥ : ¢/ — R?
and a ' Lipschitz function ¥ : R? — R"™ such that

sup [|lu — T o U(u)|, <e.
ucl
Since ¥ is 7 Lipschitz and U C B, (0, R), we have V(U) C B,(¥(0),yR). Thus, we get

that

inf sup inf w— ()|, <e
‘I/; ueld «€By(¥(0),7R) H p( )H

where the infimum is taken over all the maps Ul : (B,(¥(0),vR), || - ||,) — R™ such that
T — gt
H\ij<al) \ij(CVQ)Hn < 1

sup

a1,02€Bp(¥(0),vR) ||a1 - 042Hp
Let us now introduce the scaled norm || - ||, s in R? defined by ||a||,s = %RHaHp. Then we
have
inf sup inf lu—Wl(a)|, <e

‘IJI, uwel @€Bp,s(¥(0),1)

where the infimum is taken over all the maps W] : (B, s(¥(0),1),]| - ||,s) = R" such that

[P () = Uh(az)lln
sup
a1,a2€B, +(¥(0),1) a1 — aslps
This property coincides with the fact that the fixed Lipschitz width of U associated to
the norm || - [|,s for the Lipschitz constant 4Ty R is smaller than e. Now, let us introduce
the Lipschitz width of ¢/ for the Lipschitz constant v'yR which is defined as the infimum

of the fixed Lipschitz widths over all the norms in R? and denote it by d, .i,r(U). We
thus have the following property:

<R

dp,’yT’yR(u) < €.

Thus according to Proposition 3.5 in [30], this implies that we have an upper bound on
the Lipschitz constant which is given by:

1
YR > geNzl!p(U)

where N (U) is the e—covering number of U. Since U C B, (0, R) is a compact embedded
submanifold of dimension p, we have that
RP
N(U) > C—,
ep

where C' depends on the Lipschitz constants of the local maps of the finite atlas describing
U. Thus, we get that
VTV > O RP/P—1¢l-p/p

»/(5—p)
€> (i) R
iy

for every € > 6, .+(U). This property allows us to conclude the proof. H

which implies that
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In the following corollary, we give another formulation of the previous proposition
which will be more useful for our numerical tests.

Corollary 3.2. Under the same notations and hypotheses as in Proposition 3.1, we as-
sume that there exist a v Lipschitz function ¥ : U — RP and a v Lipschitz function
Ut :RP — R™ such that

sup |lu — ¥ o U(u)||, <.
uel

Then, there exists a constant C' > 0 which only depends on U such that
Ay > C RP/P—1¢l-P/p. (3.4)

This result can be interpreted in the following way: if the dimension p is smaller than
the topological dimension of U, then getting an accurate approximation of the elements
of U with the latent dimension p may be achieved only if the Lipschitz constants of the
approximation mappings are sufficiently large. It is related to the fact that, as long as
the latent dimension is smaller than the intrinsic dimension, the encoder and decoder
functions have to compensate this with strong variations, in the same vein as the space-
filling curves. Our criterion thus relies on the representation of the variation of the product
of the Lipschitz constants of the encoder and decoder functions with respect to the latent
dimension p at a given accuracy €. Its relevance will be illustrated in Section 4.

3.3 Estimation of the Lipschitz constants

The criterion that we propose to estimate the intrinsic dimension relies on the inequality
(3.4) and thus it is necessary to estimate the Lipschitz constants of the encoder ¥ and
the decoder W', In this section, we explain how this is numerically achieved.

Since the activation function used to build these functions is the ELU, U and U are
regular functions, in particular they are C' functions. Let us introduce the gradient of
the function ¥ : Y — R? and denote it by VWU:

U — RP*"
v {u — VU(u)

Similarly, we denote by VUT the gradient of ¥T : R? — R":

RP — RMP
T.
v {oz — VU ()

The estimation of the product 77y of the Lipschitz constants relies on the following
lemma whose proof uses classical arguments.

Lemma 3.3. For a function f : U C R® — R"™ of class C*, we have the following
estimate: for all uM, u® e U,
)q |

Ofr
8_uj<u)

sup
j=1 uel

||u(1) _ u(2)||lq,n -

1 @) = FE) i _ | (
1

k=

1 1
where z,q €]1,+o0[ are such that — 4+ — = 1.
Z g
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In particular, if we set z = ¢ = 2, we get that, for all u", u® e U,

)

Thus, if we apply this estimate to f = W' o ¥, we can have an approximation of a
lower bound of vy by computing

OV |2 :
( 12?<XN‘Z 8@; )8qu( ))’ )
J.k=1 j=1

where we have selected N samples (u(™);<,,<n to have a discrete approximation of the
supremum value of the gradient.

0
p| 91

uEZ/l

|lu® —u@]|,

LA ®) — )] ( ”

j?k

4 Numerical tests of intrinsic dimension estimations

In this section, we will present some numerical tests on the estimation of the intrinsic
dimension of the data set by using an autoencoder, as described in Section 3. In parti-
cular, we will compare the criterion that we propose which is based on the estimation of
the Lipschitz constants with a more classical criterion (we refer to [23] for a presentation of
other criteria) based solely on the evolution of the accuracy with respect to the dimension
of the latent dimension.

For the tests which we will present hereafter, we consider the architectures of three
autoencoders, named AE1, AE2 and AE3, and described in Table 1, in which only half
of the architecture is written, since we consider symmetric autoencoders (the encoder
and the decoder have the same architectures). The number of layers corresponds to the
number of hidden layers.

Each autoencoder is trained for different choices of p, the dimension of the latent
layer. Then, the product of the Lipschitz constants v!y is evaluated following the method
presented in Section 3.3 and the error € (which corresponds to the value of the loss function
given by (3.1)) is computed in a validation set.

Table 1: Architectures of the autoencoder models

Number of layers Number of hidden units
AE1 7 150, 80, 20, p
AE2 11 250, 150, 80, 20, 10, p
AE3 15 250, 180, 120, 80, 50, 30, 15, p

4.1 Tests on Van der Pol model

To build a data set from Van der Pol model (2.6), among the three parameters of the
model, we fixed the initial velocity xo = 0.5 while the parameters vy and p were randomly
drawn from a uniform distribution in [0.05, 1.5] and [0.05, 2.0] respectively. Then, for each
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parameter value, we computed an approximated solution of the ODE system in [0, T'], with
T = 30 thanks to the Crank-Nicolson scheme with the time step given by At = 0.075. A
total of Ny = 1200 solutions were generated, of which 1000 were used in the training set
and 200 in the validation set.

The training of the autoencoder was performed by optimising the loss function defined
in equation (3.1) by using the Adam optimiser and by taking 1000 epochs with a batch size
equal to 40. Each training for a given p was repeated 10 times and the results presented
hereafter correspond to the average of these 10 tests.

In Figure 3(a), we have represented the variations of the error with respect to p for
different architectures. As explained in [23], these curves allow to identify the intrinsic
dimension which corresponds to the value of p from which the curve begins to stagnate. In
Figure 3(b), we have represented the variations of the products of the Lipschitz constants
to apply the criterion that we proposed. For both methods, we can observe a stagnation
for p = 2. Therefore, for this simple data set, both criteria are able to identify the right
intrinsic dimension p = 2.

L] ® AEl 40 1 ® AEl
007 AE2 AE2
e AE3 . o A3
0061 @
3 30
0.05 \
.
A 251
w 0.04 \) >
Y >
Y 20
0.03 T
3\
‘\\ i
0.02 ‘\\ 15 .
0.01 . 104 e :\
0.00 \b-'—'-'—'-'-‘—‘—‘—'—'—'—:f-::::::::::::. 5 “."_'::_‘::_—_—7—_—_—:_;‘_-_—_-_—_—_‘_-_-‘ ’’’’’ -
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(a) € against different number of p (b) v+ against different number of p

Figure 3: Intrinsic dimension estimation for Van der Pol model and p = 2

4.2 Tests on the FitzHugh-Nagumo model

In this section, we present the results obtained on the intrinsic dimension estimation for
the solutions of the FitzHugh-Nagumo model. We consider here a scenario in which we
test the dimension estimation when p = 5. The numerical approximation of FitzHugh-
Nagumo model is carried out by using the Crank-Nicolson scheme on a time interval (0, T")
with 7' = 200 and with the time step given by At = 0.5.

To generate the data set, we have kept I.,; fixed to the value I.,; = 0.325 whereas b, 7,
a, vy and wy are drawn from a uniform distribution respectively in the intervals [0.05, 0.5],
[12.0,13.0], [0.05,0.5], [0.05,1.0], and [0.05, 1.0]. So, in this case, the intrinsic dimension
Is p=>5.

If we consider the curve of the accuracy with respect to the latent dimension p, re-
ported in Figure 4(a), we observe a stagnation from p = 3, which would lead to a wrong
conclusion. Let us mention that the difficulty to identify the latent dimension thanks
to this simple and natural criterion has already been highlighted in several papers (we
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refer for instance to [23]). In particular, in relatively high dimension, it is often observed
that the curve gradually decreases and starts to stagnate before reaching the intrinsic
dimension. On the other hand, if we consider the curve of the product of the Lipschitz
constants with respect to the latent dimension, reported in Figure 4(b), we can observe
that a stagnation only occurs from p = 5. Thus the criterion that we propose is able to
correctly identify the value of the intrinsic dimension.
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Figure 4: Intrinsic dimension estimation for FitzHugh-Nagumo model and p = 5

5 Parameter identification with LVGF method

In this section, we will assess the performances of the LVGF method for the identification
of parameters in Van der Pol and Fitzhugh-Nagumo models. For each numerical test,
we will compare the results given by LVGF method with what we will call the classical
method: it consists in minimising the classical misfit functional J given by (2.5) thanks
to a gradient descent algorithm with a fixed step size.

Before describing each test, let us start with some practical details for the implemen-
tation of the LVGF and classical methods. For the training process in the preliminary
step of the LVGF method, we have trained the autoencoders in 1000 epochs with 40 batch
sizes. In Algorithm 1 which describes LVGF method, the maximum number of iterations
has been set to N4, = 2000, the tolerance for ||a* — ajl|, has been set to o = 107* and
the steps were given by S = [0.0005, 0.0025, 0.0125, 0.0625].

To quantify the errors in the parameter estimation, we evaluated the total error by
computing the root relative sum of squares (RRSSE):

o —0

and, to evaluate the errors in each of the parameters, we also computed the following
relative error (RE) for each parameter:
_ 16— 63

q
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At last, the error between the observed signal u* and the signal associated to the estimated
parameters u = (f) is defined as the root relative mean squared error (RRMSE):

RRMSE(u,u) = 1 = n

lu*ln

5.1 Parameter identification for Van der Pol model

In this section, we consider Van der Pol model and are interested by the identification of
the parameter vector 6 = (zg, v, it).

For LVGF method, we have taken the same data set of 1200 samples and the same
autoencoder setup as in Section 4.1. In particular, in the data set, 6; has a valued fixed to
¢, = 0.5, whereas 6, and 63 are respectively drawn from uniform distributions in [0.05, 1.5]
and in [0.05,2.0]. The architecture of the autoencoder corresponds to AE1 described in
Table 1 and its latent dimension has been identified in Section 4.1 to be equal to p = 2
thanks to the criterion presented in Section 3.2.

In order to compare the classical method and the LVGF method, we tested them for
10 random values of 8* taken in the same range as the data set for 5 and 63 and in the
range of [0.05,1.5] for 6;. Moreover, for each 6*, we performed the parameter estimation
methods starting from 20 different values of initial guess taken in the same range.

The results are presented in Tables 2 and 3. Table 2 corresponds to the errors on the
parameters and the signals averaged over the 10 different values of 8* and the 20 different
initial guesses whereas Table 3 details the results (still averaged over the initial guesses)
obtained for two values of 6* (corresponding to the best case and the worst case). We
can see that the values obtained with LVGF method are significantly closer to the right
values than the classical method. With LVGF method, both the averaged RRSSE and
RRMSE are about 10 times smaller than the ones obtained by using the classical method.
Moreover, even if, for the best case, the classical method gives very accurate results, most
of the time, we observe that the LVGFEF method could provide us estimations with smaller
RE and that the classical method converges to a local minima, which prevents it from
reaching the right value and leads to significant errors.

Table 2: Comparison between the classical method and LVGF method: averaged results
on 10 tests with Van der Pol model

RE of each RRSSE of the | RRMSE of the

estimated 6 estimated 6 | estimated signal
classical method | (0.327, 0.66, 1.37) 1.412 0.4247
LVGF method | (0.055, 0.095, 0.01) 0.112 0.0231

In order to better assess the performances of the methods and illustrate them, we are
going to describe the results in more detail for a case which is representative of what is
observed in general. We consider the case where the parameter to recover is given by
0* = (0.5,0.5,0.5) and where we start from the initial guess 0 = (0.6615,1.23,1.6994).
The results obtained in this specific case are reported in Table 4. The iterations obtained
with the classical method are represented in Figure 5 (a) where, to better visualize them,
we have chosen to represent only 6y and 65. Figure 5 (b) represents the values taken
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Table 3: Comparison between the classical method and LVGF method for Van der Pol
model: detailed results for two specific cases (the best case and the worst case) and
averaged results over 10 different parameter values. At each line, the results are averaged
over 20 initial guesses.

Methods RE of each RRSSE of the | RRMSE of the
estimated 6 estimated # | estimated signal
Bost caso Classical | (0.0003, 0.0003, 0.0001) 0.0004 0.00008
LVGF (0.06, 0.07, 0.009) 0.091 0.0196
Worst case Classical (1.29, 1.92, 8.38) 8.928 0.77
LVGF (0.08, 0.42, 0.03) 0.46 0.07

by the misfit function J given by (2.5) at the successive iterations. We note that the
gradient method experiences convergence issues and that the iterations stagnate to a
local minimum which is far away from 6*.

Table 4: Comparison between the classical method and LVGF method in a specific case
for Van der Pol model: parameter to identify #* = (0.5,0.5,0.5) and initial guess § =
(0.6615,1.23,1.6994)

RRSSE of the | RRMSE of the
estimated 6 | estimated signal

classical method | (0.44, —0.16,2.32) 3.8666 1.81
LVGF method | (0.52,0.52,0.502) 0.0541 0.011

estimated 0
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(a) Values of 05 and 65 at each iteration (b) Values of J at each iteration

Figure 5: Illustration of the test presented in Table 4: representations of the iterations
with the classical method

On the other hand, with LVGF method, the iterations converge to the correct values of
the parameters, as illustrated in Figure 6. In addition, Figure 7 also depicts the iterations
of the latent variable o = (v, 2) and we observe that the descent direction for this
variable allows to go in a relatively direct way towards the value o*.

Still for this specific case, let us finally illustrate the errors on the signal presented
in the last column of Table 4. For both methods, Figure 8 presents a comparison of the
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signal associated to the retrieved parameter with the true signal u* associated to 6*, the
value to be identified. The signal corresponding to the initial guess (which is the same
for both methods) corresponds to the green curve. We can see that the curve associated
to the LVGF method perfectly fits the measured signal whereas the signal reconstructed
thanks to the classical method is quite far from the measured signal.
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Figure 6: Illustration of the test presented in Table 4: representations of the iterations
with LVGF method
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Figure 7: Illustration of the test presented in Table 4: values of « at each iteration

5.2 Parameter identification for FitzHugh-Nagumo model

This section is devoted to a presentation of the numerical results obtained for the iden-
tification of parameters in FitzHugh-Nagumo model (2.7). In these tests, the values of
I..; and of the initial condition of v are fixed to I.,; = 0.325 and vy = 1 and we want to
identify the four remaining parameters 6 = (wg, a,b, 7).

For LVGF method, we have considered a data set of 1200 samples corresponding to
a fixed value of 7 given by 7 = 12.5 whereas the values of wy,a and b are respectively
drawn from a uniform distribution in [0.05, 1.0}, [0.05,0.8], and [0.05,0.8]. With regard
to the setup and training process of the autoencoder, we made the same choices as in the
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—— signal for LVGF method

0 50 100 150 200 250 300 350 400

(a) Signal generated with the parameters ob- (b) Signal generated with the parameters ob-
tained with the classical method tained with LVGF method

Figure 8: Illustration of the test presented in Table 4: comparison of the signals with the
classical method and with LVGF method (Van der Pol model)

previous section for Van der Pol model, except that the dimension of the latent layer is
given by p = 3.

To test the performances of the LVGF method and compare them with the classical
method, we repeated the same statistical test as for Van der Pol model by considering 10
random values of #* and 20 initial guesses for each value of §*. We took the parameters
in the same range as the data set for wg, a, b and in the range of [12,13] for 7.

As in the previous section, the results are given by two tables: Table 5 gives the
averaged results whereas Table 6 details the results obtained for two values of 6* (cor-
responding to the best case and the worst case) still averaged on the different initial
guesses.

As for Van der Pol model, we observe that the relative error made on the parameters
is smaller with LVGF method than with the classical method. More precisely, we see that
the error is reduced by a factor of 2 or more and that the error on the signal is reduced by a
factor of about 7. If we look at the relative error parameter by parameter, we also observe
that the error on the reconstruction of the parameter b (third parameter in 6) is relatively
large with both methods still with a clear improvement with LVGF method (around 54%
with the classical method and 27% for LVGF method). Since this lack of accuracy has
a rather low impact on the reconstruction of the signal, this difficulty to identify the
parameter b compared to wy, a and 7 is related to the differences of sensitivities of the
signal with respect to the parameters: its sensitivity with respect to b is smaller than its
sensitivity with respect to the other parameters and so a relatively rough identification
still allows to accurately reconstruct the signal.

At last, the results for a specific example corresponding to 8* = (0.5,0.5,0.5,12.5) with
the initial guess 6 = (0.4815,0.223,0.689, 12.52) are detailed in Table 7. In that case, the
reconstruction of the signal associated to the parameters is presented in Figure 9. We can
see that the signal generated by the parameters obtained with LVGF method perfectly
fits the measured signal.
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Table 5: Comparison between the classical method and LVGF method: averaged results
on 10 tests (FitzHugh-Nagumo model)

Method RE of each RRSSE of the | RRMSE of the
estimated 6 estimated 6 | estimated signal
classical method | (0.174, 0.322, 0.544, 0.036) 0.703 0.3662
LVGF method (0.074, 0.08, 0.27, 0.014) 0.3026 0.0529

Table 6: Comparison between the classical method and LVGF method for FitzHugh-
Nagumo model: detailed results for two specific cases (the best case and the worst case)
and averaged results over 10 different parameter values. At each line, the results are
averaged over the initial guesses.

Methods RE of each RRSSE of the | RRMSE of the
estimated 6 estimated 6 | estimated signal
Classical | (0.06, 0.14, 0.25, 0.02) 0.304 0.152
Best case
LVGF | (0.052, 0.035, 0.16, 0.014) 0.168 0.0142
Worst case Classical | (0.33, 0.48, 1.74, 0.04) 1.867 0.579
LVGF (0.1, 0.11 , 0.47, 0.019) 0.506 0.076

Table 7: Comparison between the classical method and LVGF method in a specific case
for FitzHugh-Nagumo model: parameter to identify #* = (0.5,0.5,0.5,12.5) and initial
guess 0 = (0.4815,0.223,0.689, 12.52)

RRSSE of RRMSE of
estimated 6 | estimated signal
classical method (0.59, 0.05, 0.59, 12.99) 0.9344 0.6695

LVGF method | (0.503, 0.502, 0.508, 12.48) 0.0203 0.00624

Estimated 6

(a) Signal generated with the parameters ob- (b) Signal generated with the parameters ob-
tained with the classical method tained with LVGF method

Figure 9: Illustration of the tests presented in Table 7: comparison of the signals with
the classical method and with LVGF method (FitzHugh-Nagumo model)
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6 Conclusion and discussion

In this study, we have presented an innovative method called Latent Variables Gradient
Flow (LVGF) which leverages the available data and the underlying dynamics of the
system in order to identify parameters of the ODE model. This approach entails a dual-
phase process. In the first phase, an autoencoder is trained on the data set in order to
represent it in a compressed way. The description of the data set by a latent variable is
then exploited in the second phase which corresponds to an optimization method that
can be described as a gradient flow for the latent variables.

For this new method, we presented numerical tests and a comparison with the clas-
sical method corresponding to a gradient descent method applied to the minimisation
of the classical data misfit functional (2.5). A noticeable property of LVGF method is
that it is able to avoid convergence towards local minimum points. In this way, LVGF
method generally gives much better results than the classical method for the parameters
identification problem.

In addition, we have shown that the sequence defined by the LVGF method satisfies
convergence properties. These results still need to be extended to the algorithm actually
implemented where there is an additional projection step. Nevertheless, our study, even
if it is incomplete, allows to understand how the use of the non-linear mapping between
the parameter space and the latent variable space latent variable allows to convexify our
initial minimization problem.

In a complementary manner to this parameter identification method, we also proposed
a new criterion to identify the intrinsic dimension of a sub-manifold thanks to autoen-
coders. This criterion is justified by a theoretical result based on the notion of stable
manifold width. It describes the behaviour of the product of the Lipschitz constants of
the encoder and decoder when the latent variable is too small. We have compared our
criterion to the classical criterion based on the evolution of the error with respect to
the latent dimension and observed that it leads to better results. Indeed, in the case of
the classical criterion, the error gradually decreases when the latent dimension increases,
making it difficult to pick a single value for the dimension. On the contrary, our criterion
clearly highlights two phases in the evolution of the product of the Lipschitz constants
and the intrinsic dimension corresponds to the elbow of the curve.

In addition to the theoretical study which must be in-depth, this work opens a certain
number of perspectives. First of all, LVGF method has been tested on simple dynamical
systems to start assessing its basic properties. We intend to continue exploring its use in
more complex situations corresponding to larger dynamical systems that involve a large
number of parameters.

At last, the autoencoder used to approximate the available population data is based
on neural networks. This is not a necessary choice, and other manifold learning methods
could be used ([9]). For instance, Principal Component Analysis (PCA), kernel-PCA,
Locally Linear Embedding, Isomap, Laplacian Eigenmaps, Semidefinite Embedding are
all methods which could be used in order to build an encoder-decoder pair.

25



Acknowledgements

We would like to thank the support from INSPIRE European Training Network which
receives funding from the EU Horizon 2020 Research and Innovation programme, under
the Marie Sktodowska-Curie GA 858070 [21]. We also appreciated all the help from
Sylvain Bernasconi and Christophe Bleunven at NOTOCORD, an Instem company.

26



A Appendix

Proof of Proposition 2.1 (identifiability and observability for Van
der Pol model)

We consider two solutions of system (2.6) (z™),v") and (2®,v®) respectively associ-
ated to the set of initial conditions and parameters X = (x((]l),vé ), pM) and X =
(g @) v(() ) 1), We assume that the measurements on these two solutions coincide, that is
a:(l) =2 in [0, T] and we want to prove that X() = X2

First, by assumption, we immediately have that a:(l) méz). Next, according to the
first equation of (2.6), we get that v = v in [0, T, so in particular v{" = v{. At last,
since V) = 9 in [0, T, the second equation of (2.6) taken at t = 0 gives that

PO = (@) = (1 = (o))’

Thus, for almost all X and X®, we deduce that ™ = u® and we conclude that
XM = x @)

Proof of Proposition 2.2 (identifiability and observability for FitzHugh-
Nagumo model)

We consider two solutions of system (2.7) (v¥, w®) an ( (2)) respectively associ-
ated to the set of initial conditions and parameters X = (v, (1) w! ), a®, b 7W) and

X® = (v((] ), (()2), @) 5@ 7). We assume that the measurements on these two solutions

coincide, that is v(Y) = v® in [0, 7] and we want to prove that X = X®),

First, by assumption, we immediately have that v(l) = véQ). Next, according to the

first equation of (2.7), we get that w™ = w® in [0, T, so in particular w[() ) = w0 . Using

the second equation of (2.7), we have in [0, T]]

1 1
m(Uu) +a® b(l)w(l)) — m(v(z) +q®@ — b(2)w(2)) (A1)
and
%(7}(1) ) — %(U@) b2 (@)
T T
This implies that
1 1 pm B2
) ) D =
<T<1> T(2>) v (Tu) T(2>> W =0, (A-2)

Let us prove that o and w®) are linearly independent. If it does not hold, there exists

A € R* such that @) = \o()), Using system (2.7), this implies that, for all ¢ € [0, T]]

1 (1))3
m(()ﬂLa — b )ZA(U(I)—(U?)) —w(1)+fm)

Differentiating this identity, we get that, for all ¢t € [0, T]

1

— (00 — pWHD) = A (50 — (LW)2HD — (V)
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Replacing w™ by Ao, we get

1
a1 = (W) = X) — —=(1 = bMN) | = 0.

71
So this implies that, for all t € [0, T, either 9™ (¢) = 0 or (v")%(¢) is given by a constant.
Using that v(!) is a continuous function, this implies that it is a constant function in [0, T
and since w® = A\oM, w® is also a constant function in [0, T7.

So, if v and w™ are not constant functions, we get that () and w™ are linearly
independent and we deduce from (A.2) that

1 1 pn  p2
By this way, we get that b = b and 70V = 7). At last, using (A.1), we deduce that

a® = a®. So, if vV and w™ are not constant functions (which holds for almost all
XM), we have obtained that XV = X
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