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Abstract

To answer the call for a new theoretical framework to simultaneously accommodate random user activity and heterogeneous
delay traffic in Internet of Things (IoT) systems, in this paper we propose coding schemes and information-theoretic converse
results for the transmission of heterogeneous delay traffic over interference networks with random user activity and random data
arrivals. The heterogeneous traffic is composed of delay-tolerant traffic and delay-sensitive traffic where only the former can benefit
from transmitter and receiver cooperation since the latter is subject to stringent decoding delays. The total number of cooperation
rounds at transmitter and receiver sides is limited to D rounds. Each transmitter is active with probability ρ ∈ [0, 1]. We consider
two different models for the arrival of the mixed-delay traffic: in Model 1, each active transmitter sends a delay- tolerant message,
and with probability ρf ∈ [0, 1] also transmits an additional delay-sensitive message; in Model 2, each active transmitter sends
either a delay-sensitive message with probability ρf or a delay-tolerant message with probability 1−ρf . We derive inner and outer
bounds on the fundamental per-user multiplexing gain (MG) region of the symmetric Wyner network as well as inner bounds on
the fundamental MG region of the hexagonal model. Our inner and outer bounds are generally very close and coincide in special
cases. They also show that when both transmitters and receivers can cooperate, then under Model 1, transmitting delay-sensitive
messages hardly causes any penalty on the sum per-user MG, and under Model 2, operating at large delay-sensitive per-user MGs
incurs no penalty on the delay-tolerant per-user MG and thus increases the sum per-user MG. However, when only receivers
can cooperate, the maximum delay-tolerant per-user MG that our bounds achieve at maximum delay-sensitive per-user MG is
significantly decreased.

I. INTRODUCTION

A massive Internet of Things (IoT) connectivity system consists of a large number of connected devices. At any given time,

in order to save energy, a fraction of such devices might be in silence mode [1], [2], while others send (or receiver) delay-

sensitive or delay-tolerant data to comply with the heterogeneous delay-requirements of modern wireless networks [3]–[5]. An

example of such mixed-delay traffic is the coexistence of enhanced mobile broadband (eMBB) and ultra-reliable low-latency

communication (URLLC), which are two notable services for IoT [6]. Data-intensive IoT applications such as industrial video

surveillance and augmented virtual reality are served by eMBB, whereas, URLLC serves time-sensitive and mission-critical IoT

applications such as motion control and autonomous driving [7]–[9]. This heterogeneity of purpose calls for a new theoretical

framework to simultaneously accommodate random user activity and heterogeneous delay traffic.

A. Random User Activity

Networks with random user activities have been previously studied in [10]–[15]. In [10], the authors consider an uplink

massive device communication scenario in which, in any given coherence interval only a subset of users are active, and study

the performance of such a system in the asymptotic multiple-input multiple-output (MIMO) regime. They show that by using

compressed sensing techniques that take into account the sparsity of the user activity pattern [11], one can make both the

missed-detection and false alarm probabilities go to zero. This result however is based on the assumption that if one device is

active for one antenna, it is also active for all the other antennas, which comes at the cost of high computational complexity

in practice. To reduce this computational complexity, the work in [12] proposes to leverage the temporal correlation in user

activity which means an active device at the previous time slot is more likely to stay active at the current time slot.

More related to this work are [13]–[15]. In [13], the authors consider a cellular uplink model in which each user is randomly

active with probability ρ ∈ [0, 1]. The transmission of each active user then is subject to an erasure due to ergodic shadowing.

Erasures are assumed to be i.i.d Bernoulli distributed random variables. As a result of such assumptions, they show that by

using multi-cell processing the throughput of this network is equal to the rate of a two-tap input-erasure channel divided by ρ.

The work in [15] considers a cellular uplink model in which each cell consists of one base station and K users (the case of

K = 1 has been studied in [14]). During each transmission slot, users are randomly and independently active with probability

ρ. The results in [15] show that multi-cell processing outperforms single-cell processing in the presence of random user activity.
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B. Heterogeneous Delay Traffic

IoT systems have to accommodate heterogeneous traffic composed of delay-sensitive and delay-tolerant data. Coding schemes

for such heterogeneous delay traffic are thus of considerable interest to the designers of IoT systems covering a wide range of

communication aspects from terahertz (THz) transmissions to vehicular communications [18]–[29]. In particular, the work in

[18] proposes a reconfigurable intelligent surface (RIS)-aided THz communication system to support the coexistence of URLLC

and eMBB services in which the transmission of eMBB type services are punctured in favor of the URLLC service. Such a

puncturing approach has been also employed in vehicular communications. For example, in [19], URLLC transmissions are

allowed to puncture the eMBB transmissions upon arrival. The work in [20] formulates an optimization problem that maximizes

the aggregate utility of the punctured eMBB users subject to latency constraints for the URLLC users. In [21], the time slot

allocated to eMBB transmission is divided into mini-slots and the newly arrived URLLC messages are immediately scheduled

in the next mini-slot by puncturing the on-going eMBB transmissions. In [22] we instead use a joint coding approach in which

the transmission of URLLC messages is reinforced by mitigating the interference of eMBB transmission by means of dirty

paper coding [30]–[32].

More related to this work are [24]–[26]. In particular, [24] studies a cloud radio access network (C-RAN) under mixed-

delay-constraints traffic where URLLC messages are transmitted only by users close to base stations (BS) and are directly

decoded at the BSs, whereas, eMBB messages are transmitted by users that are further away and are decoded at the central

processor. In [25], we extended the above C-RAN model to allow each user to send both eMBB and URLLC messages, and to

time-varying fading channels. The results in [25] show that in most regimes, the stringent delay constraint on URLLC messages

penalizes the overall performance (sum-rate) of the system. The work in [26] proposes a superposition approach over a fading

channel to communicate URLLC messages within single coherence blocks and eMBB messages over multiple blocks.

C. Contributions of this Work

In this paper, we propose coding schemes and information-theoretic converse results for interference networks with heteroge-

neous delay-sensitive and delay-tolerant traffic types under random user activity and random data arrivals. Delay-sensitive data,

known as URLLC messages, are subject to stringent delay constraints and their encoding and decoding processes cannot be

delayed. Delay-tolerant data, known as eMBB messages, are subject to softer delay constraints and can benefit from transmitter

(Tx) and receiver (Rx) cooperation. We specifically consider two setups. In the first setup, both Rxs and Txs can cooperate

to decode their desired eMBB messages but not to decode URLLC messages. In the second setup, only Rxs can cooperate to

decode their desired eMBB messages. Cooperation is assumed to take place over dedicated links and during a limited number

of D rounds. In both setups, each Tx is active with probability ρ ∈ [0, 1], and the goal is to maximize the average expected

eMBB rate of the network, while the rate of each URLLC message is fixed to a target value because URLLC messages have

to be entirely transmitted in a blocklength and cannot be postponed to future transmissions. For both setups, we study two

models for the arrival of the mixed-delay traffic:

• In Model 1, each active Tx transmits an eMBB message, and with probability ρf ∈ [0, 1] also transmits an additional

URLLC message.

• In Model 2, each active Tx sends either a URLLC message with probability ρf or an eMBB message with probability

1− ρf .

The first model is motivated by the random appearance of only control data (i.e., URLLC type data) whereas the second model

is motivated by the random appearance of both control data and standard delay-tolerant data (i.e., eMBB type data).

In this work, we propose coding schemes for general interference networks for both cooperation setups (Tx- and Rx-

cooperation or Rx-cooperation only) and both user activity models (Model 1 or Model 2). In our coding schemes we take

advantage of the fact that the network can be decomposed into smaller non-interfering subnets because non-active Txs remain

silent. In the resulting subnets, we time-share a set of schemes so that all Txs can schedule their URLLC transmissions in at

least one of the schemes (URLLC transmissions cannot be postponed) and in each scheme we schedule URLLC transmissions

without interfering with each other. We further schedule a maximum number of eMBB transmissions on the other users in a

way to allow mitigating their interference using the D rounds of cooperation. Specifically, the interference of both URLLC and

eMBB transmissions on other eMBB transmissions is mitigated at the Rx-side using interference mitigation and Coordinated

Multi-Point (CoMP) reception. Since in our model, CoMP reception can only benefit from a limited number of cooperation

rounds, this requires further silencing some of the Txs to ensure that the network decomposes into sufficiently small subnets

[34], each one of a size that allows eMBB transmissions to be decoded by CoMP reception with a limited number of cooperation

rounds. When also Txs can cooperate, then interference of eMBB Txs on URLLC Txs is mitigated using dirty-paper coding

[30] and a single round of Tx-cooperation. When only Rxs can cooperate but not Txs, it seems impossible to cancel interference

from eMBB transmissions onto URLLC transmissions because the latter have to be decoded without further due. In our scheme

we thus schedule fewer eMBB transmissions under Rx-cooperation only than when both Txs and Rxs can cooperate, which

comes at the expense of a reduced eMBB multiplexing gain (MG).

The focus of this paper is on Wyner’s symmetric network and the hexagonal network. In Wyner’s symmetric network, Txs

are aligned on a one-dimensional grid and cooperation is only between subsequent Txs and subsequent Rxs. In the hexagonal
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network, cells are distributed in two dimensions, each cell has a hexagonal shape and six neighbors where its signals interfere

and with which it can cooperate. For these two regular network models, we present improved coding schemes that better adapt

to the random activity and arrival patterns. The per-user MG regions achieved by these adaptive schemes significantly improve

over our first general non-adaptive schemes and moreover have performances close to the fundamental limits. Indeed, we also

present information-theoretic converse results on the set of all achievable per-user MG pairs in Wyner’s symmetric network

and we show that for the setup with both Tx-and Rx-cooperation our improved schemes (which we also call adaptive schemes)

perform close to (and sometimes match) our converse bounds.

Our results thus allow us to derive tight approximations of the per-user MG regions for Wyner’s symmetric network under

mixed-delay traffic and with random user activity and data arrivals as functions of the maximum number of cooperation rounds

D. Numerical evaluation of our results show that for moderate activity parameters ρ a few cooperation rounds suffice to attain

performance close to the limit as D → ∞. We further observe that while under Model 1 the per-user MG region is mostly

limited by a single constraint on the URLLC per-user MG and a sum constraint on the URLLC and eMBB per-user MGs,

under Model 2 we essentially have two single constraints on the URLLC and the eMBB per-user MG respectively. This is

mostly related to the fact that under Model 1 URLLC rate can be transfered to eMBB rate, while this is not possible in Model

2 as any Tx has only one of the two messages to send. We further observe that under Model 1 there is essentially no loss in

overall performance of the system (sum per-user MG) whether one sends at low or high URLLC per-user MG. For Model 2,

the overall performance even increases by transmitting at high URLLC per-user MGs, and in particular the eMBB per-user

MG does not decrease. These observations should be put in contrast to the performance of scheduling systems that transmit

URLLC and eMBB messages in orthogonal (e.g., time- or frequency) slices and for which the eMBB per-user MG and the

sum per-user MG decrease linearly for increasing URLLC per-user MG.

The situation is different when only Rxs can cooperate, in which case the eMBB and/or sum per-user MGs degrade when

one transmits at high URLLC per-user MG. In particular, our converse result proves that for large URLLC per-user MGs the

performance loss in eMBB per-user MG that our schemes (both the adaptive and the non-adaptive ones) incurr compared to the

setup with both Tx- and Rx-cooperation is of a fundamental nature in the sense that any schemes suffers from this degradation.

In fact, if Txs cannot cooperate it does not seem to be possible to mitigate interference of eMBB transmissions on URLLC

transmissions because Rx-cooperation cannot serve this purpose as URLLC messages have to be decoded immediately without

further delay.

To summarize, the main contributions of this work are:

• We propose a coding scheme for general cooperative interference networks with random user activity and random data

arrivals under Models 1 and 2 and the two cooperation setups (both Tx- and Rx-cooperation or only Rx-cooperation).

• For Wyner’s symmetric network and the hexagonal network we propose improved coding schemes that better adapt to

the random activity and arrival patterns. For the symmetric Wyner network this improved scheme allows us to show that

for moderate activity parameters the optimal performance can already be achieved with a small number of cooperation

rounds D. In fact, when only a moderate number of users are active the network can be decomposed into relatively small

subnets, and a small number of cooperation rounds suffices to achieve optimal performance for delay-tolerant messages

in each subnet.

• For Wyner’s symmetric network we also present information-theoretic converse results. They are close to the performance

of our improved schemes and match them in special cases.

• Our inner and outer bounds for the symmetric Wyner model allow us to conclude that when both Txs and Rxs can

cooperate, then under Model 1, transmitting at a high URLLC per-user MG does not impose any penalty on the overall

performance of the system, i.e., the sum of URLLC and eMBB per-user MG. For Model 2, the sum per-user MG

increases with the URLLC per-user MG, and more specifically operating at large URLLC per-user MG does not decrease

the achievable eMBB MG.

• Our converse result for the setups with only Rx-cooperation proves that the degradation in eMBB per-user MG at large

URLLC MGs incurred by our schemes is inherent to any scheme and not an artifact of our proposition.

D. Organization

The rest of this paper is organized as follows. We end this section with some remarks on notation. Section II describes

the general problem setup. Sections III and IV present our coding schemes with both Tx and Rx- cooperation and with only

Rx-cooperation, respectively. Section V and VI discuss our main results for the symmetric Wyner and the hexagonal networks,

respectively. Section VII concludes the paper. Technical proofs are deferred to appendices.

E. Notation

The set of all integers is denoted by Z, the set of positive integers by Z+ and the set of real numbers by R. For other

sets we use calligraphic letters, e.g., X . Random variables are denoted by uppercase letters, e.g., X , and their realizations by

lowercase letters, e.g., x. For vectors we use boldface notation, i.e., upper case boldface letters such as X for random vectors

and lower case boldface letters such as x for deterministic vectors. Matrices are depicted with sans serif font, e.g., H. We also

write Xn for the tuple of random variables (X1, . . . , Xn) and X
n for the tuple of random vectors (X1, . . . ,Xn).
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II. MESSAGE ARRIVAL AND COMMUNICATION MODEL

Consider a cellular network with K transmitters (Tx) and K corresponding receivers (Rx). Define K , {1, . . . ,K}. Various

network interference structures will be considered and are described later.

Each Tx k ∈ K is active with probability ρ ∈ [0, 1]. Non-active Txs remain silent and do not participate in the communication.

We consider two different models:

• Model 1: Each active Tx sends a so called eMBB message M
(e)
k to its corresponding Rx k. With probability ρf ∈ [0, 1], it

also sends an additional URLLC message M
(U)
k to Rx k. These URLLC messages are subject to stringent delay constraints,

as we describe shortly.

• Model 2: Each active Tx sends with probability (1−ρf ) an eMBB message M
(e)
k to its corresponding Rx k and otherwise

(i.e., with probability ρf ) it sends a URLLC message M
(U)
k to Rx k.

The only difference between the two models is that under Model 1 any active Tx sends an eMBB message whereas under

Model 2 an active Tx only sends an eMBB message if it does not send a URLLC message. In both models, the various

transmitted eMBB messages in the network can be of different rates while the URLLC messages are all of same rate R(U).

Let Ak = 1 if Tx k is active and Ak = 0 if Tx k is not active. Moreover, if Tx k is active and has a URLLC message

to send, set Bk = 1, and otherwise set Bk = 0. The random tuple A := (A1, . . . , AK) is thus independent and identically

distributed (i.i.d.) Bernoulli-ρ, and if they exist the random variables B1, . . . , BK are i.i.d. Bernoulli-ρf . Denote by B the

tuple of Bk’s that are defined. Further, define the active set and the URLLC set as follows:

Kactive , {k ∈ K : Ak = 1}, (1)

KURLLC , {k ∈ K : Bk = 1}. (2)

Under Model 1, the set KeMBB of Txs transmitting an eMBB message is

KeMBB , Kactive (3)

and under Model 2, it is

KeMBB , Kactive\KURLLC. (4)

We shall assume that each eMBB message M
(e)
k is uniformly distributed over a set M(e)

k , {1, . . . , ⌊2nR(e)
k ⌋}, with n denoting

the blocklength and R
(e)
k the rate of message M

(e)
k , which we allow to vary across users and can even depend on the random

activity parameters A and B. In contrast, each URLLC message is uniformly distributed over the set M(U) , {1, . . . , ⌊2nR(U)⌋},

where the constant rate R(U) can depend on the network structure but not on the realization of the random activity parameters.

The motivation to consider these asymmetric rate constraints is that URLLC messages have stringent delay constraint and have

to be transmitted immediately in the next-following block. The rate R(U) needs to be guaranteed under any circumstances.

In contrast, eMBB messages can be postponed to following blocks if required and in each transmission block the goal is

to transmit as much eMBB rate as possible. In this sense, one can understand the setup as maximizing the expected eMBB

message rate while ensuring a minimum rate for URLLC messages.

We describe the encoding at the active Txs. The encoding starts with a first Tx-cooperation phase which consists of DTx > 0
rounds and depends only on the eMBB messages in the system. The URLLC messages, which are subject to stringent delay

constraints, are only generated afterwards, at the beginning of the subsequent channel transmission phase. So, during the

first Tx-cooperation phase, neighboring active Txs communicate with each other over dedicated noise-free links of unlimited

capacity over DTx > 0 rounds.

In each Tx-cooperation round j ∈ {1, . . . ,DTx}, any active Tx k ∈ Kactive sends a cooperation message to its active neighbors

in the network ℓ ∈ Nk,Tx,active , Nk ∩ Kactive, where Nk indicates the set of neighboring Txs of Tx k. (The sets Nk depend

on the specific network structure and will be specified latter for the various considered network models.)

Each cooperation message can depend on the Tx’s eMBB message and the cooperation-information received during previous

rounds. So, in round j, Tx k ∈ Kactive sends a message

T
(j)
k→ℓ =







ψ
(j)
k→ℓ

(

M
(e)
k ,
{
T

(1)
ℓ′→k, . . . , T

(j−1)
ℓ′→k

}

ℓ′∈Nk,Tx,active
,A,B

)

, k ∈ KeMBB

ψ
(j)
k→ℓ

({
T

(1)
ℓ′→k, . . . , T

(j−1)
ℓ′→k

}

ℓ′∈Nk,Tx,active
,A,B

)

, k /∈ KeMBB

. (5)

to each Tx ℓ ∈ Nk,Tx,active, for some functions ψ
(j)
k→ℓ on appropriate domains.

At the beginning of the subsequent channel transmission phase, URLLC messages are generated and each active Tx k ∈ Kactive

computes its channel inputs Xn
k , (Xk,1, . . . , Xk,n) ∈ Rn as follows:

Xn
k =

{

f
(B)
k

(
M

(U)
k ,M

(e)
k , {T (j)

ℓ′→k},A,B
)
, k ∈ KURLLC

f
(e)
k

(
M

(e)
k , {T (j)

ℓ′→k},A,B
)
, k ∈ KeMBB.

, (6)
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where the sets {T (j)
ℓ′→k} run over indices j ∈ {1, . . . ,DTx} and ℓ′ ∈ Nk,Tx,active, and f

(B)
k and f

(e)
k are encoding functions on

appropriate domains satisfying the average block-power constraint

1

n

n∑

t=1

X2
k,t ≤ P, ∀ k ∈ Kactive, almost surely. (7)

Inactive Txs simply send the all-zero sequence.

We shall assume a Gaussian communication network described as

Yk,t =
∑

k̃∈{Ik∩Kactive}

hk̃,kXk̃,t + Zk,t, (8)

where {Zk,t} are i.i.d. standard Gaussian random variables for all k and t and are independent of all messages; hk̃,k ≥ 0

describes the channel coefficient between Tx k̃ and Rx k and is a fixed real number; and X0,t = 0 for all t. In our model

we assume that the received signal Yk,t is only interfered with by the signals from Txs in Ik, if these neighboring Txs are

active. We will assume short range interference, i.e., that only signals from Txs that are sufficiently close interfere because the

disturbance from further away Txs are below the noise level. This implies that any Tx k can cooperate with the Txs whose

signals interfere at Rx k, i.e.,:

Ik ⊆ Nk. (9)

Decoding also takes place in two phases. In the first URLLC-decoding phase, any active Rx k ∈ KURLLC decodes the URLLC

message M
(U)
k based on its own channel outputs Y

n
k by computing

M̂
(U)
k = g

(n)
k

(
Y

n
k ,A,B

)
, (10)

for some decoding function g
(n)
k on appropriate domains. In the subsequent eMBB-decoding phase, active Rxs first communicate

with their active neighbors in the network ℓ ∈ Nk,Rx,active , Nk ∩ Kactive, during DRx ≥ 0 rounds over dedicated noise-free

links with unlimited capacity, and then they decode their intended eMBB messages based on their outputs and based on this

exchanged information. Specifically, in each cooperation round j ∈ {1, . . . ,DRx}, each active Rx k ∈ Tactive sends a cooperation

message

Q
(j)
k→ℓ = φ

(j)
k→ℓ

(

Y
n
k ,
{
Q

(1)
ℓ′→k, . . . , Q

(j−1)
ℓ′→k }ℓ′∈Nk,Rx,active

,A,B
)

(11)

to Rx ℓ if ℓ ∈ Nk,Rx,active for some appropriate function φ
(j)
k→ℓ.

After the last cooperation round, each active Rx k ∈ KeMBB decodes its desired eMBB message as

M̂
(e)
k = b

(n)
k

(

Y
n
k ,
{

Q
(1)
ℓ′→k, . . . , Q

(DRx)
ℓ′→k

}

ℓ′∈Nk,Rx,active

,A,B
)

, (12)

where b
(n)
k is a decoding function on appropriate domains.

Definition 1: Given P > 0 and K > 0, a rate pair (R(U)(P), R̄
(e)
K (P)) is said to be D-achievable if there exist rates {R(e)

k }Kk=1

satisfying

R̄
(e)
K ≤ EA,B

[
∑

k∈KeMBB

1

K
R

(e)
k

]

, (13)

a pair of Tx- and Rx-cooperation rounds DTx,DRx summing to DTx + DRx = D and encoding, cooperation, and decoding

functions satisfying the power constraint (7) and so that the probability of error

P

[
⋃

k∈KURLLC

(
M̂

(U)
k 6=M

(U)
k

)
or

⋃

k∈KeMBB

(
M̂

(e)
k 6=M

(e)
k

)
]

(14)

tends to 0 as n→ ∞.

An expected average per-user MG pair (S(U), S(e)) is called D-achievable, if for all powers P > 0 there exist D-achievable

rates
{
R(U)(P), R̄

(e)
K (P)

}

P>0
satisfying

S
(U) , lim

K→∞
lim
P→∞

R(U)(P)
1
2 log(P)

· ρρf , (15)

and

S
(e) , lim

K→∞
lim
P→∞

R̄
(e)
K (P)

1
2 log(P)

. (16)
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The closure of the set of all D-achievable MG pairs (S(U), S(e)) is called the (D-cooperative) fundamental MG region and

is denoted by S⋆
1 (D, ρ, ρf ) and S⋆

2 (D, ρ, ρf ) for Models 1 and 2, respectively.

Remark 1: The MG in (16) measures the average expected eMBB MG on the network. Since the URLLC rate is fixed to

R(U) at all Txs in KURLLC, we multiply the MG in (15) by ρρf to obtain the average expected URLLC MG of the network.

By the definition in (13), the pair (S(U), S(e)) thus corresponds to the expected per-user MG pair of the system.

Remark 2: In our model, we assume that neighboring Txs and neighboring Rxs can only cooperate if they lie in the active

set Kactive. Txs and Rxs in the inactive set K\Kactive do not participate in the cooperation phases. Notice that all our converse

(infeasibility) results remain valid in a setup where inactive Txs and Rxs do participate in the cooperation phases. Since our

inner and outer bounds are rather close in general (see the subsequent numerical discussion), this indicates that without essential

loss in optimality Txs and Rxs in K\Kactive can entirely be set to sleep mode to conserve their batteries.

For simplicity, throughout this manuscript we assume that D is even. In the following Section III, we propose a coding

scheme with both Tx and Rx cooperation under the assumption that DTx = 1 and DRx = D − 1. In Section IV, we propose a

coding scheme with only Rx cooperation, i.e., when DTx = 0 and DRx = D.

III. CODING SCHEME WITH BOTH TX- AND RX-COOPERATION

We assume throughout this section that

DTx = 1 and DRx = D − 1. (17)

In Subsection III-A, we freely choose a message assignment and present an achievable total MG for this assignment. In the

subsequent Subsection III-B we then build on these results to describe and analyze a scheme respecting the random message

arrivals.

A. A Basic Scheme with Chosen Message Assignments

1) Creation of subnets and message assignment: Each network is decomposed into three subsets of Tx/Rx pairs, Tsilent,

TURLLC and TeMBB, where

• Txs in Tsilent are silenced and Rxs in Tsilent do not take any action.

• Txs in TURLLC send only URLLC messages. The corresponding Txs/Rxs are designated as URLLC Txs/Rxs.

• Txs in TeMBB send only eMBB messages. The corresponding Txs/Rxs are designated as eMBB Txs/Rxs.

We choose the sets Tsilent, TURLLC, and TeMBB in a way that:

C1: the signals sent by the URLLC Txs do not interfere with one another; and

C2: silencing the Txs in Tsilent decomposes the network into non-interfering subnets such that in each subnet there is a dedicated

Rx, called the master Rx, that can send a cooperation message to any other eMBB Rx in the same subnet in at most
D
2 − 1 cooperation rounds.

For example, consider Wyner’s symmetric network (described in detail in Section V) where Txs and Rxs are aligned on a

grid and cooperation is possible only between subsequent Txs or Rxs. Interference at a given Rx is only from adjacent Txs.

The network is illustrated in Fig. 1. The figure also shows a possible decomposition of the Tx/Rx pairs into the sets Tsilent (in

white), TURLLC (in yellow) and TeMBB (in blue) when D = 6. The proposed decomposition creates subnets with 7 active Tx/Rx

pairs where the Rx in the center of any subnet (e.g. Rx 4 in the first subnet) can serve as a master Rx as it reaches any eMBB

Rx in the same subnet in at most D/2− 1 = 2 cooperation rounds. As required, transmissions from URLLC (yellow) Txs are

only interfered with by transmissions from eMBB (blue) Txs. Notice that in our example, Tx/Rx 19 has an eMBB message to

send but still is depicted in yellow (URLLC) because in our scheme it acts as if it had a URLLC message to send. In general,

any eMBB Tx/Rx can act as if it had a URLLC message to send, because requirements for eMBB messages are less stringent

than for URLLC messages. This observation will play an important role in the following.

2) Precanceling of eMBB interference at URLLC Txs: Any eMBB Tx k′ quantizes its pre-computed input signal Xn
k′ (how

this signal is generated will be described under item 5)) and describes the quantized signal X̂
n

k′ during the single Tx-cooperation

round to all its neighboring URLLC Txs, which then precancel this interference in their transmit signals. Fig. 1 illustrates

by blue arrows the sharing of the described quantization information with neighboring URLLC Txs for Wyner’s symmetric

network.

To describe this formally, for each k ∈ K, we define the eMBB interfering set

I(e)
k , Ik ∩ TeMBB. (18)

Also, we denote by U
n
k (M

(U)
k ) the non-precoded input signal precomputed at a given URLLC Tx k, which we will see is of

power P. (The following item 3) explains how to obtain U
n
k (M

(U)
k ).) Tx k sends the inputs

X
n
k = γk




U

n
k (M

(U)
k )−

∑

k′∈I
(e)
k

h−1
k,khk′,kX̂

n

k′




 (19)
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(a) The first Tx-cooperation round and the first Rx-cooperation round

+ + + + + + + ++ + + + + + + +

2 4 5 6 14 16 17 18
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+

+

+

+

(b) The last D − 2 Rx-cooperation rounds.

Fig. 1: Example for D = 6 : Tx/Rx pairs in yellow have “fast” messages to transmit, Tx/Rx pairs in blue have “slow”messages

to transmit, Tx/Rx pairs in white are deactivated. We deactivated Tx/Rx pairs 8 and 20 to satisfy the delay constraint D. Rx 4
and Rx 16 are master Rxs. Tx/Rx pair 19 employs the same coding scheme as the “fast” transmissions.

over the channel, where γk is a factor that ensures that the transmit signal satisfies the power constraint in (7).1 Since each

URLLC Rx k is not interfered with by the signal sent at any other URLLC Tx, the precoding in (19) ensures that a URLLC

Rx k observes the almost interference-free signal

Y
n
k = γkhk,kU

n
k +

∑

k′∈I
(e)
k

hk′,k(X
n
k′ − γkX̂

n

k′ ) +Z
n
k

︸ ︷︷ ︸

disturbance

, (20)

where the variance of the above disturbance is around the noise level and does not grow with P.

3) Transmission of URLLC messages: Each URLLC Tx k encodes its desired message M
(U)
k using a codeword U

(n)
k (M

(U)
k )

from a Gaussian point-to-point code of power P. The corresponding Rx k applies a standard point-to-point decoding rule to

directly decode this URLLC codeword without Rx-cooperation from its “almost” interference-free outputs Yk, see (20).

4) Canceling URLLC interference at eMBB Rxs: According to the previous item 3), all URLLC messages are decoded

directly from the outputs without any Rx-cooperation. During the first Rx-cooperation round, all URLLC Rxs share their

decoded messages with all their neighboring eMBB Rxs, which can cancel the corresponding interference from their receive

signals. More formally, we define the URLLC interference set

I(U)

k̃
, Ik̃ ∩ TURLLC (21)

as the set of URLLC Txs whose signals interfere at Rx k̃. Each eMBB Rx k̃ forms the new signal

Ŷ
n

k̃ := Y
n
k̃
−
∑

k̂∈I
(U)

k̃

hk̂,k̃U
n
k̂
(M̂

(U)

k̂
), (22)

and decodes its desired eMBB message based on this new signal following the steps described in the following item 5). Fig. 1a

illustrates by yellow arrows the sharing of decoded URLLC messages with neighboring eMBB Rxs in Wyner’s symmetric

network. Recall again that for convenience in this example we treat Message M
(e)
19 as if it was URLLC.

5) Transmission and reception of eMBB messages using CoMP reception: Each eMBB Tx k encodes its message M
(e)
k

using a codeword X
n
k (M

(e)
k ) from a Gaussian point-to-point code of power P. eMBB messages are decoded based on the

new outputs Ŷ
n

k̃ in (22). CoMP reception is employed to decode all eMBB messages in a given subnet. That means that each

eMBB Rx k̃ applies a rate- 12 log(1 + P) quantizer to the new output signal Ŷ
n

k̃ , and sends the quantization information over

the cooperation links to the master Rx in its subnet. Each master Rx reconstructs all the quantized signals and jointly decodes

the eMBB messages, before sending them back to their intended Rxs. By item 4) the influence of URLLC transmissions has

been canceled (up to the noise level) from the eMBB receive signals.

1Since all channel coefficients hk′,k are constant and both U
n
k (M

(U)
k

) and X̂
n

k′ are of power P, the prefactor γk does not grow with P.
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6) MG analysis: In the described scheme, all transmitted URLLC and eMBB messages can be sent reliably at MG 1 because

all interference is canceled (up to the noise level) either at the Tx or the Rx side and because the precoding factors γk do not

vanish as P → ∞.

The presented coding scheme can sustain URLLC rates

R
(U)
k =

1

2
log(1 + P) + o(1), k ∈ TURLLC, (23a)

and eMBB rates

R
(e)
k =

1

2
log(1 + P) + o(1), k ∈ TeMBB. (23b)

7) Rate transfer for Model 1: In Model 1, any URLLC Tx also has an eMBB message to send. Since URLLC messages have

more stringent requirements than eMBB messages, each Tx/Rx pair in TURLLC can use part of its rate to send an eMBB message

instead of the URLLC message. By this rate-transfer argument, our scheme can achieve any rate-tuple (R
(U)
k , R

(e)
k : k ∈ K)

satisfying

R
(U)
k +R

(e)
k ≤ 1

2
log(1 + P) + o(1), k ∈ TURLLC, (24a)

R
(e)
k ≤ 1

2
log(1 + P) + o(1), k ∈ TeMBB, (24b)

R
(U)
k = 0, k ∈ TeMBB, (24c)

R
(e)
k , R

(U)
k = 0, k ∈ Tsilent. (24d)

B. Adaptations to Random Arrivals

In our model, we can choose the sets Tsilent, TURLLC, and TeMBB depending on the realizations of the random sets KURLLC and

KeMBB. An ideal choice would obviously be to set Tsilent = K\Kactive, TURLLC = KURLLC, and TeMBB = KeMBB. However, such

a choice is not always possible because the sets Kactive,KURLLC,KeMBB are random while the sets Tsilent, TURLLC, and TeMBB

have to satisfy specific requirements, e.g., users in TURLLC cannot be adjacent and users in Tsilent cannot be too far away from

each other so as to ensure that eMBB Rxs in a subnet can reach their master Rx within the required number of cooperation

rounds.

As already mentioned, one remedy is to time-share different versions i = 1, 2, . . . of the scheme with different choices of

the sets Tsilent,i, TURLLC,i, and TeMBB,i in version i so that all URLLC users KURLLC can transmit their URLLC messages in at

least one of the versions, i.e., so that each k ∈ KURLLC is present in at least one of the sets TURLLC,i.

Depending on the network structure, identifying the best choice of the time-shared schemes can be cumbersome. We therefore

first propose a non-adaptive choice that works for all realizations of the activity parameters in the sense that the union of the

sets
⋃

i TURLLC,i over all time-shared schemes covers each of the users in K.

1) Non-adaptive scheme under random arrivals: The networks we consider in this paper have regular connectivity. It is

thus possible to find a regular arrangement of the sets Tsilent,1, TURLLC,1, and TeMBB,1 satisfying the requirements in the scheme

described in the previous section, and so that shifted arrangements Tsilent,i, TURLLC,i, and TeMBB,i exist, for i = 2, 3, . . . , κ and

κ = K
|TURLLC,1|

, with each Tx/Rx pair k lying in exactly one set TURLLC,i. In such a regular arrangement, each URLLC message

is transmitted only during a fraction 1
κ of the time, and its rate is thus

R(U) =
|TURLLC,1|

K
· 1
2
log(1 + P) + o(1). (25)

This strategy can thus achieve a URLLC per-user MG of

S
(U) = ρρf lim

K→∞

|TURLLC,1|
K

, (26)

where we recall that the factor ρρf stems from the definition of S(U).

In the i-th version of the scheme, the Tx/Rx pairs k ∈ TeMBB,i can transmit eMBB messages at a rate 1
2 log(1 + P) + o(1),

if they have such eMBB messages. Moreover, as already explained, Tx/Rx pairs k ∈ TURLLC,i that have an eMBB message

but no URLLC message can transmit these eMBB messages also at the same rate 1
2 log(1+P)+ o(1). Since by the regularity

of the arrangements, each user lies a fraction
|TURLLC,1|

K of the time in the corresponding set TURLLC,i and a fraction
|TeMBB,1|

K of

the time in the corresponding set TeMBB,i, we have:

• If k ∈ (KURLLC ∩ KeMBB), then R
(e)
k =

|TeMBB,1|
K

1
2 log(1 + P) + o(1);

• If k ∈ (KURLLC\KeMBB), then R
(e)
k = 0;

• If k ∈ (KeMBB\KURLLC), then R
(e)
k =

|TeMBB,1|+|TURLLC,1|
K

1
2 log(1 + P) + o(1).
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Under Model 1, any active user has an eMBB message to transmit and thus the set KURLLC\KeMBB is empty. The expected

per-user eMBB MG is therefore equal to

S
(e) = ρρf lim

K→∞

|TeMBB,1|
K

+ ρ(1− ρf ) lim
K→∞

|TeMBB,1|+ |TURLLC,1|
K

(27)

= ρ lim
K→∞

|TeMBB,1|
K

+ ρ(1− ρf ) lim
K→∞

|TURLLC,1|
K

. (28)

By the rate-transfer arguments in Subsection III-A7, it follows that all pairs (S(U), S(e)) satisfying the following two conditions

are achievable:

S
(U) ≤ ρρf lim

K→∞

|TURLLC,1|
K

(29)

S
(U) + S

(e) ≤ ρ lim
K→∞

|TURLLC,1|+ |TeMBB,1|
K

. (30)

Under Model 2 any active user that has a URLLC message to send has no eMBB message and thus the set KURLLC ∩KeMBB

is empty. The expected per-user eMBB MG is therefore equal to

S
(e) = ρ(1− ρf ) lim

K→∞

|TeMBB,1|+ |TURLLC,1|
K

. (31)

The URLLC MG is as in (26).

2) Non-adaptive scheme under random arrivals transmitting at S(U) = 0: If we are interested in transmitting at the largest

possible total eMBB MG, we can set TURLLC = ∅ and simply choose a set TeMBB satisfying Condition C2 in the previous

section. Under Model 1, the expected per-user eMBB MG is then equal to

S
(e) = ρ lim

K→∞

|TeMBB|
K

(32)

and under Model 2 it is

S
(e) = ρ(1− ρf ) lim

K→∞

|TeMBB|
K

. (33)

3) Adaptive schemes under random arrivals: As the realizations of the activity sets are random, proposing a general

formulation for this scheme is only possible when the interference graph of the network is known. In Appendix B we explain

this scheme for the symmetric Wyner network.

IV. CODING SCHEME WITH ONLY RX-COOPERATION

We assume throughout this section that

DTx = 0 and DRx = D. (34)

A. The Basic Scheme

The only difference between this scheme and the one proposed in Section III-A is that without Tx-cooperation, item 2)

cannot be executed. More specifically, in this scheme, precanceling of eMBB interference at URLLC Txs is not allowed.

Therefore, Txs in TeMBB whose transmissions interfere with URLLC transmissions are deactivated.

With Rx-cooperation only, we therefore choose sets Tsilent, TURLLC, and TeMBB that satisfy the two conditions C1 and C2 in

Subsection III-A and the additional condition

C3: eMBB transmit signals do not interfere at URLLC Rxs:

k /∈ Ik′ , ∀k ∈ TeMBB, k
′ ∈ TURLLC, (35)

where we recall that Ik′ denotes the set of Txs whose signals interfere at Rx k′.

The coding scheme in Section III (without item 2) then again achieves the rates in (23). Moreover, with an appropriate

rate-transfer argument from URLLC to eMBB messages, under Model 1 it even achieves the rates in (24). Notice that in our

schemes, the penalty from having only Rx-cooperation but no Tx-cooperation thus only stems from the additional requirement

C3, compared to the case with Tx- and Rx-cooperation.
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1 2 . . . K

Fig. 2: Wyner’s symmetric network. Black dashed arrows show interference links and purple arrows show cooperation links.

B. Adaptations to Random Arrivals

1) Non-adaptive scheme under random arrivals: Unlike with Tx- and Rx-cooperation, when only Rxs can cooperate there

does not seem to be any interesting non-adaptive scheme that is not degenerate, i.e., that includes a non-trivial combination

of URLLC and eMBB Tx/Rx pairs. The reason is that Requirement C3 is very stringent and for many networks does not

seem to allow for meaningful choices where both TURLLC and TeMBB are non-empty. In these networks the best option seems

to time-share schemes with either only URLLC or only eMBB Txs. The scheme with only URLLC Txs should time-share

different schemes with different choices of TURLLC,i so that each Tx lies in TURLLC,i for at least one phase i. Each of the sets

TURLLC,i has to satisfy Condition C1, and we set Tsilent,i = K\TURLLC,i so that TeMBB,i = ∅. The scheme with only eMBB

Txs sets TURLLC = ∅ and then chooses Tsilent so as to decompose the network in an appropriate way so that the remaining set

TeMBB = K\Tsilent satisfies Condition C2.

After time-sharing, the overall scheme then achieves the expected per-user MG pair

S
(U) = α · ρρf lim

K→∞

|T ′
URLLC|
K

(36)

S
(e) = αρ(1− ρf ) lim

K→∞

|T ′
URLLC|
K

+ (1− α) · ρ(1− ρf ) lim
K→∞

|T ′
eMBB|
K

, (37)

where α ∈ [0, 1] is the time-sharing parameter and the set T ′
URLLC ⊆ K has to satisfy Condition C1 while the set T ′

eMBB ⊆ K
has to satisfy Condition C2. (Notice that here the sets T ′

URLLC and T ′
eMBB do not need to be disjoint; for this reason we use

the prime-notation.)

Under Model 1 each Tx has an eMBB message to send with probability ρ, and moreover we can apply a rate-transfer

argument from URLLC to eMBB messages. The scheme can then achieve any expected per-user MG pair satisfying

S
(U) ≤ α · ρρf lim

K→∞

|T ′
URLLC|
K

(38)

S
(U) + S

(e) ≤ α · ρ lim
K→∞

|T ′
URLLC|
K

+ (1 − α) · ρ lim
K→∞

|T ′
eMBB|
K

, (39)

where α ∈ [0, 1], and the sets T ′
URLLC and T ′

eMBB satisfy Conditions C1 and C2, respectively.

Under Model 2 any active user that has a URLLC message to send has no eMBB message and thus the set KURLLC ∩KeMBB

is empty. The expected per-user eMBB MG is therefore equal to

S
(e) = ρ(1− ρf) lim

K→∞

(1− α)|T ′
eMBB|+ α|T ′

URLLC|
K

. (40)

2) Adaptive schemes under random arrivals: In Appendices D and E we describe adaptive schemes for the symmetric

Wyner and hexagonal networks.

V. THE SYMMETRIC WYNER NETWORK

A. Network and Cooperation Model

Consider Wyner’s symmetric linear cellular model where cells are aligned in a single dimension and signals of users that lie

in a given cell interfere only with signals sent in the two adjacent cells. See Fig. 2 where the interference pattern is illustrated

by black dashed lines. We assume that the various mobile users in a cell are scheduled on different frequency bands, and focus

on a single mobile user per cell (i.e., on a single frequency band).

The input-output relation of the network is

Y k,t = hk,kXk,t +
∑

k̃∈{k−1,k+1}

hk̃,kX k̃,t +Zk,t, (41)

where X0,t = 0 for all t, and the interference set at a given user k is

Ik = {k − 1, k + 1}, (42)
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where indices out of the range K should be ignored. In this model, Rxs and Txs can cooperate with the two Rxs and Txs in

the adjacent cells, so

Nk = {k − 1, k + 1} (43)

Fig. 2 illustrates the interference pattern of the network and the available cooperation links.

B. Results with Both Tx- and Rx-Cooperation

We first present our results for Model 1.

Proposition 1 (Non-Adaptive Scheme, Model 1): For ρ ∈ (0, 1], the fundamental per-user MG region S⋆
1 (D, ρ, ρf) includes

all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (44)

S
(e) + S

(U) ≤ ρ
D + 1

D + 2
. (45)

Proof: Achievability of the rate-pair S(U) =
ρρf

2 and S(e) = ρD+1
D+2 − ρρf

2 holds by (29) and (30) and the choice of the

sets

Tsilent,1 =

{

ℓ (D + 2) : ℓ = 1, . . . ,

⌊
K

D + 2

⌋}

, (46a)

TURLLC,1 = {1, 3, . . . ,K − 1}, (46b)

TeMBB,1 = K\(Tsilent,1 ∪ TURLLC,1). (46c)

Theorem 1 (Adaptive Scheme, Model 1): For ρ ∈ (0, 1), the fundamental per-user MG region S⋆
1 (D, ρ, ρf ) includes all

nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (47)

S
(e) +M

(A)
both,1 · S(U) ≤ ρ− (1 − ρ)ρD+2

1− ρD+2
, (48)

where

M
(A)
both,1 , 1 +

(1− ρ)2ρD

ρf (1− ρD+2)
− (1− ρ)2ρD(1− ρf )

2

ρf (1− ρD+2(1− ρf )2)
. (49)

Proof: The Results follows by rate- and time-sharing arguments and the achievability of the pairs (S(U), S(e)), with S(e)

given in (164) and the pair (S(U), S(e)) as given in (172) and (185); see Appendix B.

We also have the following outer bound.

Theorem 2 (Outer Bound, Model 1): For ρ ∈ (0, 1), all achievable MG pairs (S(U), S(e)) of Model 1 satisfy (44) and

S
(e) + S

(U) ≤ ρ− (1− ρ)ρD+2

1− ρD+2
. (50)

For ρ = 1 they satisfy (44) and (45).

Proof: See Appendix B-C.

Inner and outer bounds are generally very close. In particular, they determine the largest achievable URLLC per-user MG,

which is S
(U)
max =

ρρf

2 , and the largest eMBB per-user MG, which is

S(e)
max = ρ− (1− ρ)ρD+2

1− ρD+2
. (51)

Our inner and outer bounds completely coincide in the extreme cases ρ = 1 and D → ∞.

Corollary 1: For ρ = 1 or when D → ∞, Theorem 2 is exact. For ρ = 1, the fundamental per-user MG region S⋆
1 (D, ρ, ρf )

is the set of all nonnegative MG pairs (S(U), S(e)) satisfying (44) and (45), and for ρ ∈ (0, 1) and D → ∞ it is the set of all

MG pairs (S(U), S(e)) satisfying (44) and

S
(e) + S

(U) ≤ ρ. (52)

For Model 2 we have the following results.
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Fig. 3: Inner and outer bounds on the fundamental per-user MG regions S⋆
1 (D, ρ, ρf) and S⋆

2 (D, ρ, ρf ) for ρ = 0.8, ρf = 0.6
and D = 10 for Tx- and Rx-Cooperation.
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Fig. 4: Inner and outer bounds on the fundamental per-user MG regions S⋆
1 (D, ρ, ρf) and S⋆

2 (D, ρ, ρf ) for ρ = 0.4, ρf = 0.3
and D = 4 for Tx- and Rx-Cooperation.

Proposition 2 (Non-Adaptive Scheme, Model 2): For ρ ∈ (0, 1], the fundamental per-user MG region S⋆
2 (D, ρ, ρf) includes

all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (53)

S
(e) ≤ ρ(1 − ρf )

D + 1

D + 2
. (54)

Proof: The pair S(U) =
ρρf

2 and S(e) = ρ(1 − ρf )
D+1
D+2 is achievable by (25) and (31) and the choice of the sets in (46).

On the other hand, the pair S(U) = 0 and S(e) = ρ(1 − ρf )
D+1
D+2 is achievable by (33) and the choice TeMBB = K\Tsilent,1 for

Tsilent,1 as in (46a). The proposition then follows by time-sharing arguments.

Theorem 3 (Adaptive Scheme, Model 2): For ρ ∈ (0, 1) and ρf ∈ (0, 1], the fundamental per-user MG region S⋆
2 (D, ρ, ρf )

includes all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (55)

S
(e) +M

(A)
both,2 · S(U) ≤ ρ(1− ρf )−

(1− ρ(1− ρf ))ρ
D+2(1− ρf )

D+2

1− ρD+2(1− ρf )D+2
, (56)
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where

M
(A)
both,2 , 1 +

2(1− ρf)

ρf
− 2(1− ρ(1− ρf ))ρ

D+1(1− ρf )
D+2

ρf (1− ρD+2(1− ρf )D+2)

− 2(1− ρf )

ρf(1 − ρ2(1− ρf ))2
(
(1 + ρ)(1− ρ(1 − ρf ))

2 − ρ3ρ2f
)

−
(
(1 − ρ(1− ρf ))

2 + (1− ρ)2(1− ρf )(2ρ+ 2ρ2(1− ρf ) + 1)
)

ρf (1− ρ2(1− ρf ))
− (1 − ρ)2ρD+1(1 − ρf )

D+6
2

2(1− ρD+2(1− ρf )
D+6
2 )

+
ρD+2(1− ρf )

D+2
2

2(1− ρ2(1 − ρf ))(1− ρD+2(1 − ρf )
D+2
2 )

(

(1 + ρ)

(

(1− ρ(1− ρf ))
2 +

(1− ρ)2

ρ

))

. (57a)

For ρf = 0, the left-hand side of (56) has to be replaced by S(e) only.

Proof: The results hold by time-sharing arguments and the achievability of the pairs (S(U), S(e)), with S
(e) given in (193)

and the pair (S(U), S(e)) as given in (207) and (217); see Appendix C.

We also have the following outer bound.

Theorem 4 (Outer Bound, Model 2): For ρ ∈ (0, 1], all achievable MG pairs (S(U), S(e)) of Model 2 satisfy (55) and

S
(e) ≤ ρ(1− ρf)−

(1− ρ(1 − ρf ))ρ
D+2(1 − ρf )

D+2

1− ρD+2(1− ρf )D+2
. (58)

Proof: See Appendix C-B.

Inner and outer bounds are generally very close also for this Model 2. As under Model 1, they also determine the largest

achievable URLLC per-user MG, which is again S
(U)
max =

ρρf

2 , and the largest eMBB per-user MG, which now under Model

2 is

S(e)
max = ρ(1− ρf )−

(1− ρ(1 − ρf ))ρ
D+2(1 − ρf)

D+2

1− ρD+2(1− ρf )D+2
. (59)

Notice that Expression (59) can be obtained from (51), which determines the largest eMBB per-user under Model 1, by

replacing ρ by ρ(1 − ρf ). The reason is that when only eMBB messages are to be transmitted, then only the probability of

each user having an eMBB message matters, and this probability equals ρ under Model 1 and it equals ρ(1−ρf) under Model

2.

Corollary 2: For D → ∞, Theorem 4 is exact. In this case, the fundamental MG region S⋆
2 (D = ∞, ρ, ρf ) is the set of all

non-negative MG pairs (S(U), S(e)) satisfying (55) and

S
(e) ≤ ρ(1 − ρf ). (60)

Proof: The results follow from Proposition 2 and Theorem 4.

Fig. 3 illustrates the outer and inner bounds on the MG region for Models 1 and 2 under both Tx- and Rx-Cooperation for

ρ = 0.8, ρf = 0.6 and D = 10. We generally notice that the best inner bound is quite close to the best outer bound, thus

providing a good approximation of the fundamental per-user MG regions. Comparing the different inner bounds, we further

remark that the adaptive scheme significantly improves over the non-adaptive scheme, and for the presented set of parameters

and for D = 10 the fundamental per-user MG is already close to the one for an unlimited number of cooperation rounds

D → ∞. Fig. 4, which shows similar plots but for ρ = 0.4, ρf = 0.3 and D = 4, allows for the same conclusions, and

moreover shows that for a small user activity parameter ρ = 0.4 even D = 4 cooperation rounds suffice to well approximate

the asymptotic fundamental per-user MG region for D → ∞. The reason is that a large number of cooperation rounds is only

useful in subnets with a large number of consecutive Txs that are active, and such subnets are extraordinarily rare when ρ
is small. In our achievability and converse results this phenomenon can be observed by noting that the influence of D in the

exponent decreases with the value of ρ (for Model 1) and with ρ(1− ρf ) for Model 2.

In Model 1, the bounds all have the shapes of right-angled trapezoids with parallel sides at S(U) = 0 and at the maximum

URLLC MG S
(U) =

ρρf

2 . The most interesting part of the bounds is the upper side of the trapezoids, which lies opposite the

two right angles. In particular, the slope of this side is −1 for the outer bounds which indicates that sum per-user MG along

this line stays constant for all values of the URLLC per-user MG S(U) ≤ ρρf

2 . For the inner bounds the slope is −M (i)
both,1

with i ∈ {A,NA} indicating that their sum per-user MG is reduced by (M
(i)
both,1 − 1)β when the URLLC per-user MG S(U) is

increased by β.

In Model 2, the outer bounds have rectangular shapes and the inner bounds are nearly-rectangular. These shapes indicate

that the sum per-user MG increases with the URLLC per-user MG, and thus operating at large URLLC per-user MG S(U) does

not penalize the achievable eMBB per-user MG S(e). In fact, under Model 2 one cannot trade URLLC messages for eMBB

messages because each Tx only has one of the two to send.
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The shapes of the per-user MG regions in the two models should also be compared to a triangular shape which corresponds

to a scheme that schedules the eMBB and URLLC transmissions into orthogonal slices (e.g., frequency bands or time-slots).

Under both models, our schemes significantly outperform such simple scheduling schemes.

C. Results with only Rx-Cooperation

Proposition 3 (Non-Adaptive Scheme, Model 1): For ρ ∈ (0, 1] and ρf ∈ (0, 1], the fundamental MG region S⋆
1 (D, ρ, ρf )

for Model 1 includes all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (61)

S
(e) +M

(NA)
Rx,1 S

(U) ≤ ρ
D + 1

D + 2
, (62)

where

M
(NA)
Rx,1 ,

D + 1

D + 2

2

ρf
− 1− ρf

ρf
. (63)

For ρ ∈ (0, 1] and ρf = 0, above result continues to hold if the left-hand side of (62) is replaced by the single term S(e).

Proof: Choose

T ′
URLLC = {1, 3, . . . ,K − 1} (64a)

T ′
silent = {c(D + 2)}⌈

ℓ
D+2 ⌉

c=1 (64b)

T ′
eMBB = K\T ′

silent. (64c)

Substituting this choice into (38) and (39) proves achievability of the pair S(U) = α
ρfρ
2 and S(e) = α

(1−ρf )ρ
2 + (1− α)ρD+1

D+2
for any α ∈ [0, 1]. The proposition is obtained by time-sharing the schemes for α = 0 and α = 1.

Theorem 5 (Adaptive Scheme, Model 1): For ρ ∈ (0, 1) and ρf ∈ (0, 1], the fundamental MG region S⋆
1 (D, ρ, ρf) of Model 1

includes all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (65)

S
(e) +M

(A)
Rx,1 · S(U) ≤ ρ− (1− ρ)ρD+2

1− ρD+2
, (66)

where

M
(A)
Rx,1 ,

2

ρf
− 2(1− ρ)ρD+1

ρf (1− ρD+2)
+

ρ3ρf (1− ρf )

(1− ρ2(1 − ρf )))

(

2

(1− ρ2(1 − ρf ))
− ρD(1− ρf )

D
2

1− ρD+2(1− ρf )
D+2
2

)

− (1− ρf )(1 − ρ(1− ρf ))
2

ρf (1− ρ2(1 − ρf ))

(

2ρ+ 2ρ2(1− ρf ) + 1− ρD+1(1− ρf )
D
2 (1 + ρ(1− ρf ))

(1− ρD+2(1− ρf )
D+2
2 )

)

− (1− ρ)2

ρf (1− ρ2(1− ρf ))

(

2ρ(1− ρf )

(1− ρ2(1 − ρf ))
+ 1− ρD+1(1− ρf )

D+2
2 (1 + ρ)

(1− ρD+2(1 − ρf )
D+2
2 )

)

. (67)

For ρ ∈ (0, 1) and ρf = 0, above result holds if the left-hand side of (66) is replaced by S(e).

Proof: See Appendix D.

Theorem 6 (Outer Bound, Model 1): For ρ ∈ (0, 1), all achievable MG pairs (S(U), S(e)) of Model 1 satisfy (65)

S
(e) + S

(U) ≤ ρ− (1 − ρ)ρD+2

1− ρD+2
. (68)

S
(e) + (1 + ρ)S(U) ≤ ρ. (69)

Proof: The bounds in (65) and (68) coincide with the bounds for Tx- and Rx-cooperation in Theorem 2 and can be proved

in the same way. The bound in (68) is proved in Appendix D-C.

Our inner and outer bounds determine again the largest URLLC and the largest eMBB per-user MGs. They are the same

as under both Tx- and Rx-cooperation. Having only Rx-cooperation thus does not harm the individual largest per-user MGs.

In contrast, the largest eMBB per-user MG that is achievable for S(U) =
ρρf

2 is significantly deteriorated when only Rxs can

cooperate. For example, in the extreme case D → ∞, with Tx- and Rx-cooperation S(e) = ρ
(
1− ρρf

2

)
is achievable when

S
(U) =

ρρf

2 . Our converse result in Theorem 6 indicates that in this case no eMBB per-user MG above ρ
(
1− (1 + ρ)

ρρf

2

)

is achievable. The reason for this degradation is that cancelling interference of eMBB transmissions on URLLC transmissions
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Fig. 5: Inner and outer bounds on the fundamental per-user MG regions S⋆
1 (D, ρ, ρf) and S⋆

2 (D, ρ, ρf ) for ρ = 0.8 and

ρf = 0.6, D = 10 for Rx-cooperation only.

requires Tx-cooperation and seems unfeasible otherwise. As a consequence, when Txs cannot cooperate, eMBB transmissions

that would interfere URLLC transmissions cannot be scheduled.

We next present our results under Model 2.

Proposition 4 (Non-Adaptive Scheme, Model 2): For ρ ∈ (0, 1] and ρf ∈ (0, 1], the fundamental MG region S∗2(D, ρ, ρf )
includes all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (70)

S
(e) +M

(NA)
Rx,2 · S(U) ≤ ρ(1− ρf )

D + 1

D + 2
., (71)

where

M
(NA)
Rx,2 ,

1− ρf
ρf

· 2(D + 1)

D + 2
. (72)

For ρ ∈ (0, 1] and ρf = 1 the same result holds if the left-hand side of (70) is replaced by the single term S(e).

Proof: This result follows by substituting the choice (64) into (36) and (37). For α = 0 this proves achievability of the

pair S(U) = 0 and S(e) = ρ(1−ρf)D+1
D+2 and for α = 1 achievability of the pair S(U) =

ρρf

2 and S(e) =
ρ(1−ρf )

2 . The proposition

then holds by time-sharing arguments.

Theorem 7 (Adaptive Scheme, Model 2): For ρ ∈ (0, 1) and ρf ∈ (0, 1], the fundamental MG region S⋆
2 (D, ρ, ρf ) includes

all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

2
, (73)

S
(e) +M

(A)
Rx,2 · S(U) ≤ ρ(1− ρf )−

(1− ρ(1− ρf ))ρ
D+2(1− ρf )

D+2

1− ρD+2(1 − ρf )D+2
, (74)

where

M
(A)
Rx,2 ,

2(1− ρf )

ρf
− 2(1− ρ(1− ρf ))ρ

D+1(1− ρf )
D+2

ρf (1 − ρD+2(1− ρf )D+2)

+
ρ3ρf (1− ρf )

2

(1− ρ2(1− ρf )2)

(
2

1− ρ2(1− ρf )2
− ρD(1− ρf )

D

1− ρD+2(1 − ρf )D+2

)

− (1− ρf )
(
(1− ρ(1− ρf ))

2 + (1− ρ)2
)

ρf (1− ρ(1− ρf ))

(
1

1− ρ(1 − ρf )
− ρD+1(1− ρf )

D+1

1− ρD+2(1 − ρf )D+2

)

.

(75)

For ρ ∈ (0, 1) and ρf = 1 the same result holds if the left-hand side of (74) is replaced by the single term S(e).

Proof: See Appendix D.

Theorem 8 (Outer Bound, Model 2): For ρ ∈ (0, 1), all achievable MG pairs (S(U), S(e)) of Model 2 satisfy (65) and the

two bounds

S
(e) ≤ ρ(1− ρf)−

(1− ρ(1 − ρf ))ρ
D+2(1 − ρf )

D+2

1− ρD+2(1− ρf )D+2
. (76)
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ex
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(a) (b)

Fig. 6: An illustration of the hexagonal a) Small circles indicate Txs and Rxs, black solid lines the cell borders, and black

dashed lines interference between cells. b) the Tx/Rx pairs in K1 are colored in gray, the Tx/Rx pairs in K2 in blue and the

Tx/Rxs in K3 in pink.

and

S
(e) + ρ(1− ρf ) · S(U) ≤ ρ(1− ρf ). (77)

Proof: The bounds in (65) and (76) coincide with the bounds for Tx- and Rx-cooperation in Theorem 4 and can be proved

in the same way. The bound in (77) is proved in Appendix D-F.

Fig. 5 plots our inner and outer bounds on the fundamental per-user MG regions S⋆
1 (D, ρ, ρf ) and S⋆

2 (D, ρ, ρf ) for Rx-

cooperation under both models and for ρ = 0.8, ρf = 0.6 and D = 10. As discussed above, the bounds show a significant

degradation of the largest eMBB per-user MG that is simultaneously achievable as the URLLC per-user MG S(U) =
ρρf

2
compared to the case with both Tx- and Rx- cooperation.

VI. HEXAGONAL NETWORK

A. Network Model and Cooperation

Consider a network with K hexagonal cells, where each cell consists of one single mobile user (MU) and one BS. The

signals of users that lie in a given cell interfere with the signals sent in the 6 adjacent cells. The interference pattern of our

network is depicted by the black dashed lines in Fig. 6a, i.e., the interference set Ik contains the indices of the 6 neighboring

cells whose signals interfere with cell k. Each Tx k and each Rx k can cooperate with the six Txs or Rxs in the adjacent cells,

i.e., |Nk| = 6.

To describe the setup and our schemes in detail, we parametrize the locations of the Tx/Rx pair in the k-th cell by a number

ok in the complex plane C. Introducing the coordinate vectors

ex =

√
3

2
− 1

2
i and ey = i, (78)

as in Fig. 6a, the position ok of Tx/Rx pair k is than associated with a pair of integers (ak, bk) satisfying

ok , ak · ex + bk · ey. (79)

The interference set Ik and the neighbour set Nk of Tx/Rx pair k can then be expressed as

Nk = Ik = {k′ : |ak − ak′ | = 1 and |bk − bk′ | = 1 and |ak − ak′ − bk + bk′ | = 1} . (80)

For simplicity, in this section we assume

D = ∞. (81)

Similar results can be derived for finite number of cooperation round D <∞.

B. Results with both Tx- and Rx-Cooperation

Notice that when D → ∞ there is no difference between the adaptive and non-adaptive schemes we proposed in the

previous section. In this section therefore we only propose a single achievability result under Tx- and Rx-cooperation based

on a non-adaptive scheme.

Proposition 5 (Achievability Result, Model 1): For ρ ∈ (0, 1], the fundamental MG region S⋆
1 (D = ∞, ρ, ρf ) for Model 1

includes all non-negative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

3
, (82)
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S
(e) + S

(U) ≤ ρ. (83)

Proof: We partition K into three subsets K1,K2,K3 as in Figure 6b so that all the signals sent by Txs in a given subset

Ki do not interfere with one another, i.e., for each i ∈ {1, 2, 3}:

k′ /∈ Ik′′ and k′′ /∈ Ik′ , ∀k′, k′′ ∈ Ki. (84)

Substituting for i ∈ {1, 2, 3} the choice Tsilent,i = ∅ and

TURLLC,i = Ki (85a)

TeMBB,i = K\TURLLC,i (85b)

into (29) and (30) proves the proposition.

Proposition 6 (Achievability Result, Model 2): For ρ ∈ (0, 1], the fundamental MG region S⋆
2 (D = ∞, ρ, ρf ) for Model 2

includes all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

3
, (86)

S
(e) ≤ ρ(1− ρf ). (87)

Proof: We partition K into three subsets K1,K2,K3 as in Figure 6b so that all the signals sent by Txs in a given subset

Ki do not interfere with one another, i.e., for each i ∈ {1, 2, 3}:

k′ /∈ Ik′′ and k′′ /∈ Ik′ , ∀k′, k′′ ∈ Ki. (88)

Substituting the choice (85) into (29) and (31) proves the proposition.

C. Results with Only Rx-Cooperation

Proposition 7 (Non-Adaptive Scheme, Model 1): For ρ ∈ (0, 1], the fundamental MG region S⋆
1 (D = ∞, ρ, ρf ) under Model

1 includes all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

3
, (89)

S
(e) + L

(NA)
Rx,1 S

(U) ≤ ρ, (90)

where

L
(NA)
Rx,1 ,

2 + ρf
ρf

. (91)

Proof: Substitute (85) into (38) and (39).

Theorem 9 (Adaptive Scheme, Model 1): For ρ ∈ (0, 1), the fundamental MG region S⋆
1 (D = ∞, ρ, ρf ) of Model 1 includes

all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

3
, (92)

S
(e) + L

(A)
Rx,1S

(U) ≤ ρ. (93)

where

L
(A)
Rx,1 ,

2 + ρf − 2(1− ρρf )
3

ρf
. (94)

Proof: See Appendices E-A and E-B.

For Model 2 we have the following results.

Proposition 8 (Non-Adaptive Scheme, Model 2): For ρ ∈ (0, 1], the fundamental MG region S⋆
2 (D = ∞, ρ, ρf ) for Model 2

includes all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

3
, (95)

S
(e) + L

(NA)
Rx,2 S

(U) ≤ ρ(1− ρf ), (96)

where

L
(NA)
Rx,2 ,

2(1− ρf )

ρf
. (97)

Proof: Substitute (85) into (36) and (37).
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Fig. 7: Inner bounds on the fundamental per-user MG regions S⋆
1 (D = ∞, ρ, ρf) and S⋆

2 (D = ∞, ρ, ρf) under the two models

for the hexagonal network with ρ = 0.8 and ρf = 0.6.
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Fig. 8: Inner bounds on the fundamental per-user MG regions S⋆
1 (D = ∞, ρ, ρf) and S⋆

2 (D = ∞, ρ, ρf) under the two models

for the hexagonal network with ρ = 0.8 and ρf = 0.1.

Theorem 10 (Adaptive Scheme, Model 2): For ρ ∈ (0, 1), the fundamental MG region S⋆
2 (D = ∞, ρ, ρf ) of Model 2 includes

all nonnegative pairs (S(U), S(e)) satisfying

S
(U) ≤ ρρf

3
, (98)

S
(e) + L

(A)
Rx,2S

(U) ≤ ρ(1− ρf ). (99)

where

L
(A)
Rx,2 ,

2(1− ρf )(1 − (1− ρρf )
3)

ρf
. (100)

Proof: See Appendices E-C and E-D.

D. Numerical Analysis

Figures 7 and 8 illustrate the inner bounds on the MG region S⋆
1 (D = ∞, ρ, ρf ) and S⋆

2 (D = ∞, ρ, ρf ) for ρ = 0.8, ρf = 0.6
and ρf = 0.1. As can be seen from this figures, when both Txs and Rxs can cooperate, in Model 1, the sum per-user MG
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stays constant with the URLLC per-user MG, and in Model 2, the sum per-user MG increases with the URLLC per-user MG,

and thus operating at large URLLC per-user MG S
(U) does not penalize the achievable eMBB per-user MG S

(e). However,

when only Rxs can cooperate, large URLLC per-user MG S(U) penalizes the achievable eMBB per-user MG S(e) under both

Model 1 and Model 2.

VII. CONCLUSIONS AND OUTLOOK

We have proposed coding schemes to simultaneously transmit delay-sensitive and delay-tolerant traffic over interference

networks with randomly activated users and random data arrivals in a setup with both Tx- and Rx-cooperation or with only

Rx-cooperation. In both setups only delay-tolerant messages can benefit from Tx- or Rx-cooperation but not delay-sensitive

messages. We further considered two user data arrival models. In Model 1 any active Tx has a delay-tolerant message to send

and with probability ρf it has also a delay-sensitive message to send. In Model 2 a Tx only has a delay-tolerant message to

send if it is active but has no delay-sensitive message to send.

We have derived inner and outer bounds on the per-user multiplexing gain (MG) region of the symmetric Wyner network

for both setups and both models. Our bounds are tight in general and coincide in special cases. Moreover, they show that

transmitting delay-sensitive data hardly penalizes the sum per-user MG (for Model 1) or the delay-tolerant per-user MG (for

Model 2) as long as both Txs and Rxs can cooperate. This should in particular be considered in view of scheduling algorithms

[35] where transmission of delay-sensitive data inherently causes a penalty on the sum-MG that is linear in the delay-sensitive

and the sum per-user MG. We further observe that the influence of the number of cooperation rounds D vanishes with decreasing

probability for a Tx to have a delay-tolerant message. In other words, for small ρ (under Model 1) or small ρ(1− ρf ) (under

Model 2) a small number of cooperation rounds D allows the system to achieve the same performance as a larger number of

rounds.

When only Rxs can cooperate, then the delay-tolerant per-user MG and the sum per-user MG degrade significantly for large

delay-sensitive per-user MGs compared to the setup with both Tx- and Rx-cooperation. The reason is that Tx-cooperation seems

required to cancel interference of delay-tolerant transmissions on delay-sensitive transmissions, without which the performance

degrades. Notice that an analogous result can also be proved when only Txs but not the Rxs can cooperate, in which case

the performance degradation comes from the fact that interference of delay-sensitive transmissions cannot be canceled at

delay-sensitive Rxs.

We further have derived inner bounds on the MG region of the hexagonal model for both cooperation setups (Tx- and

Rx-cooperation or only Rx-cooperation) and under both Models 1 and 2. The results have shown that when both Txs and Rxs

can cooperate, in Model 1, the sum per-user MG stays constant with increasing delay-sensitive per-user MG and in Model 2,

the delay-tolerant per-user MG remains constant while the sum per-user MG increases with increasing delay-sensitive per-

user MG. As for the Wyner symmetric network, we observe that in our inner bounds, when only Rxs can cooperate, a large

delay-sensitive per-user MG penalizes the achievable delay-sensitive per-user MG under both Models 1 and 2.

Future interesting research directions include the sectorized model studied in [36], [37]. We conjecture that also for the

sectorized hexagonal model, a combination of Tx- and Rx-cooperation allows to mitigate most of the interference and essentially

eliminate any penalty caused by transmission of large delay-sensitive data rates. Excellent interference cancellation performance

is also expected for multi-antenna setups.

APPENDIX A

USEFUL SUMMATION FORMULAS

We start with the well-known formula for geometric sums. For any d > 0,

K∑

ℓ=0

dℓ =
1− dK+1

1− d
, (101)

K∑

ℓ=0

ℓdℓ =
d(KdK+1 − (K + 1)dK + 1)

(d− 1)2
(102)

Moreover, for any c ∈ (0, 1),
∞∑

ℓ=1

ℓcℓ =
c

(1− c)2
, (103)

∞∑

ℓ=1

ℓ2cℓ =
c(c+ 1)

(1− c)3
. (104)

Since both sums converge we have,

lim
K→∞

1

K

K∑

ℓ=1

ℓcℓ = 0 (105)
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(106)

and

lim
K→∞

1

K

K∑

ℓ=1

ℓ2cℓ = 0. (107)

We next prove that for any positive integers A,B so that B divides A and any c ∈ [0, 1) and d ∈ [0, 1],

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ
B ⌋ =

cAdA/B

(1− cAdA/B)(1 − cBd)
· 1− cB

1− c
(108)

and
∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

d⌊ ℓ
B ⌋ −

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ
B ⌋ = cA−1dA/B−1 1

1− cAdA/B
. (109)

In particular, by specializing (108) and (109) to d = 1, we have that for any positive integer A and c ∈ [0, 1):

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

=
cA

(1− cA)(1− c)
, (110)

and
∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

−
∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

=
cA−1

(1− cA)
. (111)

Also, for any A > 2 and B ≥ 2 so that B divides A and any c ∈ [0, 1) and d ∈ [0, 1],

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌈ ℓ
B ⌉ =

cAdA/B

(1− cAdA/B)

(

1 +
cd

(1− cBd)
· 1− cB

1− c

)

(112)

and
∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

d⌈ ℓ
B ⌉ −

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌈ ℓ
B ⌉ = cA−1dA/B 1

1− cAdA/B
. (113)

Similarly, for B ≥ 2 and c ∈ [0, 1) and d ∈ [0, 1],
∞∑

ℓ=1

cℓℓd⌈ ℓ
B ⌉ = (114)

To prove (108), represent the summation index as

ℓ =

⌊
ℓ

A

⌋

A+

⌊
i

B

⌋

B + k, (115)

for i = ℓ mod A, which lies in i ∈ {0, 1, . . . , A− 1}, and k = ℓ mod B, which lies in {0, 1, . . . , B− 1}. We can then write

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ
B ⌋ =

∞∑

j=1

A
B
−1
∑

f=0

B−1∑

k=0

cjA+fB+k · j · djA/B+f (116)

=

∞∑

j=1

j
(

cAdA/B
)j

·
A
B
−1
∑

f=0

(
cBd

)f ·
B−1∑

k=0

ck (117)

=
cAdA/B

(1− cAdA/B)2
· 1− cAdA/B

1− cBd
· 1− cB

1− c
(118)

=
cAdA/B

(1− cAdA/B)(1− cBd)
· 1− cB

1− c
, (119)

which proves (108).

To prove (109), we notice that the two sums in (109) only differ in the terms ℓ = A− 1 + iA for all indices i = 0, 1, . . ..
In fact, we have

∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

d⌊ ℓ
B ⌋ −

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ
B ⌋ =

∑

ℓ=A−1+iA
i∈{0,1,...}

cℓd⌊ ℓ
B ⌋ (120)
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=
∞∑

i=0

cA−1
(
cA
)i
d

A
B
−1
(

dA/B
)i

(121)

= cA−1d
A
B
−1

∞∑

i=0

(

cAdA/B
)i

(122)

=
cA−1d

A
B
−1

1− cAdA/B
. (123)

To prove (112), we use the fact that ⌈ ℓ
B ⌉ = ⌊ ℓ−1

B ⌋+ 1 which results in

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌈ ℓ
B ⌉ = d

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ−1
B ⌋ (124)

(i)
= d

∞∑

ℓ′=0

cℓ
′+1

⌊
ℓ′ + 1

A

⌋

d

⌊

ℓ′

B

⌋

(125)

(ii)
= dc

∞∑

ℓ′=1

cℓ
′

⌊
ℓ′ + 1

A

⌋

d

⌊

ℓ′

B

⌋

(126)

(iii)
=

cAdA/B

(1− cAdA/B)

(

1 +
cd

(1− cBd)
· 1− cB

1− c

)

(127)

where (i) is obtained by setting ℓ′ = ℓ − 1; step (ii) holds because
⌊
ℓ′+1
A

⌋

= 0 when A > 2; and step (iii) holds by (108)

and (109).

∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

d⌈ ℓ
B ⌉ −

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌈ ℓ
B ⌉

=

∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

d⌊ ℓ−1
B ⌋+1 −

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ−1
B ⌋+1 (128)

= cd

(
∞∑

ℓ′=1

cℓ
′

⌊
ℓ′ + 2

A

⌋

d

⌊

ℓ′

B

⌋

−
∞∑

ℓ′=1

cℓ
′

⌊
ℓ′ + 1

A

⌋

d

⌊

ℓ′

B

⌋

)

. (129)

(130)

Since the two sums in the above equation only differ in the terms ℓ′ = A − 2 + iA for all indices i = 0, 1, . . . , similarly to

the proof of (109) we have

cd

(
∞∑

ℓ′=1

cℓ
′

⌊
ℓ′ + 2

A

⌋

d

⌊

ℓ′

B

⌋

−
∞∑

ℓ′=1

cℓ
′

⌊
ℓ′ + 1

A

⌋

d

⌊

ℓ′

B

⌋

)

= cd
∑

ℓ′=A−2+iA
i∈{0,1,...}

cℓ
′

d

⌊

ℓ′

B

⌋

(131)

= cd

∞∑

i=0

cA−2
(
cA
)i
d

A
B
−1
(

dA/B
)i

(132)

= cA−1d
A
B

∞∑

i=0

(

cAdA/B
)i

(133)

=
cA−1d

A
B

1− cAdA/B
, (134)

which proves (113).

Notice next that for any positive B and any c ∈ [0, 1) and d ∈ [0, 1],

∞∑

ℓ=1

cℓℓd⌊ ℓ
B ⌋ =

BcBd

(1 − cBd)2
· 1− cB

1− c
+

(B − 1)cB+1 −BcB + c

(1− cBd)(c− 1)2
, (135)

which is proved as follows. Represent the summation index as

ℓ =

⌊
ℓ

B

⌋

B + k (136)
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for k = ℓ mod B, which lies in {0, 1, . . . , B − 1}. We then write

∞∑

ℓ=1

cℓℓd⌊ ℓ
B ⌋ =

∞∑

j=1

B−1∑

k=0

cjB+k · (jB + k) · dj (137)

= B

∞∑

j=1

B−1∑

k=0

cjB+k · j · dj +
∞∑

j=1

B−1∑

k=0

k · cjB+k · dj (138)

= B

∞∑

j=1

j(cBd)j
B−1∑

k=0

ck +

∞∑

j=1

(cBd)j
B−1∑

k=0

k · ck (139)

=
BcBd

(1− cBd)2
· 1− cB

1− c
+

(B − 1)cB+1 −BcB + c

(1 − cBd)(c− 1)2
(140)

which proves (135).

We conclude this appendix with a few summation formulas that can be proved similarly to the above proofs. Notice that:

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ
B⌋
1{ℓ is even } =

cAdA/B

(1− cAdA/B)(1 − cBd)
· 1− cB

1− c2
, (141)

∞∑

ℓ=1

cℓℓd⌊ ℓ
B⌋
1{ℓ is even } =

BcBd

(1− cBd)2
· 1− cB

1− c2
+

(B − 2)cB+2 − BcB + 2c2

2(1− cBd)(c2 − 1)2
. (142)

For even values of A and B an integer divisor of A, we further have

∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

d⌊ ℓ
B ⌋
1{ℓ is even } −

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌊ ℓ
B ⌋
1{ℓ is even } = 0. (143)

Finally, notice that
⌈
ℓ
2

⌉
+
⌊
ℓ
2

⌋
= ℓ and d⌈ ℓ

2⌉ = dℓ · 1
d
⌊ ℓ

2⌋. Replacing in (108), (109), and (135), the parameter c by cd, the

parameter d by d−1, and B by 2, we obtain that for any even A

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌈ ℓ
2⌉ =

cAdA/2(1 + cd)

(1− cAdA/2)(1− c2d)
, (144)

∞∑

ℓ=1

cℓℓd⌈ ℓ
2⌉ =

cd(2c+ c2d+ 1)

(1 − c2d)2
, (145)

∞∑

ℓ=1

cℓ
⌊
ℓ+ 1

A

⌋

d⌈ ℓ
2⌉ −

∞∑

ℓ=1

cℓ
⌊
ℓ

A

⌋

d⌈ ℓ
2⌉ = cA−1dA/2 1

1− cAdA/2
. (146)

APPENDIX B

PROOFS OF THEOREMS 1 AND 2

A. MG results with chosen message assignments

In this subsection, we characterize total MG pairs that are achievable over Wyner’s symmetric network for chosen message

assignments. These results will be used in the next-following sections to derive achievable per-user MG pairs under the random

message-arrival models 1 and 2. For ease of readability of future sections, we denote the number of users in a subnet by ℓ.
In all our schemes URLLC messages are only sent by non-consecutive Txs. We thus will make this assumption without

further mentioning it in the titles of the sections.

1) Sending eMBB messages at Txs 2,D,D + 4, 2D + 2, 2D + 6, 3D + 4, . . .: We will start with an example of the message

assignment. Choose TURLLC as the set of odd integers

TURLLC ⊆ {1, 3, 5, . . .}, (147)

and silence Tx/Rx pairs

Tsilent ,
{
c(D + 2)

}⌊ ℓ
D+2 ⌋

c=0
. (148)

Choose the set of eMBB Txs as

TeMBB = K\ (Tsilent ∪ TURLLC) . (149)

It can be verified that with this selection no adjacent Txs send URLLC messages and the network is split into subnets, so that

in each subnet there is a master Rx (namely Rx (c+ 1
2 )D for some integer c ∈ {0, 1, . . . , ⌈ ℓ

D+2⌉ − 1}) that can be reached by
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any other eMBB Rx in the same subnet in D/2 − 1 cooperation hops. Our assignment (147)–(149) thus satisfies conditions

C1 and C2 in Subsection III-A. By (24), the proposed message assignment thus allows to achieve a total sum MG of

Msum,full(ℓ) , ℓ−
⌊

ℓ

D + 2

⌋

. (150)

Since every second Tx sends a URLLC message, the total URLLC MG is

MURLLC(ℓ) =

⌈
ℓ

2

⌉

. (151)

Remark 3: The proposed scheme can easily be adapted to any other URLLC Tx-set TURLLC that contains no two successive

indices and that for any c = 0, . . . , ⌊ ℓ
D+2⌋ satisfies2

c(D + 2) + 2, c(D + 2) + D /∈ TURLLC, (152)

while the definitions in (148) and (149) are mantained. The scheme in Subsection III-A only needs to be adapted in the sense

that in any subnet c the Txs c(D + 2) + 1, c(D + 2) + D + 1 should act as URLLC Txs even in case they are transmitting

eMBB messages. This is possible by our assumption (152) that the neighbors of these Txs have eMBB messages to send. The

same total sum MG is attained as before, i.e., (150). The total URLLC MG is simply

MURLLC,set(ℓ) , |TURLLC|. (153)

2) Sending an eMBB message at Tx 2 or at Tx D − 1 on a subnet of size ℓ ≤ D: In this case, no Tx has to be silenced,

i.e., we choose

Tsilent , ∅, (154)

and we can achieve a total sum-MG of Msum,full(ℓ) = ℓ.
Moreover, by assumption there are no consecutive URLLC Txs. The key idea is to treat either Tx 1 or Tx D as a URLLC

Tx, irrespective of whether they have URLLC or eMBB messages to transmit. Specifically, if 2 ∈ TeMBB we treat Tx 1 as if it

was sending a URLLC message and if D − 1 ∈ TeMBB we treat Tx D as if it were sending a URLLC message. We can then

run the scheme in Subsection III-A because conditions C1 and C2 are satisfied. In particular, if 2 ∈ TeMBB, then Rx D
2 +1 can

act as a master Rx that jointly decodes all eMBB messages of Txs 2, . . . , ℓ. (Recall that in this case Tx 1 acts as a URLLC

Tx even it has an eMBB message to send). If ℓ < D or D− 1 ∈ TeMBB, then Rx D
2 can act as a master Rx that jointly decodes

all eMBB messages of Txs 1, . . . ,min{ℓ,D − 1}. (Recall that in this case if Tx D exists, it acts as a URLLC Tx, even if it

has an eMBB message to send.)

B. Achievability Result for S(U) = 0 under Model 1

In Wyner’s symmetric network, the random user activity cuts the network into smaller non-interfering subnets. The total

eMBB MG of the network is then simply the sum of the eMBB MGs achieved in the various subnets. Moreover, since in each

subnet we send only eMBB messages, we are in the situation of Subsection B-A1, and the total eMBB MG is given by (150).

We can then compute the expected per-user eMBB MG over the entire network as

S
(e) = lim

K→∞

1

K

K∑

k=1

K−k+1∑

ℓ=1

Pℓ,k ·Msum,full(ℓ) (155)

= lim
K→∞

1

K

K∑

ℓ=1

K−ℓ+1∑

k=1

Pℓ,k ·Msum,full(ℓ), (156)

where Pℓ,k denotes the probability that a new subnet starts at user k and is of size ℓ, which equals

Pℓ,k =







ρℓ(1− ρ)2 ℓ < K − k + 1, k ≥ 2

ρℓ(1− ρ) (ℓ = K − k + 1, k ≥ 2)

or (ℓ < K − k + 1, k = 1)

ρK k = 1, ℓ = K

. (157)

Plugging (157) into (156), we obtain

S
(e) = lim

K→∞

[

1

K

K−1∑

ℓ=1

ρℓ(1− ρ) ((K − ℓ− 1)(1− ρ) + 2)Msum,full(ℓ) +
ρK

K
·Msum,full(K)

]

. (158)

2If Condition (152) is violated, then the scheme in Subsection III-A does require an extra cooperation round, thus violating the condition on D. For this
reason, we propose a second scheme for a different message assignment in the next Subsection B-A2.
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In the remainder of this subsection, we analyze the asymptotic behavior of the expression in (158), where recall that

ρ ∈ (0, 1).
We observe the trivial bound

Msum,full(ℓ) ≤ ℓ, (159)

and thus since ρK → 0 as K → ∞ when ρ ∈ (0, 1), the last term in (158) vanishes as K → ∞, i.e.,

lim
K→∞

ρK

K
·
(

K −
⌊

K

D + 2

⌋)

= 0. (160)

The trivial bound in (159) also implies

0 ≤
K−1∑

ℓ=1

ρℓ(1− ρ)2(ℓ + 1)Msum,full(ℓ) ≤
K−1∑

ℓ=1

ρℓ(1− ρ)2(ℓ2 + ℓ) (161a)

0 ≤
K−1∑

ℓ=1

2ρℓ(1− ρ)Msum,full(ℓ) ≤
K−1∑

ℓ=1

2ρℓ(1 − ρ)ℓ, (161b)

and since the sums on the right-hand sides of (161) converge, see (105) and (107), the following limit holds:

lim
K→∞

1

K

K−1∑

ℓ=1

ρℓ(1− ρ) ((−ℓ− 1)(1− ρ) + 2) ·Msum,full(ℓ) = 0. (162)

Plugging Limits (160) and (162) into (158), we obtain an eMBB per-user MG of

S
(e) = lim

K→∞

1

K

K−1∑

ℓ=1

Kρℓ(1− ρ)2Msum,full(ℓ) =

∞∑

ℓ=1

ρℓ(1− ρ)2
(

ℓ−
⌊

ℓ

D + 2

⌋)

(163)

= ρ− (1− ρ)ρD+2

1− ρD+2
, (164)

where the last equation holds by (104) and (110).

C. Converse Bound under Model 1

The steps described in the previous section can also be used to derive a converse bound on S(U) + S(e) that holds for all

achievable MG pairs. In fact, MSum,full also represents an upper bound on the total MG of any subnet of length ℓ. Following

the same arguments as above but where we replace S(e) by S(U) + S(e), we obtain the upper bound

S
(U) + S

(e) ≤ ρ− (1− ρ)ρD+2

1− ρD+2
. (165)

Combined with the trivial bound

S
(U) ≤ ρρf

2
, (166)

this proves Theorem 2 for ρ ∈ (0, 1).
For ρ = 1 the sum-rate bound follows from the findings in [34], which assumes that all Txs are eMBB.

D. Achievability Result for Large S(U) under Model 1

As before, the user activity pattern A splits the network into multiple disjoint subnets. To ensure that each URLLC message

can be transmitted at same rate, we split the blocklength into two equally-long phases and time-share two schemes over the

two phases. In Phase 1 we only send URLLC messages on odd Txs and in Phase 2 only from even Txs.

Setting

K1 , {1, 3, . . . ,K − 1}, (167)

K2 , {2, 4, . . . ,K}, (168)

in Phase 1 we choose

TURLLC,1 , K1 ∩ KURLLC (169)

and in Phase 2

TURLLC,2 , K2 ∩ KURLLC. (170)
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The URLLC message assignments in both phases satisfy the condition that no two consecutive Txs send URLLC messages

and are thus valid. In each of the phases, and for each of the subnets created by deactivated users, we can use one of the

two schemes in Subsections B-A1 or B-A2, depending on the phase and the URLLC user activity pattern in the subnet. In

particular, for a subnet that starts at user k and is of length ℓ, in Phase i ∈ {1, 2} we use:

• If k ∈ Ki or if k + (c− 1)(D + 2) + 1, k + c(D + 2)− 3 ∈ KeMBB for all c = 1, . . . ,
⌈

ℓ
D+2

⌉

, then we use the scheme in

Subsection B-A1 and achieve a total sum-MG of Msum,full(ℓ).
• Else if ℓ ≤ D, we use the scheme described in Subsection B-A2 to transmit. Notice that the way that we defined the

URLLC Tx-sets TURLLC,i in (169) and (170) and since k /∈ Ki and D even, Tx k+D − 2 (if ℓ ≥ D − 1) sends an eMBB

message and we satisfy the condition of Subsection B-A2. In this case, we again achieve a total sum-MG of Msum,full(ℓ)
over the entire network.

• Else, we desactivate user k + D, use the scheme in Subsection B-A2 to transmit on the subnet consisting of the first D

Tx-Rx pairs k, k+1, . . . , k+D−1 and the scheme in Subsection B-A1 to transmit on the subnet consisting of the Tx-Rx

pairs k+D +1, . . . , k+ ℓ− 1 (where we notice that for this latter subnet Condition (152) is satisfied in Phase i because

k /∈ Ki and therefore also k + c(D + 2), k + c(D + 2) + D /∈ TURLLC,i for all positive integers c). In this case, since we

silenced Tx k + D (instead of k + D + 1), our scheme achieves at total sum-MG of

Msum,red(ℓ) , ℓ−
⌊
ℓ+ 1

D + 2

⌋

. (171)

As previously, the overall scheme achieves a per-user URLLC MG of

S
(U) =

ρρf
2
. (172)

Moreover, by above considerations, in any subnet that starts at Tx k and is of size ℓ > D, the following expected sum MG is

achievable over the two phases:

M̄sum(ℓ) ,
1

2
Msum,full(ℓ) +

1

2
Msum,full(ℓ) ·

∏

j∈L

P[Bj = 1] +
1

2
Msum,red(ℓ) ·



1−
∏

j∈Lk

P[Bj = 1]





(173)

=

(

ℓ−
⌊

ℓ

D + 2

⌋)(
1

2
+

(1 − ρf )
L

2

)

+

(

ℓ−
⌊
ℓ+ 1

D + 2

⌋)(
1

2
− (1− ρf )

L

2

)

. (174)

where

Lk , {k + (c− 1)(D + 2) + 1, k + c(D + 2)− 3}⌈
ℓ

D+2 ⌉

c=1 ∩ {k, k + 1, . . . , k + L− 1} (175a)

and

L , |Lk| =







2
⌈

ℓ
D+2

⌉

if ℓ mod D + 2 ∈ {0,D,D + 1}

2
⌊

ℓ
D+2

⌋

if ℓ mod D + 2 = 1

2
⌊

ℓ
D+2

⌋

+ 1 otherwise.

(175b)

If the subnet is of size ℓ ≤ D then the total sum MG M̄sum(ℓ) = ℓ is achievable. So (173) is achievable also for ℓ ≤ D.

Similarly to (155)–(158) we then obtain

S
(e) + S

(U) = lim
K→∞

1

K

K∑

k=1

K−k+1∑

ℓ=1

Pℓ,k · M̄sum(ℓ) (176)

= lim
K→∞

1

K

K∑

ℓ=1

K−ℓ+1∑

k=1

Pℓ,k · M̄sum(ℓ) (177)

= lim
K→∞

[

1

K

K−1∑

ℓ=1

ρℓ(1− ρ) ((K − ℓ− 1)(1− ρ) + 2) M̄sum(ℓ) +
ρK

K
· M̄sum(K)

]

.

(178)

We continue to analyze the asymptotic expression in (178), where recall that we assume ρ ∈ (0, 1). Since M̄sum(ℓ) ≤ ℓ,
following similar steps as in (159)–(164), we can conclude that

S
(e) + S

(U) =
∞∑

ℓ=1

ρℓ(1− ρ)2M̄sum(ℓ) (179)
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(i)

≥ (1− ρ)2
∞∑

ℓ=1

ρℓℓ− (1− ρ)2

2

∞∑

ℓ=1

ρℓ
⌊

ℓ

D + 2

⌋(

1 + (1− ρf )
2⌈ ℓ

D+2 ⌉
)

− (1− ρ)2

2

∞∑

ℓ=1

ρℓ
⌊
ℓ+ 1

D + 2

⌋(

1− (1− ρf)
2⌈ ℓ

D+2 ⌉
)

(180)

= (1− ρ)2
∞∑

ℓ=1

ρℓℓ− (1− ρ)2

2

∞∑

ℓ=1

ρℓ
⌊

ℓ

D + 2

⌋

− (1− ρ)2

2

∞∑

ℓ=1

ρℓ
(⌊

ℓ+ 1

D + 2

⌋

−
⌊

ℓ

D + 2

⌋)(

1− (1− ρf )
2⌈ ℓ

D+2 ⌉
)

(181)

(ii)
= (1− ρ)2

∞∑

ℓ=1

ρℓℓ− (1− ρ)2
∞∑

ℓ=1

ρℓ
⌊

ℓ

D + 2

⌋

− (1− ρ)2

2
· ρD+1

1− ρD+2

+
(1− ρ)2

2

ρD+2−1(1− ρf )
2 D+2

D+2

1− ρD+2(1− ρf )
2 D+2

D+2

(182)

(iii)
= ρ− ρD+2(1− ρ)

1− ρD+2
− (1− ρ)2

2
· ρD+1

1− ρD+2
+

(1− ρ)2

2

ρD+1(1 − ρf)
2

1− ρD+2(1− ρf )2
(183)

(iv)
= ρ− ρD+1(1− ρ2)

2(1− ρD+2)
+

(1− ρ)2

2

ρD+1(1 − ρf )
2

1− ρD+2(1− ρf )2
, (184)

where in (i) we use that M̄sum,full(ℓ) is decreasing in L and we can upper bound L by 2
⌈

ℓ
D+2

⌉

; in (ii) the third term is the

result of using the limiting expression (111) for c = ρ and A = D + 2, and the fourth term is the result of using the limiting

expression (113) for c = ρ, A = D + 2 and B = D + 2; in step (iii) we used the limits (103) and Limit (110); and in step

(iv) we combined the second and third term into a single expression. Using (172), we finally obtain

S
(e) = ρ− ρρf

2
− (1− ρ2)ρD+1

2(1− ρD+2)
+

(1 − ρ)2ρD+1(1− ρf )
2

2 (1− ρD+2(1 − ρf )2)
. (185)

APPENDIX C

PROOFS OF THEOREMS 3 AND 4

A. Achievability for S(U) = 0 under Model 2:

We now consider Model 2, where each user either has an eMBB or a URLLC message to transmit but never both. For

S(U) = 0, this is equivalent to considering URLLC Txs as inactive. In this case, the probability that a subnet starts at Tx k
and is of size ℓ now equals

P
(2)
ℓ,k =







ρℓ(1 − ρf )
ℓ(1− ρ(1− ρf ))

2 ℓ < K − k + 1, k ≥ 2

ρℓ(1 − ρf )
ℓ(1− ρ(1− ρf )) (ℓ = K − k + 1, k ≥ 2)

or (ℓ < K − k + 1, k = 1)

ρK(1 − ρf )
K k = 1, ℓ = K

. (186)

In each subnet we can employ the coding scheme in Subsection B-A1 (but without URLLC messages) and thus achieve a

total eMBB MG of Msum,full(ℓ), when ℓ denotes the length of the subnet. Therefore (similarly to (155)) we have

S
(e) = lim

K→∞

1

K

K∑

k=1

K−k+1∑

ℓ=1

P
(2)
ℓ,k ·Msum,full(ℓ) (187)

= lim
K→∞

1

K

K∑

ℓ=1

K−ℓ+1∑

k=1

P
(2)
ℓ,k ·Msum,full(ℓ) (188)

= lim
K→∞

[

1

K

K−1∑

ℓ=1

ρℓ(1− ρf )
ℓ(1− ρ(1 − ρf )) ((K − ℓ − 1)(1− ρ(1− ρf )) + 2)Msum,full (ℓ)

+
ρK(1 − ρf )

K

K
·Msum,full(K)

]

. (189)

For ρf = 1, obviously S(e) = 0, which can also be verified on (189). In the following we assume that ρf ∈ [0, 1). Recall also

that ρ ∈ (0, 1).
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To analyze the limiting expression (189) we start by noticing that Msum,full(ℓ) ≤ ℓ implies

lim
K→∞

ρK(1− ρf )
K

K
·Msum,full(K) = 0, (190)

lim
K→∞

1

K

K−1∑

ℓ=1

ρℓ(1− ρf )
ℓ(1 − ρ(1− ρf )) ((−ℓ− 1)(1 − ρ(1− ρf )) + 2) ·Msum,full(ℓ) = 0, (191)

where the second limit (191) holds by the same arguments that we used to prove (162). Substituting (190) and (191) into

(189), we then obtain

S
(e) =

∞∑

ℓ=1

ρℓ(1− ρf )
ℓ(1 − ρ(1− ρf ))

2
Msum,full (ℓ) (192)

= ρ(1− ρf)−
(1− ρ(1 − ρf ))ρ

D+2(1 − ρf )
D+2

1− ρD+2(1− ρf )D+2
, (193)

where the last equality holds by (103) and (110).

B. Converse Bound under Model 2

The steps described in the previous section can also be used to derive a converse bound on S(e) that holds for all achievable

eMBB MGs. In fact, MSum,full(ℓ) also represents an upper bound on the total eMBB MG of any subnet of length ℓ. Following

the same arguments as above we obtain the upper bound

S
(e) ≤ ρ(1− ρf)−

(1− ρ(1 − ρf ))ρ
D+2(1 − ρf )

D+2

1− ρD+2(1− ρf )D+2
. (194)

Combined with the trivial bound

S
(U) ≤ ρρf

2
, (195)

this proves Theorem 4.

C. Achievability for Large S(U) under Model 2:

As in Subsection B-D, to ensure that each URLLC message can be transmitted at the same rate, we split the blocklength

into two equally-long phases and time-share two schemes over the two phases. In Phase 1 we only send URLLC messages

from odd Txs and in Phase 2 only from even Txs. We thus reconsider the two URLLC Tx sets TURLLC,1 and TURLLC,2 defined

in (169) and (170). Though we use the same URLLC Tx-sets as in Subsection B-D, now under Model 2 the network is split

into smaller subnets, because not only deactivated users decompose the network but also URLLC users that are not contained

in the URLLC Tx set TURLLC,i of the respective Phase i. (Under Model 1 these Txs still participated in the communication

because besides their URLLC message they also had an eMBB message to send.) We thus have different subnets in the two

phases, even though the user activity pattern is the same.

In particular, in Phase i ∈ {1, 2} and for k ∈ Ki a subnet starts at Tx k and is of length ℓ,

1) for ℓ even, if Tx k − 1 is URLLC or deactivated; Txs k, k + 2, . . . , k + ℓ− 2 are active; Txs k + 1, k + 3, . . . , k + ℓ− 1
are eMBB and active; and Tx k + ℓ is deactivated;

2) for ℓ odd, if Tx k − 1 is URLLC or deactivated; Txs k, k + 2, . . . , k + ℓ− 1 are active; Txs k + 1, k + 3, . . . , k + ℓ− 2
are eMBB and active; and Tx k + ℓ is URLLC or deactivated.

Similarly, for k /∈ Ki a subnet starts at Tx k and is of length ℓ,

3) for ℓ even, if Tx k − 1 is deactivated; Txs k, k + 2, . . . , k + ℓ− 2 are eMBB and active; Txs k + 1, k + 3, . . . , k + ℓ− 1
are active; and Tx k + ℓ is URLLC or deactivated;

4) for ℓ odd, if Tx k − 1 is deactivated; Txs k, k + 2, . . . , k + ℓ− 1 are eMBB and active; Txs k + 1, k + 3, . . . , k + ℓ− 2
are active; and Tx k + ℓ is deactivated.

The probability that in Phase i a subnet starts at Tx k and is of length ℓ is thus given by

P
(2)
ℓ,k,i =

{

ρℓ(1− ρf )
⌊ ℓ

2⌋ · ak,ℓ, if k ∈ Ki

ρℓ(1− ρf )⌈
ℓ
2⌉ · bk,ℓ, if k /∈ Ki

, ℓ = 1, 2, . . . , (196)

with

ak,ℓ ,







(1− ρ(1− ρf ))
2, ℓ < K − k + 1, k ≥ 2, ℓ odd

(1− ρ(1− ρf ))(1 − ρ), ℓ < K − k + 1, k ≥ 2, ℓ even

1− ρ(1− ρf ), (ℓ = K − k + 1, k ≥ 2)

or (ℓ < K − k + 1, k = 1, ℓ odd)

1− ρ, ℓ < K, k = 1, ℓ even

1, k = 1, ℓ = K

(197)
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and

bk,ℓ ,







(1− ρ)2, ℓ < K − k + 1, k ≥ 2, ℓ odd

(1− ρ(1− ρf ))(1 − ρ), ℓ < K − k + 1, k ≥ 2, ℓ even

1− ρ, (ℓ = K − k + 1, k ≥ 2)

or (ℓ < K − k + 1, k = 1, ℓ odd)

1− ρ(1 − ρf ), ℓ < K, k = 1, ℓ even

1, k = 1, ℓ = K.

(198)

In subnets of the form 1)–2), the scheme in Subsection B-A1 can be applied and a total sum-MG of Msum,full(ℓ) achieved.

The same holds in subnets of the form 3)–4) if ℓ ≤ D or if in a subnet starting at Tx k all Txs in the set Lk as defined in (175)

send eMBB messages. Otherwise, Tx k+ D can be deactivated (notice that by our assumptions in 3) and 4), Tx k+ D − 2 is

not in TURLLC) and the scheme in Subsection B-A2 can be applied to the first D Tx/Rx pairs in the subnet and the scheme in

Subsection B-A1 to the remaining non-silenced Tx/Rx pairs in the subnet. In this case, a sum-MG of Msum,red(ℓ) is achieved.

For the expected total per-user MG we thus obtain

S
(e) + S

(U)

≥ lim
K→∞

1

2

2∑

i=1

1

K

[
∑

k∈Ki

K−k+1∑

ℓ=1

P
(2)
ℓ,k,i ·Msum,full(ℓ)

+
∑

k/∈Ki

K−k+1∑

ℓ=1

P
(2)
ℓ,k,i ·

(

Msum,full(ℓ)(1− ρf )
2⌈ ℓ

D+2 ⌉ +Msum,red(ℓ) ·
(

1− (1− ρf )
2⌈ ℓ

D+2 ⌉
))]

(199)

= lim
K→∞

1

K

K∑

k=1

K−k+1∑

ℓ=1

M̄sum(ℓ, k) (200)

= lim
K→∞

1

K

K∑

ℓ=1

K−ℓ+1∑

k=1

M̄sum(ℓ, k) (201)

= lim
K→∞

1

K

[
K−2∑

ℓ=1

K−ℓ∑

k=2

M̄sum(ℓ, k) +

K−1∑

ℓ=1

(
M̄sum(ℓ, 1) + M̄sum(ℓ,K − ℓ+ 1)

)
+ M̄sum(1,K)

]

(202)

where

M̄sum(ℓ, k) ,
1

2
P

(2)
ℓ,k,1+1{k even} ·Msum,full(ℓ)

+
1

2
P

(2)
ℓ,k,1+1{k odd}

(

Msum,full(ℓ)(1− ρf )
2⌈ ℓ

D+2 ⌉ +Msum,red(ℓ)
(

1− (1− ρf )
2⌈ ℓ

D+2 ⌉
))

(203)

In the following we analyze above asymptotic limit.

If ρf = 1, then P
(2)
ℓ,k,i = 0 except for ℓ = 1 and k ∈ Ki. In this case, from (199) we have

S
(e) + S

(U) = lim
K→∞

1

2

2∑

i=1

1

K

∑

k∈Ki

P
(2)
1,k,i ·Msum,full(1) (204)

= lim
K→∞

1

2

1

K
Kρ · 1 (205)

=
ρ

2
. (206)

Since in the described scheme, we generally have

S
(U) =

ρρf
2
, (207)

trivially we obtain that for ρf = 1 S(e) = 0 and S(U) as in (207) is achievable.

If ρf = 0, we are back to the case with only eMBB messages studied in Subsection C-A.

For the remainder of this section, we assume that both ρ, ρf ∈ (0, 1). We notice that Pℓ,k,i ≤ ρℓ and Msum,full(ℓ) ≤ ℓ, which

implies that M̄sum(ℓ, k) ≤ ρℓℓ. Therefore, by (105)

lim
K→∞

1

K

[
K−1∑

ℓ=1

(
M̄sum(ℓ, 1) + M̄sum(ℓ,K − ℓ+ 1)

)
+ M̄sum(1,K)

]

= 0, (208)
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and thus

S
(e) + S

(U) = lim
K→∞

1

K

K−2∑

ℓ=1

K−ℓ∑

k=2

M̄sum(ℓ, k). (209)

For ℓ ∈ {1, . . . ,K − 2} and k ∈ {2, . . . ,K − ℓ}

M̄sum(ℓ, k) =
1

2
ρℓ(1− ρf )⌊

ℓ
2⌋(1− ρ(1− ρf ))(1 − ρ+ 1{ℓ odd}ρρf)Msum,full(ℓ)

+
1

2
ρℓ(1 − ρf )

⌈ ℓ
2⌉(1− ρ+ 1{ℓ even}ρρf )(1− ρ)

·
(

Msum,full(ℓ)(1− ρf )
2⌈ ℓ

D+2 ⌉ +Msum,red(ℓ)
(

1− (1− ρf )
2⌈ ℓ

D+2 ⌉
))

(210)

which does not depend on the index k. We can thus simplify the expression in (209) to

S
(e) + S

(U) = lim
K→∞

K−2∑

ℓ=1

K − ℓ− 1

K
M̄sum(ℓ, 2) (211)

= lim
K→∞

K−2∑

ℓ=1

M̄sum(ℓ, 2) (212)

where the second equality holds because M̄sum(ℓ, 2) ≤ ρℓℓ and thus the sum
∑K−2

ℓ=1
ℓ+1
K M̄sum(ℓ, 2) vanishes as K → ∞, see

(105).

Substituting (210) into (212), we obtain

S
(e) + S

(U) =

∞∑

ℓ=1

M̄sum(ℓ, 2) (213)

= −1

2

∞∑

ℓ=1

ρℓ(1 − ρf )
⌊ ℓ
2 ⌋

(

ℓ−
⌊

ℓ

D + 2

⌋)

(1− ρ(1− ρf ))ρρf1{ℓ is even }

+
1

2

∞∑

ℓ=1

ρℓ(1 − ρf )
⌊ ℓ
2 ⌋

(

ℓ−
⌊

ℓ

D + 2

⌋)

(1− ρ(1− ρf ))
2

+
1

2

∞∑

ℓ=1

ρℓ(1 − ρf )
⌈ ℓ
2 ⌉(1− ρ)ρρf

(

1− (1− ρf )
2⌈ ℓ

D+2 ⌉
)(

ℓ−
⌊
ℓ+ 1

D + 2

⌋)

1{ℓ is even }

+
1

2

∞∑

ℓ=1

ρℓ(1 − ρf )
⌈ ℓ
2 ⌉(1− ρ)2

(

1− (1− ρf )
2⌈ ℓ

D+2 ⌉
)(

ℓ−
⌊
ℓ+ 1

D + 2

⌋)

+
1

2

∞∑

ℓ=1

ρℓ(1 − ρf )
⌈ ℓ
2 ⌉(1− ρ)ρρf (1 − ρf )

2⌈ ℓ
D+2 ⌉

(

ℓ−
⌊

ℓ

D + 2

⌋)

1{ℓ is even }

+
1

2

∞∑

ℓ=1

ρℓ(1 − ρf )
⌈ ℓ
2 ⌉(1− ρ)2(1− ρf )

2⌈ ℓ
D+2 ⌉

(

ℓ−
⌊

ℓ

D + 2

⌋)

(214)

(i)
= −

ρ2ρ2f
2(1− ρ2(1 − ρf ))

(

2ρ2(1− ρf )

1− ρ2(1− ρf )
− (ρ2(1− ρf ))

D+2
2

1− (ρ2(1− ρf ))
D+2
2

)

+
(1− ρ(1 − ρf ))

2

2(1− ρ2(1 − ρf ))

(

ρ+
2ρ(1− ρf )(1 + ρ)

1− ρ2(1− ρf )
− (1 + ρ)(ρ2(1− ρf ))

D+2
2

1− (ρ2(1− ρf ))
D+2
2

)

+
(1− ρ)2

2(1− ρ2(1 − ρf ))

(

ρ(1− ρf )(2ρ+ 2ρ2(1− ρf ) + 1)− ρD+1(1 − ρf )
D+2
2 (1 + ρ)

1− (ρ2(1− ρf ))
D+2
2

)

+
(1− ρ)2ρD+1(1− ρf)

D+6
2

2(1− ρD+2(1− ρf )
D+6
2 )

(215)

=
ρ(1− ρf )

(1− ρ2(1 − ρf ))2
(
(1 + ρ)(1 − ρ(1− ρf ))

2 − ρ3ρ2f
)

+
ρ
(
(1− ρ(1− ρf ))

2 + (1− ρ)2(1− ρf )(2ρ+ 2ρ2(1− ρf ) + 1)
)

2(1− ρ2(1− ρf ))
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− ρD+2(1− ρf )
D+2
2

2(1− ρ2(1 − ρf ))(1− ρD+2(1− ρf )
D+2
2 )

(

(1 + ρ)

(

(1− ρ(1− ρf ))
2 +

(1 − ρ)2

ρ

))

+
(1− ρ)2ρD+1(1− ρf)

D+6
2

2(1− ρD+2(1− ρf )
D+6
2 )

, (216)

where in step (i) the first summation term of (214) is calculated by (141) for c = ρ, d = 1− ρf , B = 2 and A = D+2 and by

(142) for c = ρ, d = 1−ρf and B = 2; the second summation term of (214) is calculated by (108) for c = ρ, d = 1−ρf , B = 2
and A = D + 2 and by (135) for c = ρ, d = 1 − ρf and B = 2; the third and the fifth summation terms of (214) are first

combined together using the fact that for even values of ℓ the terms ⌊ ℓ+1
D+2⌋ − ⌊ ℓ

D+2⌋ = 0 and ⌈ ℓ
2⌉ = ℓ

2 and the resulting term

is calculated by (103) for c = ρ
√
1− ρf and by (110) for c = ρ

√
1− ρf and A = D+2 under the assumption that ℓ is even;

and the fourth and the sixth summation terms of (214) are first combined together and the resulting term is calculated by (144)

and (145) for c = ρ, d = 1− ρf , A = D + 2 and B = 2 and following the proof of (113). Using (172), we finally obtain

S
(e) =

ρ(1 − ρf )

(1 − ρ2(1− ρf ))2
(
(1 + ρ)(1 − ρ(1− ρf ))

2 − ρ3ρ2f
)

+
ρ
(
(1− ρ(1− ρf ))

2 + (1− ρ)2(1 − ρf)(2ρ+ 2ρ2(1− ρf ) + 1)
)

2(1− ρ2(1 − ρf ))

− ρD+2(1 − ρf)
D+2
2

2(1− ρ2(1− ρf ))(1 − ρD+2(1− ρf )
D+2
2 )

(

(1 + ρ)

(

(1− ρ(1− ρf ))
2 +

(1− ρ)2

ρ

))

+
(1− ρ)2ρD+1(1− ρf )

D+6
2

2(1− ρD+2(1− ρf )
D+6
2 )

− ρρf
2
. (217)

APPENDIX D

PROOFS OF THEOREMS 5 AND 7

A. Achievability Results for S(U) = 0 Under Model 1

When S(U) = 0 and only eMBB messages are transmitted, only Rx-Cooperation is as powerful as Tx-Cooperation. In

particular, in any subnet of size ℓ one can achieve a total eMBB MG of Msum,full(ℓ). Following the same steps as in

Appendix B-B, one can thus conclude achievability of the per-user MG pair S(U) = 0 and S(e) as in (164):

S
(e) = ρ− (1− ρ)ρD+2

1− ρD+2
. (218)

B. Achievability Results for Large S(U) under Model 1

Notice that, when only Rxs can cooperate, it is not possible to precancel the interference of eMBB transmissions on URLLC

Txs and thus eMBB Tx interfering URLLC transmissions should be deactivated. To achieve S(U) =
ρρf

2 , we schedule each

URLLC Tx in KURLLC to send its URLLC message over half of the blocklength, during which it is not interfered by any other

communication. We thus split the blocklength in two equally-long phases, where in Phase 1 we only send URLLC messages

from odd Txs and in Phase 2 only URLLC messages from even Txs. We thus reconsider the two URLLC Tx sets TURLLC,1

and TURLLC,2 in (169) and (170) and in the scheme of Phase i we deactivate the users adjacent to TURLLC,i. This way we split

the network into small eMBB-subnets over which we only send eMBB messages, and thus can achieve an eMBB total MG of

Msum,full as described in the previous Subsection D-A.

So in Phase i ∈ {1, 2} and for k ∈ Ki, an eMBB-subnet of length ℓ starts at Tx k:

1) for ℓ even, if Tx k − 1 is inactive or its left neighbor Tx k − 2 is URLLC ; Txs k, k + 2, . . . , k + ℓ − 2 are eMBB and

active; Txs k + 1, k + 3, . . . , k + ℓ− 1 are active; and Tx k + ℓ is inactive;

2) for ℓ odd, if Tx k − 1 is inactive or Tx k − 2 is URLLC; Txs k, k + 2, . . . , k + ℓ − 2 are eMBB and active; Txs k +
1, k + 3, . . . , k + ℓ− 1 are active; and Tx k + ℓ is inactive or its right neighbor Tx k + ℓ+ 1 is URLLC .

Similarly, for k /∈ Ki an eMBB-subnet of length ℓ starts at Tx k:

3) for ℓ even, if Tx k− 1 is inactive; Txs k, k+ 2, . . . , k+ ℓ− 2 are active; Txs k + 1, k + 3, . . . , k + ℓ− 1 are eMBB and

active; and Tx k + ℓ is inactive or its right neighbor Tx k + ℓ+ 1 is URLLC;

4) for ℓ odd, if Tx k − 1 is inactive; Txs k, k + 2, . . . , k + ℓ− 2 are active; Txs k + 1, k + 3, . . . , k + ℓ− 1 are eMBB and

active; and Tx k + ℓ is inactive.

The probability that in Phase i an eMBB-subnet starts at Tx k and is of length ℓ ≥ 2 is thus given by

P̃ℓ,k,i =

{

ρℓ(1− ρf )
⌈ ℓ
2 ⌉ · ãk,ℓ, if k ∈ Ki

ρℓ(1− ρf )
⌊ ℓ
2 ⌋ · b̃k,ℓ, if k /∈ Ki

, ℓ = 1, 2, . . . , (219)
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with

ãk,ℓ ,







(1− ρ(1− ρf ))
2, ℓ < K − k + 1, k ≥ 2, ℓ odd

(1− ρ(1− ρf ))(1 − ρ), ℓ < K − k + 1, k ≥ 2, ℓ even

1− ρ(1− ρf ), (ℓ = K − k + 1, k ≥ 2)

or (ℓ < K − k + 1, k = 1, ℓ odd)

1− ρ, ℓ < K, k = 1, ℓ even

1, k = 1, ℓ = K

(220)

and

b̃k,ℓ ,







(1− ρ)2, ℓ < K − k + 1, k ≥ 2, ℓ odd

(1− ρ(1− ρf ))(1 − ρ), ℓ < K − k + 1, k ≥ 2, ℓ even

1− ρ, (ℓ = K − k + 1, k ≥ 2)

or (ℓ < K − k + 1, k = 1, ℓ odd)

1− ρ(1 − ρf ), ℓ < K, k = 1, ℓ even

1, k = 1, ℓ = K.

(221)

Under this scheme, S(U) =
ρρf

2 and

S
(e) = lim

K→∞

1

K

K∑

k=1

K−k+1∑

ℓ=1

P̃ℓ,k,i ·Msum,full(ℓ) (222)

= lim
K→∞

1

K

K∑

ℓ=1

K−ℓ+1∑

k=1

P̃ℓ,k,i ·Msum,full(ℓ) (223)

= lim
K→∞

1

K
· 1
2

2∑

i=1

[
K−2∑

ℓ=1

K−ℓ∑

k=2

P̃ℓ,k,iMsum,full(ℓ)

+

K−1∑

ℓ=2

Msum,full(ℓ)
(

P̃ℓ,1,i + P̃ℓ,K−ℓ+1,i

)

+ P̃1,K,i ·Msum,full(K)

]

. (224)

In the following we analyze above asymptotic limit.

If ρf = 0, trivially S(U) = 0 and we are back to Subsection D-D. If ρf = 1, then P̃ℓ,k,i = 0 except for ℓ = 1 when k /∈ Ki.

In this case, from (224) we have

S
(e) = lim

K→∞

1

K

1

2

2∑

i=1

∑

k/∈Ki

P̃1,k,i ·Msum,full(1) (225)

= lim
K→∞

1

K

K

2
ρ(1− ρ)2 · 1 (226)

=
ρ(1− ρ)2

2
, (227)

and

S
(U) =

ρ

2
. (228)

For the remainder of this section, we assume that ρ ∈ (0, 1) and (1 − ρf ) ∈ (0, 1). We notice that P̃ℓ,k,i ≤ ρℓ and

Msum,full(ℓ) ≤ ℓ, which implies that M̄sum(ℓ, k) ≤ ρℓℓ. Therefore, by (105)

lim
K→∞

1

K
· 1
2

2∑

i=1

[
K−1∑

ℓ=2

Msum,full(ℓ)
(

P̃ℓ,1,i + P̃ℓ,K−ℓ+1,i

)

+ P̃1,K,i ·Msum,full(K)

]

= 0, (229)

and thus

S
(e) = lim

K→∞

1

K
· 1
2

2∑

i=1

[
K−2∑

ℓ=1

K−ℓ∑

k=2

Pℓ,k,iMsum,full(ℓ)

]

. (230)

Following the same argument as in (210)–(212), we obtain

S
(e) = −1

2

∞∑

ℓ=1

ρℓ(1− ρf )
⌈ ℓ
2 ⌉

(

ℓ−
⌊

ℓ

D + 2

⌋)

(1− ρ(1− ρf ))ρρf1{ℓ is even }
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+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
⌈ ℓ
2 ⌉

(

ℓ−
⌊

ℓ

D + 2

⌋)

(1− ρ(1− ρf ))
2

+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
⌊ ℓ
2 ⌋(1− ρ)ρρf

(

ℓ−
⌊

ℓ

D + 2

⌋)

1{ℓ is even }

+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
⌊ ℓ
2 ⌋(1− ρ)2

(

ℓ−
⌊

ℓ

D + 2

⌋)

(231)

= −
ρ2ρ2f
2

∞∑

ℓ=1

ρℓ(1− ρf )
⌊ ℓ
2 ⌋

(

ℓ−
⌊

ℓ

D + 2

⌋)

1{ℓ is even }

+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
⌈ ℓ
2 ⌉

(

ℓ−
⌊

ℓ

D + 2

⌋)

(1− ρ(1− ρf ))
2

+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
⌊ ℓ
2 ⌋(1− ρ)2

(

ℓ−
⌊

ℓ

D + 2

⌋)

(232)

(i)
= −

ρ4ρ2f (1− ρf )

2(1− ρ2(1− ρf)))

(

2

(1− ρ2(1− ρf))
− ρD(1 − ρf )

D
2

1− ρD+2(1− ρf )
D+2
2

)

+
ρ(1− ρf )(1 − ρ(1− ρf ))

2

2(1− ρ2(1− ρf ))

(

2ρ+ 2ρ2(1− ρf ) + 1− ρD+1(1− ρf )
D
2 (1 + ρ(1− ρf ))

(1− ρD+2(1− ρf )
D+2
2 )

)

+
ρ(1 − ρ)2

2(1− ρ2(1− ρf))

(

2ρ(1− ρf )

(1− ρ2(1− ρf ))
+ 1− ρD+1(1− ρf)

D+2
2 (1 + ρ)

(1− ρD+2(1− ρf )
D+2
2 )

)

. (233)

C. Proof of the Converse Result under Model 1

Fix K and realizations of the sets Kactive, KeMBB, and KURLLC. Following the steps in [33, Section V], we can prove that

for each k ∈ Kactive,

R
(U)
k +R

(e)
k +R

(U)
k+1

≤ 1

2
log(1 + (|hk,k|2 + |hk,k+1|2)P) +

1

2
log(|hk,k|2 + |hk,k+1|2)

+max{− log |hk,k+1|, 0}+
ǫn
n
, (234)

where R
(U)
k and R

(U)
k+1 denote the rates of the URLLC message at Rxs k and k + 1, respectively. Recall that in our setup a

URLLC rate R
(U)
k is equal to 0 if k ∈ KURLLC (i.e., with probability 1− ρρf ) and it is equal to the global URLLC rate R(U)

if k + 1 /∈ KURLLC (i.e., with probability ρρf ). Similarly for R
(U)
k+1.

Abbreviating the right hand-side of (234) by ∆, and summing up this bound for all values of k ∈ Kactive, we obtain
∑

k∈Kactive

(

R
(U)
k +R

(e)
k +R

(U)
k+1

)

≤ |Kactive| ·∆. (235)

Taking expectation over the random activity sets Kactive, KeMBB, and KURLLC of (234) and dividing by K , we further have

E[R̄(e)] +R(U)
(
ρρf + ρ2ρf

)
≤ ρ ·∆, (236)

because the expected number of indices k ∈ Kactive for which R
(U)
k = R(U) equals ρ · ρf and the expected numbers of indices

k ∈ Kactive for which R
(U)
k+1 = R(U) equals ρ2 · ρf . (For this latter formula, observe that R

(U)
k+1 = R(U) with probability ρρf ,

however it is counted only if k ∈ Kactive, which happens with probability ρ.)

Dividing by 1
2 logP and letting P → ∞ proves Theorem 6.

D. Achievability Results for S(U) = 0 under Model 2

As mentioned, when we only wish to send eMBB messages, only Rx-cooperation suffices and we can achieve the same

per-user MG pairs as with Tx and Rx cooperation. Thus S(e) = ρ(1−ρf)− (1−ρ(1−ρf ))ρ
D+2(1−ρf )

D+2

1−ρD+2(1−ρf )D+2 as in (194) is achievable.
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E. Achievability Results for Large S(U) Under Model 2

As before in Section D-B, we split the blocklength into two equally-long phases, where in Phase 1 we only send URLLC

messages from odd Txs in TURLLC,1 (see (169)) and in Phase 2 only from even Txs in TURLLC,2 ((170)). In Phase i we further

deactivate the users adjacent to TURLLC,i and send only eMBB messages over the remaining eMBB-subnets.

So in Phase i ∈ {1, 2} and for k ∈ Ki an eMBB-subnet starts at Tx k and is of length ℓ,

1) for ℓ even, if Tx k − 1 is inactive or its left neighbor Tx k − 2 is URLLC ; Txs k, k + 1, . . . , k + ℓ − 1 are eMBB and

active;

2) for ℓ odd, if Tx k− 1 is inactive or Tx k− 2 is URLLC; Txs k, k+1, . . . , k+ ℓ− 1 are eMBB and active; and Tx k+ ℓ
is inactive or its right neighbor Tx k + ℓ+ 1 is URLLC .

Similarly, for k /∈ Ki an eMBB-subnet starts at Tx k and is of length ℓ,

3) for ℓ even, if Tx k− 1 is inactive; Txs k, k+ 1, . . . , k+ ℓ− 1 are eMBB and active; and Tx k+ ℓ is inactive or its right

neighbor Tx k + ℓ+ 1 is URLLC;

4) for ℓ odd, if Tx k − 1 is inactive; Txs k, k + 1, . . . , k + ℓ− 1 are eMBB and active; and Tx k + ℓ is inactive.

The probability that in Phase i an eMBB-subnet starts at Tx k and is of length ℓ ≥ 2 is thus given by

P̃
(2)
ℓ,k,i =

{

ρℓ(1− ρf )
ℓ · ãk,ℓ, if k ∈ Ki

ρℓ(1− ρf )
ℓ · b̃k,ℓ, if k /∈ Ki

, ℓ = 1, 2, . . . , (237)

with ãk,ℓ and b̃k,ℓ are defined (220) and (221).

Under this scheme, S(U) =
ρρf

2 and

S
(e) = lim

K→∞

1

K

K∑

k=1

K−k+1∑

ℓ=1

P̃
(2)
ℓ,k,i ·Msum,full(ℓ) (238)

= lim
K→∞

1

K

K∑

ℓ=1

K−ℓ+1∑

k=1

P̃ℓ,k,i ·Msum,full(ℓ) (239)

= lim
K→∞

1

K
· 1
2

2∑

i=1

[
K−2∑

ℓ=1

K−ℓ∑

k=2

P̃
(2)
ℓ,k,iMsum,full(ℓ)

+

K−1∑

ℓ=2

Msum,full(ℓ)
(

P̃
(2)
ℓ,1,i + P̃

(2)
ℓ,K−ℓ+1,i

)

+ P̃
(2)
1,K,iMsum,full(K)

]

. (240)

In the following we analyze the above asymptotic limit.

If ρf = 0, trivially S(U) = 0 and we are back to Subsection D-D. If ρf = 1 then S(e) = 0.

For the remainder of this section, we assume that ρ, ρf ∈ (0, 1). We notice that P̃
(2)
ℓ,k,i ≤ ρℓ and Msum,full(ℓ) ≤ ℓ, which

implies that M̄sum(ℓ, k) ≤ ρℓℓ. Therefore, by (105)

lim
K→∞

1

K
· 1
2

2∑

i=1

[
K−1∑

ℓ=1

Msum,full(ℓ)
(

P̃
(2)
ℓ,1,i + P̃

(2)
ℓ,K−ℓ+1,i

)

+ P̃
(2)
1,K,i ·Msum,full(K)

]

= 0, (241)

and thus

S
(e) = lim

K→∞

1

K
· 1
2

2∑

i=1

K−2∑

ℓ=1

K−ℓ∑

k=2

P̃
(2)
ℓ,k,i ·Msum,full(ℓ). (242)

Following the same arguments as in (210)–(212), we obtain

S
(e) = −1

2

∞∑

ℓ=1

ρℓ(1− ρf )
ℓ

(

ℓ−
⌊

ℓ

D + 2

⌋)

(1− ρ(1− ρf ))ρρf1{ℓ is even }

+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
ℓ

(

ℓ−
⌊

ℓ

D + 2

⌋)

(1− ρ(1− ρf ))
2

+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
ℓ(1− ρ)ρρf

(

ℓ−
⌊

ℓ

D + 2

⌋)

1{ℓ is even }

+
1

2

∞∑

ℓ=1

ρℓ(1− ρf )
ℓ(1− ρ)2

(

ℓ−
⌊

ℓ

D + 2

⌋)

(243)
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= −
ρ2ρ2f
2

∞∑

ℓ=1

ρℓ(1 − ρf )
ℓ

(

ℓ−
⌊

ℓ

D + 2

⌋)

1{ℓ is even }

+
(1− ρ(1− ρf ))

2 + (1 − ρ)2

2

∞∑

ℓ=1

ρℓ(1− ρf )
ℓ

(

ℓ−
⌊

ℓ

D + 2

⌋)

(244)

= −
ρ4ρ2f (1 − ρf )

2

2(1− ρ2(1− ρf )2)

(
2

1− ρ2(1− ρf )2
− ρD(1− ρf )

D

1− ρD+2(1− ρf )D+2

)

+
ρ(1− ρf )

(
(1− ρ(1 − ρf))

2 + (1− ρ)2
)

2(1− ρ(1− ρf ))

(
1

1− ρ(1 − ρf )
− ρD+1(1− ρf )

D+1

1− ρD+2(1 − ρf )D+2

)

. (245)

F. Proof of the Converse Results under Model 2

Fix K and realizations of the sets KeMBB and KURLLC. Following the steps in [33, Section V], we can prove that for each

k ∈ KeMBB,

R
(e)
k +R

(U)
k+1 ≤ 1

2
log(1 + (|hk,k|2 + |hk,k+1|2)P) +

ǫn
n

+
1

2
log(|hk,k|2 + |hk,k+1|2) + max{− log |hk,k+1|, 0}, (246)

where R
(U)
k+1 is the rate of the URLLC messages at Rx k + 1, which is either 0 (when k /∈ KURLLC, i.e., with probability

1− ρρf ) or equal to the global URLLC rate R(U) (when k ∈ KURLLC, i.e., with probability ρρf ).

Abbreviating the right-hand side of (246) by ∆̃, and summing up this bound for all values of k ∈ KeMBB, we obtain
∑

k∈KeMBB

(

R
(e)
k +R

(U)
k+1

)

≤ |KeMBB| · ∆̃, (247)

or equivalently

KR̄(e) +
∑

k∈KeMBB

k+1∈KURLLC

R(U) ≤ |KeMBB| · ∆̃. (248)

Dividing both sides of (248) by K and taking expectation over the random user activity sets KeMBB and KURLLC, we obtain:

E[R̄(e)] +R(U)
(
ρ2ρf (1− ρf )

)
≤ ρ(1− ρf ) · ∆̃. (249)

Dividing by 1
2 logP and letting P → ∞ and K → ∞, then proves Theorem 8.

APPENDIX E

HEXAGONAL NETWORK WITH RX-COOPERATION ONLY: PROOF OF THEOREMS 9 AND 10

A. Achievability Result for S(U) = 0 under Model 1

Substituting T ′
eMBB = K and α = 0 into (39) establishes achievability of the eMBB per-user MG S(e) = ρ.

B. Achievability Result for Large S(U) under Model 1

Reconsider the partition K1,K2,K3 ⊆ K given in Fig. 6b, for which each of the three sets Ki only contains non-interfering

cells:

k′ /∈ IRx,k′′ and k′′ /∈ IRx,k′ , ∀k′, k′′ ∈ Ki. (250)

Notice that the three sets K1,K2,K3 are of equal size.

We time-share three schemes, where in each scheme i ∈ {1, 2, 3} only Txs in subset Ti are scheduled to send URLLC

messages if they have any. So in scheme i, we set

TURLLC,i := Ki ∩ KURLLC. (251a)

Then we silence all Tx/Rx pairs that interfere at Rxs in TURLLC,i:

Tsilent,i := {k̃ ∈ K : ∃k′ ∈ TURLLC,i so that k ∈ Ik′}, (251b)

and schedule the remaining Txs to send eMBB messages if they are active

TeMBB,i := Kactive\(TURLLC,i ∪ Tsilent,i). (251c)

Since we can use an unlimited number of cooperation rounds, each scheduled eMBB Tx can send at full MG. The probability

of a user k to be scheduled as an eMBB user in scheme i is:
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• If k ∈ Ki it is ρ(1 − ρf). (This is the probability that Tx k has an eMBB but no URLLC message to send.)

• If k /∈ Ki it is ρ(1− ρρf)
3. (This is the probability that none of the 3 adjacent Txs in Ki has a URLLC message to send

and Tx k is active.)

By above considerations, the scheme thus achieves the per-user MG pair

S
(U) =

ρρf
3

(252)

S
(e) =

2ρ(1− ρρf )
3

3
+
ρ(1− ρf )

3
. (253)

Time-sharing the described scheme with the scheme in Appendix E-A proves Theorem 9.

C. Achievability Results for S(U) = 0 Under Model 2

Substituting T ′
eMBB = K and α = 0 into (40) establishes achievability of the eMBB per-user MG S(e) = ρ.

D. Achievability Results for Large S(U) Under Model 2

We again time-share three schemes, where in scheme i, we again choose

TURLLC,i := Ki ∩ KURLLC (254a)

and

Tsilent,i := {k̃ ∈ K : ∃k′ ∈ TURLLC,i so that k ∈ Ik′}. (254b)

Under Model 2 however we can only schedule users that have eMBB messages to send:

TeMBB,i := KeMBB\(TURLLC,i ∪ Tsilent,i). (254c)

Since we can use an unlimited number of cooperation rounds, each scheduled eMBB Tx can send at full MG. The probability

that a user k will be scheduled as an eMBB user in scheme i is:

• If k ∈ Ki it is ρ(1 − ρf). (This is the probability that Tx k has an eMBB but no URLLC message to send.)

• If k /∈ Ki it is ρ(1− ρf )(1− ρρf )
3. (This is the probability that none of the 3 adjacent Txs in Ki has a URLLC message

to send and Tx k has an eMBB message to send.)

By above considerations, the scheme thus achieves the per-user MG pair

S
(U) =

ρρf
3

(255)

S
(e) = ρ(1− ρf )

2(1− ρρf )
3

3
+
ρ(1− ρf )

2

3
. (256)

Time-sharing this scheme with the scheme in Appendix E-A proves Theorem 9.
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