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Abstract

This paper addresses the problem of sparse signal reconstruction frequently
arising in analytical chemistry. Spectroscopic restoration is an important
task that was tackled using two distinct approaches. First, model-based it-
erative methods were deployed. These methods rely on a strong theoretical
background. However they face practical obstacles in terms of hyperparam-
eter tuning. Conversely, approaches based on deep neural networks are fast
and easy to implement. Nonetheless, they are often described as black-box
tools, and their stability/robustness are ongoing research topics. In this
paper, we propose a deep neural network based on unrolling a Majorization-
Minimization (MM) Half-Quadratic (HQ) algorithm. This allows us to build
interpretable layers mirroring iterations, making it possible to learn auto-
matically data-driven hyperparameters such as regularization and stepsizes.
Furthermore, we propose a dictionary of custom activation functions derived
from potentials used in the original variational model. This interpretation
of activations can be useful for analyzing the stability of neural networks.
The efficiency of our method in comparison to iterative and learning-based
methods is showcased through various experiments conducted on realistic
mass spectrometry (MS) databases with various blur kernels and noise lev-
els. All experiments show an improved reconstruction quality of chemical
signals, while maintaining a low execution time at the test phase. All the
results are reproducible, through the code shared on a repository available
at https://github.com/GHARBIMouna/Unrolled-Half-Quadratic.

Keywords: Unrolled architecture, Signal reconstruction, Half-Quadratic,
Spectroscopy.
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1. Introduction

Spectroscopy gathers data acquisition/processing pipelines aiming to de-
cipher the chemical properties of a material or a compound. Let us cite,
for instance, mass spectrometry (MS) [1] and nuclear magnetic resonance
(NMR) [2]. Despite constant improvements in physical acquisition devices,
the acquisition process often remains noisy and prone to degradation. More
formally, let x ∈ Rn be an original chemical signal we aim to estimate, and
let y ∈ Rm be an acquired measurement. In many spectroscopy applications
(e.g., RMN DOSY [3], RMN relaxometry [4], MS [5]), both are linked by the
following model

y = Hx+ e, (1)

where H ∈ Rm×n represents a measurement degradation process modeling
for example a blur kernel [6] or a discrete Laplace transform [7], and e ∈ Rm

is an additive noise corrupting the data.
To draw relevant chemical interpretations, measurements y need to be

processed to recover an estimate of the original data x, which amounts to
inverting Model (1).

In a real-life application context, this inversion process may encounter
several difficulties. On the one hand, the ill-posedness of (1), linked to the
poor conditioning of H, prevents the use of basic inversion or filtering ap-
proaches. On the other hand, the necessity to solve (1) multiple times, for
each new acquisition, induces hard constraints on the processing time. To
cope with the aforementioned challenges, two main strategies in literature
have been considered. A first set of methods relies on optimization, where a
criterion combining a data fidelity term and a penalization term is defined
and minimized to estimate the signal of interest. This approach was em-
ployed in many spectroscopy restoration works such as [5, 8] for MS data
processing, [4, 9, 10, 11, 12] in the context of NMR relaxometry, and in
DOSY NMR [3].

Recently, a second set of approaches has emerged, which relies on su-
pervised machine learning techniques applied on real or synthetic chemical
signal databases to learn mappings (typically, deep neural networks) capa-
ble of producing an estimate of the sought signal from the degraded data.
For example, dense convolutional neural networks (CNNs) were used to re-
move artifacts from high-dimensional NMR signals in [13] and, in [14], a
residual convolutional neural network, was designed for compressive sensing
spectroscopy. The work [15] reviews various deep networks such as LSTMs,
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CNNs and DNNs, used in the context of analytical chemistry. Let us also
mention the survey paper [16], presenting an overview of various deep learn-
ing methods for NMR spectra processing, including the recent works from
[17, 18, 19]. Other spectroscopy modalities, such as Raman and FTIR, have
also been considered, from the side of deep learning, for instance in [20] with
residual Unets and [21] via autoencoders.

Supervised learning-based methods can lead to high-quality results, as
soon as a sufficiently large labeled database is available. Furthermore, they
have proven to be fast since they benefit from the advances of GPU-based
deep learning programming frameworks. However, the interpretability and
explainability of these methods remain open issues (see [22, 23, 24] for recent
works on these aspects). They might suffer from instability issues [25, 26],
and guaranteeing their robustness remains a challenge [27]. In contrast,
optimization-based methods offer the required theoretical guarantees, but
tuning their hyperparameters might be a tedious task, and their execution
time for CPU based implementations may be too high in large scale applica-
tive contexts. For instance, the Matlab implementation1 of the MS signal
restoration method from [5] requires more than 1 minute to restore an MS
spectra on a grid of n = 103 mass values.

Lately, the two previous approaches have been combined, yielding an
appealing class of techniques based on ‘unrolling’ (or ‘unfolding’). The core
idea is to re-interpret existing iterative optimization algorithms as neural
network architectures [28], where layers mirror iterations. A recent survey
of unrolling techniques can be found in [29]. This new paradigm presents
several advantages. First, new architectures can be proposed, which enjoy
an interpretable network structure. Second, prior and/or physical knowledge
about the problem at hand can be naturally embedded into the architecture.
Third, a reduced execution time is obtained during the test phase, thanks
to deep learning GPU-based frameworks. Lastly, unrolled architectures are
more flexible than optimization algorithms, and in particular, they offer the
possibility to learn some hyperparameters and/or operators of the original
algorithm. For instance, stepsizes and regularization weights are learnt in
[30], operators and penalty function parameters in [31, 32], and shrinkage
functions and biases are learnt in [33].

1https://fr.mathworks.com/matlabcentral/fileexchange/

88897-spoq-smooth-sparse-p-over-q-ratio-regularization-toolbox
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In various applications [29], unrolling techniques have been shown to out-
perform (sometimes, by far) existing methods, with a noticeable gain in ex-
plainability and robustness with respect to plain deep learning techniques,
while leading to similar (fast) computing times [34]. This paper investigates
unrolled algorithms dedicated to the resolution of spectroscopy inverse prob-
lems. We explore specifically the unrolling of a popular class of optimization
algorithms called Majorization-Minimization (MM) approaches [35]. Namely,
we focus on the MM half-quadratic (HQ) approach [36] which minimizes se-
quentially quadratic majorizing surrogates of the objective function.

HQ was initially developed for image restoration applications [37], then
deployed for chemical signal recovery in [38, 39]. Processing large-scale data
with MM HQ has been explored in [37] by relying on subspace acceleration
strategy [40, 41], or parallel CPU-based implementations [42, 43, 44, 45].

Our contributions in this work are as follows:

• The proposition of an unrolled MM HQ algorithm, for which an efficient
GPU-based implementation is available.

• The construction of new activation functions, with established connec-
tion with choices of penalty functions.

• The design of a supervised architecture allowing us to learn the involved
regularization and stepsize parameters.

• The validation of the proposed approach in the restoration of signals
arising from realistic databases of MS signals.

Link with existing works: First, as we mentioned, deep learning strategies
or optimization-based ones, have already been considered for tackling spec-
troscopy inverse problems. Up to our knowledge, deep unrolling has been
only scarcely explored in the field of spectroscopy, and its deployment for
MS signal processing remains unprecedented. We can mention [46, 47, 48]
proposing deep unfolded neural networks to solve inverse problems in γ-ray
spectroscopy, photothermal radiometry, and non-uniformly sampled NMR,
respectively. In the broader context of sparse 1D signal recovery, we can cite
[49, 50, 51]. Although the deep unrolling paradigm in these papers is com-
mon to our study, the methods highly differ in the physical model they are
considering, in the signal processing problem that is tackled, and in the itera-
tive algorithm that is unrolled. Second, unrolling of MM methods is also not
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much explored in the literature. We can only mention [52] which proposes
to unroll an HQ method for an application to image deblurring. Third, our
analysis connecting penalty functions and activation layers generalizes the
one presented in [53].

The paper is organized as follows, Section 2 introduces the optimization
problem, and the MM HQ algorithm to solve it. Section 3 details our contri-
butions, mainly the unrolling of HQ algorithm, the proposition of new activa-
tion functions, and the design of architectures for hyperparameter learning.
Section 4 presents our experimental results and discussions. Lastly, Section 5
concludes the work.

2. Background on MM-based restoration methods

2.1. Problem formulation

A classical strategy for solving inverse problem (1) and producing an
estimate x̂ ∈ Rn of x from observed data y, consists in solving a penalized
least-squares minimization problem [54] of the form

minimize
x∈Rn

(
F (x) =

1

2
∥Hx− y∥2 + λ1Ψ1(x) + λ2Ψ2(x)

)
. (2)

Hereabove, the regularization functions Ψi : Rn → R, i ∈ {1, 2}, aim at ensur-
ing the stability of the solution x̂, by enforcing a priori assumptions related
to sparsity. A generic expression for such sparsity-promoting regularization
functions is given, for i ∈ {1, 2}, by

(∀x ∈ Rn) Ψi(x) =
n∑

s=1

ψi([x]s), (3)

where ψi : R → [0,+∞) is some positive-valued potentials, and [·]s with
s ∈ {1, . . . , n} denotes the s-th component of a vector in Rn. λ1 > 0 and
λ2 > 0 are regularization hyperparameters balancing the weight between
both regularization terms (Ψi)i∈{1,2}, and the least-squares fidelity in the
objective function F .

Let us provide the rationale for adopting such a hybrid two-part penalty
term. Sparsity-based priors are widely used in the signal processing literature
so as to promote few nonzero entries in the sought signal (or in its representa-
tion in a transformed domain [55]). Two main families of such priors can be
distinguished, namely (i) convex ones, (ii) non-convex ones. Convex sparse
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penalties include, as a notorious example, the ℓ1 norm (related to the LASSO
approach in machine learning [56]). An extension of this penalty is the elas-
tic net regularizer [57]. Smooth approximations for it have also been very
popular, such as the Huber penalty or the Fair potential [58]. Convex penal-
ties are convenient since they lead to more tractable optimization problems
associated with efficient solvers with sounded convergence guarantees. How-
ever, they may lead to a bias in the estimated non-zero coefficients, which
might be detrimental to the final quality of the results or to their quantita-
tive interpretation. There is a plethora of non-convex priors, starting with
the popular ℓ0 quasi-norm up to its various approximations through norm
ratios [59], piecewise defined penalties [60], and smoothed ℓ0 potentials [61].
Such choices are closer, in essence, to the true goal of sparse restoration, as
they directly aim at minimizing the number of significant components in the
sought signal, without altering (too much) their amplitudes. Thus, they can
lead to much better restoration quality, especially for very sparse signals, and
avoid the biasing effect of the convex penalties. However, non-convexity has
a significant cost in terms of difficulty of the optimization procedure, making
the algorithms sometimes unstable and prone to getting stuck in spurious
local minima. In this work, we propose to get the best of both worlds by
mixing the two strategies, setting ψ1 as a convex sparsity-enhancing potential
and ψ2 as a non-convex one. Furthermore, we opt for smooth (i.e., differen-
tiable) regularizers, so as to preserve an efficient optimization procedure. It
can be understood that, in such a context, the choice of proper regularization
parameters (λ1, λ2) will play a critical role. The unrolling approach will serve
to decipher, in an automatic, supervised manner, the setting of them, as we
will explain in Section 3.

2.2. Quadratic majorization-minimization algorithm
The estimate x̂ of x is obtained by minimizing the penalized least squares

formulation (2) by assuming that this optimization problem admits a solu-
tion. This is, in particular, guaranteed if the cost function in (2) is coercive,
which is satisfied, for standard choices of function Ψ1, provided that λ1 > 0.
Given our choices for ψ1 and ψ2, a popular class of minimization schemes
rely on the key concept of quadratic majorization-minimization we introduce
hereafter.

Before presenting our algorithm, let us be more specific about the as-
sumption on our potential functions ψ1 and ψ2.

Assumption 1. For every i ∈ {1, 2}, ψi : R → R is
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(i) a differentiable, even function,

(ii) increasing on [0,+∞),

(iii) such that ψi(
√
·) is concave on [0,+∞).

In addition, ψ1 is convex.

Assumption 1 is satisfied by a wide class of convex, and non-convex po-
tentials, listed in the second column of Table 1 (see also [62]).

In the context of Problem (2) involving penalties satisfying Assumption
1, an efficient strategy consists of adopting a half-quadratic (HQ) optimizer
[63, 36]. HQ belongs to the class of Majorization-Minimization (MM) algo-
rithms, which is a prominent family of methods in the field of optimization
[64, 65], with successful applications in the context of signal/image process-
ing, telecommunications, and machine learning [66, 67]. MM techniques
substitute the often complex problem of minimizing F by a sequence of more
tractable problems, based upon the minimization of sequences of majorant
functions (also called surrogate functions or auxiliary functions), satisfying
the following conditions: at every iteration k ∈ N of the algorithm,

(∀x ∈ Rn) F (x) ≤ Q(x, xk), F (xk) = Q(xk, xk), (4)

where xk ∈ Rn is the current iterate. Under Assumption 1, a quadratic
majorant function for F at xk ∈ Rn is given by

(∀x ∈ Rn) Q(x, xk) = F (xk) +∇F (xk)⊤(x− xk) +
1

2
(x− xk)

⊤A(xk)(x− xk),

(5)
where A(xk) is symmetric definite positive matrix in Rn×n, defined as

(∀x ∈ Rn) A(x) = H⊤H + λ1Diag{(ω1([x]s))1≤s≤n}+ λ2Diag{(ω2([x]s))1≤s≤n},

where, for every i ∈ {1, 2},

(∀u ∈ R \ {0}) ωi(u) =
ϱi(u)

u
, ωi(0) = limu→0

ϱi(u)

u
, (6)

with ϱi : R → R the derivative of the scalar potential function ψi. Note that
the above limit is well-defined, thanks to Assumption 1 [63]. The expression
of the derivatives for a bunch of potential functions satisfying Assumption
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1 is provided in the third column of Table 1. Additional properties for the
potential functions, also given in the table, will be discussed in Subsection
3.2.

Solving Problem (2) using the MM algorithm associated with quadratic
majorant function (5) yields

(∀k ∈ N) xk+1 = xk − γkA(xk)
−1∇F (xk), (7)

where x0 ∈ Rn and, for every k ∈ N, A(xk)−1 is the inverse of A(xk),

∇F (xk) = H⊤(Hxk − y) + λ1Ω1,kxk + λ2Ω2,kxk,

with, for i ∈ {1, 2},

Ωi,k = Diag{(ωi([xk]s))1≤s≤n}. (8)

{γk}k∈N ⊂ (0, 2) is a sequence of stepsizes. Algorithm (7) can be viewed
as a preconditioned gradient method, or a quasi-Newton method, where the
scaling matrix multiplying the gradient descent term is built following the
MM principle, in such a way that (F (xk))k∈N decreases monotonically. It
can also be interpreted as an alternating minimization method acting in an
extended space, where the function to minimize is quadratic with respect to
some auxiliary vector variable. This interpretation explains the name given
to HQ algorithm, and is actually a key element for proving its convergence
[68]. The performance of HQ method has been illustrated in the context of
signal restoration [63].

The matrix inversion required in (7) can be detrimental to a stable and
fast practical implementation of this method. Moreover, setting the stepsize
sequence, and the penalization hyperparameters (λ1, λ2) in the hybrid reg-
ularizer might be tedious. To this end, we propose in the next section an
unrolling procedure that helps reducing computational time by creating an
architecture with a given number of layers, benefiting from the advantages of
implementations on GPUs, and with automatized hyperparameter tuning.

3. Proposed unrolled network

3.1. Unrolled HQ architecture

The first important step for algorithm unrolling consists in translating the
algorithm of interest into a multi-layer network architecture. Let us consider

8



a given number K > 0 of iterations for HQ algorithm. We will show in this
section that each iteration k ∈ {0, . . . , K−1} of it can be mirrored by a layer
Lk of a feedforward network with a residual connection [69]. Let us rewrite
the update rule of HQ algorithm (7) as

(∀k ∈ N) xk+1 = xk −Wk∇F (xk), (9)

where x0 ∈ Rn,
Wk = γkA(xk)

−1, (10)

and the gradient expression is given in (8). We now introduce linear and
non linear operators that will play the role of linear layers and non-linear
functions in the unrolled architecture. Let

V0 = H⊤H, V1 = In, V2 = In, V3 = [In λ1In λ2In], (11)

b0 = −H⊤y, b1 = 0, b2 = 0, b3 = 0, (12)

where In is the identity matrix of size n × n. Moreover, let R0 to R3 be
defined as, for every x ∈ Rn,

R0(x) = R3(x) = x, R1(x) =
(
ϱ1([x]s)

)
1≤s≤n

, R2(x) =
(
ϱ2([x]s)

)
1≤s≤n

.

(13)
Note these activations operate componentwise. Activations R0 and R3, both
reducing to identity operators, are introduced for the sake of completeness of
the presentation, so they play no role in the final output expression. Given
the expressions (8) and (9), and the above definitions, we can rewrite the K
first iterations of the HQ algorithm (7) as

(∀k ∈ {0, . . . , K−1}) xk+1 = xk−Wk

R3

V3
R0(V0xk + b0)
R1(V1xk + b1)
R2(V2xk + b2)

+ b3

 ,

(14)

with x0 ∈ Rn. Equation (14) has a remarkable structure, where we can iden-
tify fundamental bricks of a standard deep neural network architecture. For
every k ∈ {0, . . . , K − 1}, the input xk of layer Lk first goes simultaneously
through the 3-channel linear layer with weights V0, V1, V2, and biases b0, b1,
b2, then through the activation operators R0, R1, R2. The three outputs of
these activation blocks are concatenated and go through a linear layer with
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Figure 1: Unrolled HQ architecture: Layer Ly
k mimicks the k-th iteration of the HQ

algorithm (7), for k ∈ {0, . . . ,K − 1}, and K > 0, as described in (14). V0, V1, V2 and
V3 and Wk are weight operators while b0, b1, b2, b3 are biases. R0, R1, R2 and R3 are
activation functions. Black dotted arrows showcase the dependency of the pointed block
to the mentioned value. For instance, block V3 requires the knowledge of (λ1, λ2).

weight matrix V3, aggregating them. This layer has bias b3, and activation
R3 (here reducing to identity). The output xk+1 is finally obtained by com-
puting the difference between the input xk and the output of R3 composed
with the linear operator Wk. Such a last step is similar to a residual con-
nection. Each layer of the network depends on the noisy observation. For
every k ∈ {0, . . . , K − 1} the k-th layer is denoted as Ly

k, so that, for every
k ∈ {0, . . . , K − 1},

xk+1 = Ly
k(xk). (15)

Figure 1 summarizes the structure of layer Ly
k for some k ∈ {0, . . . , K − 1}.

This equivalent formulation of the HQ algorithm presents several advan-
tages. As we will demonstrate in Subsection 3.3, it is a first step towards
the supervised learning of its hyperparameters such as the regularization pa-
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rameters and the stepsizes. The optimization of these parameters is based
on a dedicated loss function directly related to the application at hand (e.g.,
mean squared error on the restored signal). This deep unrolling strategy
leads to the design of a deep architecture with interpretable structure, which
contrasts with traditional deep networks. Namely, the involved weight and
bias operators have specific forms derived from the original inverse problem
formulation. The nonlinear activation functions are not chosen in an ad hoc
manner, but they are fully interpretable in an optimization sense. This will
be further discussed in Subsection 3.2. Another specificity of our architecture
with respect to conventional DL ones is that the weight operatorWk depends
on the k-th layer input. This weight operator thus exhibits some similarity
to a multivariate attention mechanism. Moreover, relying on the unrolling
paradigm offers certain mathematical guarantees of stability and robustness
as it has been proven in [30, 70]. Finally, from a practical viewpoint, the neu-
ral network-based interpretation of the HQ method allows the deployment of
GPU-friendly tools to implement the different bricks of the optimizer. This
is beneficial in terms of computational efficiency, during the training process,
when supervised unrolling is performed. This is also useful for computational
time reduction at the inference stage, with or without trained parameters,
as we will demonstrate in our numerical experiments.

3.2. Activation functions

The architecture displayed in Fig. 1 makes use of several activation func-
tions whose properties are further analysed in this section. Since R0 and R3

reduce to identity functions, we focus our discussion on R1 and R2, which
are directly related to our choice for the penalization functions Ψ1 and Ψ2

in (2). As can be seen in (13), R1 and R2 are applied componentwise. Their
expressions involve the scalar potentials ϱ1 and ϱ2 that are the derivatives of
ψ1 and ψ2, respectively. We list in the third column of Table 1 the derivative
ϱ for typical choices of function ψ satisfying Assumption 1. Interestingly, one
can recognize that some correspond to commonly used activation functions
in neural networks, while others are less familiar. For example, the hyper-
bolic tangent is obtained for the Green potential, Eliott activation function
corresponds to the Fair potential, and the Huber penalty leads to a shifted
version of capped ReLU. As shown in [26], proximal properties of activa-
tion functions play an important role in the mathematical understanding of
neural networks, in particular in their stability analysis. We analyse further
the properties of ϱ in that respect. Let Γ0(R) denote the class of lower-
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semicontinuous convex functions from R to R ∪ {+∞} which are proper
(i.e., at least finite in one point). We recall that, if φ belongs to Γ0(R), its
proximity operator proxφ : R → R is defined as

(∀x ∈ R) proxφ(x) = argmin
t∈R

φ(t) +
1

2
(t− x)2. (16)

We are now ready to state the following property.

Proposition 1. Let ψ : R → R be a differentiable even function and let ϱ be
its derivative. Assume that ϱ is 1-Lipschitz on R, i.e.

(∀(x, t) ∈ R2) |ϱ(x)− ϱ(t)| ≤ |x− t|.

1. There exists α ∈ [1/2, 1] and an even function φ ∈ Γ0(R) such that

(∀x ∈ R) ϱ(x) = x+ 2α(proxφ(x)− x). (17)

2. Let

(∀x ∈ R) φ̃(x) = φ(x) +
x2

2
(18)

and let φ̃∗ ∈ Γ0(R) be the Fenchel-Young conjugate of φ̃. 2 Then

(∀x ∈ R) ψ(x)
c
= (1− 2α)

x2

2
+ 2αφ̃∗(x), (19)

where
c
= designates equality up to an additive constant.

3. If ψ is convex, then α = 1/2.

Proof. See Section S1 of our supplementary material.

The interplay between penalty function ψ, the activation ρ, and the un-
derlying convex function φ is summarized in Fig. 2. The previous proposition
ensures that, when ψ is a convex penalty function satisfying Assumption 1,
there exists φ ∈ Γ0(R) such that

ϱ = proxφ . (20)

2The conjugate of φ̃ is defined as (∀u ∈ R) φ̃∗(u) = supx∈R xu− φ̃(x).
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φ ϱ

ψ

(17)

(1
9)

D
erivation

Figure 2: Interplay between penalty ψ, activation ϱ and convex function φ.

In this case, ϱ enjoys the property of being firmly nonexpansive, i.e. increas-
ing and 1-Lipschitz [71, Proposition 4.4] . As emphasized in [26], it turns out
that most of the existing activation functions used in neural networks are
proximity operators of convex functions (e.g. ReLU activation function). On
the other hand, if ψ is non convex, then (17) shows that ϱ is the overrelax-
ation of the proximity operator of a function in Γ0(R). According to (E1) in
Section S1 of the supplementary material, ϱ is then α-averaged, which means
that it satisfies the inequality [71, Proposition 4.35] [72],

(∀(x, t) ∈ R)2 |ϱ(x)− ϱ(t)|2 ≤ |x− t|2− 1− α

α
|x− ϱ(x)− t+ ϱ(t)|2. (21)

The smallest α, the tightest the upper bound above. In other words, a small
value of α induces more stability. Equation (19) gives another interpretation
of α. It shows that ψ is a weakly-convex function [73, Proposition 4.3] with
modulus 2α−1. Thus, α can be viewed as a measure of the degree of noncon-
vexity of potential ψ. To conclude, the activation functions in our unrolled
architecture benefit from specific stability properties inherited from their
optimization-based interpretation. This is in line with recent works [26, 53].
In [53], diffusion methods, wavelet approaches, and variational regularization
are employed to perform a denoising task. The link with CNN architectures is
made through residual neural blocks. Diffusitivies, shrinkage functions, and
regularizers are reinterpreted as activation functions. The authors empha-
size the prospects of nonmonotone functions, rarely used in the deep learning
community. Through our method, we obtain a dictionary of novel activation
functions, associated to usual convex and non-convex sparsity promoting pe-
nalizations. We provide, the values for α in the last column of Table 1. The
convex function φ associated to a penalty ψ is implicitly defined by (18) and
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(19). As shown in Section S3 of our supplementary material, it is possible
for most of the convex penalties in Table 1 to derive a closed form expression
for φ.

Penalty Name Penalization ψ(t), t ∈ R Activation ϱ(t), t ∈ R α

Convex penalties

Fair potential δ(|t| − δ log( |t|
δ
+ 1))

δt
|t|+δ

1
2

Huber

{
t2

2
if |t| < δ

δ|t| − δ2/2 otherwise

{
t if |t| < δ

δsign(t) otherwise

1
2

Green log(cosh(t)) tanh(t) 1
2

Hyperbolic δ2

κ

(
(1 + t2

δ2
)
κ
2 − 1

)
t(1 + t2

δ2
)
κ
2
−1 1

2

Nonconvex penalties

Welsch δ2
(
1− exp(− t2

2δ2
)
)

t exp(− t2

2δ2
) exp(−3

2
) +1

2

Geman-McClure δ2t2

2δ2+t2
4δ4t

(2δ2+t2)2
5
8

Tukey biweight

{
δ2(1− (1− t2

6δ2
)3) if |t| ≤

√
6δ

1 otherwise

{
t(1− t2

6δ2
)2 if |t| ≤

√
6δ

0 otherwise

9
10

Hyperbolic tangent δ2 tanh( t2

2δ2
)

t

(cosh( t2

2δ2
)2 0.9581

Cauchy δ2

2
log(1 + t2

δ2
) δ2t

t2+δ2
9
16

Table 1: Examples of penalties ψ satisfying Assumption 1. In the third column, we provide
also the expression of their derivatives (i.e., nonlinear activation in our architecture) ϱ and,
in the last column, the averaging constants α (see Section 3.2). All expressions are valid for
every t ∈ R, (λ, δ) ∈]0,+∞[2 and κ ∈ [1, 2]. The calculations for the averaging constants
in non-convex cases are provided in Section S2 of our supplementary material.

3.3. Learning strategy

As aforementioned, the rewriting of HQ algorithm as a multi-layer neural
network structure (see Fig. 1) paves the way for supervised learning of its
hyperparameters. In this subsection, we showcase our proposed strategy to
tune automatically such parameters.

First, regularization parameters (λ1, λ2) are untied into two sequences
(λi,k)0≤k≤K−1, i ∈ {1, 2}, varying with each layer of the proposed architecture.
This is in contrast with classical optimization-based restoration procedures,
which rely on setting those hyperparameters over all iterations, relying on
empirical or statistical tuning techniques often difficult to implement [74].
Here, we propose instead to learn automatically data-driven parameters. For
a given number of layers K > 0, each layer Ly

k indexed by k ∈ {0, . . . , K−1}
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is attached to learnable units defined as

(∀i ∈ {1, 2}) λi,k = ReLU
(
FCi,k

(
([Hxk − y]ℓ)

2)1≤ℓ≤m)
))
. (22)

Hereabove, ReLU is the rectified linear unit [75] applied componentwise,
aiming at enforcing positivity on regularization parameters, and defined as
follows:

(∀z ∈ Rm) ReLU(z) = (max(0, [z]ℓ))1≤ℓ≤m . (23)

Moreover, FCi,k, i ∈ {1, 2}, k ∈ {0, . . . , K − 1}, are fully connected layers
acting on component-wise squares of the data fit residual at the entry of
each layer Ly

k. In such way, the regularization parameters automatically
adapt to the noise level at hand, without any required prior knowledge. A
similar strategy was employed in [30] in the context of image restoration. The
rationale behind this choice is derived from the Bayesian interpretation of
the objective function, which leads to having regularization hyperparameters
proportional to the Gaussian noise variance.

Second, we suggest to also learn, in a supervised fashion, the stepsize se-
quence (γk)0≤k≤K−1 involved in the linear weight layer sequence (Wk)0≤k≤K−1.
The rationale is to tune optimally the contribution of each layer for deliv-
ering the best estimate x̂ at the output of the unrolled architecture. In
order to reduce spurious local minima in the training phase, we adopt an
overparametrization strategy [76], that consists in defining

(∀k ∈ {0, . . . , K − 1}) γk = ReLU(ck,1 × ck,2 × . . .× ck,N), (24)

with N ≥ 1 (typically, N = 10), and (ck,j)0≤k≤K−1,1≤j≤N are scalars quan-
tities that are learned. Vector θ = (θk)0≤k≤K−1 ∈ RK(2m+N) gathers the
parameters to be learnt, namely 2mK weights for the fully-connected layers
in (22), and NK values to learn the stepsize quantities as in (24). Simple con-
straints, such as range or sum-to-one, on the estimates can be easily imposed
by appending a dedicated activation function at the end of the unrolled ar-
chitecture. Such strategy will be employed in our experimental section, using
a ReLU as last layer, to enforce the positivity of the restored MS spectra.

The global multi-layer architecture, calledU-HQ (UnrolledHalf-Quadratic),
is summarized in Fig. 3, with a detailed overview of a layer Lθk

k structure dis-
played in Fig. 4, responsible for learning regularization and stepsize hyperpa-
rameters to be fed to the layer Ly

k simulating one iteration of the HQ scheme,
as shown in Fig. 1. Given a training set {(x(i), y(i)), i ∈ {1, . . . , S}} com-
prised of S pairs of groundtruth and degraded data samples, the prediction
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feedforward model for one instance i ∈ {1, . . . , S} is given by

fθ(x
(i)
0 ; y(i)) = Ly(i)

K−1 ◦ · · · ◦ L
y(i)

k ◦ · · · ◦ Ly(i)

0 (x
(i)
0 ), (25)

x
(i)
0 denoting the input for the first layer of the network for the i-th sample.

Then, the learnt hyperparameter vector θ̂ is defined as the solution to the
optimization problem

minimize
θ∈RK(2m+1)

1

S

S∑
i=1

L(fθ(x(i)0 ; y(i)), x(i)), (26)

with L a predefined loss, for instance, the mean squared error. Problem
(26) can be solved end-to-end through backpropagation with standard neural
network training algorithms such as stochastic gradient or ADAM [77]. At
the inference stage, for a given degraded signal y, and an initial prediction
x0, the inferred output is given by x̂ = fθ̂(x0; y). The proposed approach
benefits from automatic parameter tuning with layer-dependent and data
driven structure, while having an interpretable structure.

Figure 3: Supervised U-HQ network: For every k ∈ {0, . . . ,K − 1}, the detailed view of
layer Ly

k is given by Fig. 1. Details of the learning block Lθk
k are given in (22) and (24).

4. Restoration of mass spectrometry signals

We now evaluate the performance of U-HQ on the restoration of MS
sparse signals. We focus on the resolution of inverse problem (1) where
x ∈ Rn is a ground truth signal with length n = 2000, H ∈ Rm×n is a
Toeplitz matrix mimicking a circular padded convolution with a blur kernel,
and e ∈ Rm corresponds to an additive i.i.d. Gaussian noise with zero-mean
and standard deviation σ > 0.
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Figure 4: Overview of one layer of proposed architecture U-HQ.

4.1. Datasets

Let us first introduce the three datasets we employ to evaluate our method
as well as its competitors. In all cases, the dataset is made of original signals
x paired with degraded signals y obtained through Model (1). Moreover, the
blur support size is 50, so that m = 2049.

Dataset 1. Signals x are real MS spectra extracted from the mass bank inven-
tory of MS spectra [78], considering a monoisotopic mass range of [0,200] ppm
and a charge state +1. The spectra intensities are rescaled to reach a maxi-
mum value of 100. The blur kernel varies for each signal. It has a “Ricker”
shape with spreading factor chosen randomly uniformly in (0.25, 1) [79]. The
noise standard variation is also varying throughout the dataset, and is chosen
randomly uniformly between 0 and 0.5. The blur kernel is known, while the
noise level is assumed to be unknown. Training, validation, and test sets
contain 900, 100 and 100 pairs (x, y), respectively.

Dataset 2. Signals x are also real MS spectra extracted from the same mass
spectrometry bank inventory [78], we consider again the monoisotopic mass
range [0,200] ppm and a charge state +1. Hereagain, the spectra intensities
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are rescaled to reach a maximum value of 100. The blur kernel is chosen as
for Dataset 1. The noise standard deviation now varies uniformly between
0.5 and 1. Training, validation, and test sets contain 900, 100 and 100 pairs
(x, y), respectively.

Dataset 3. Groundtruth signals x̄ have a monoisotopic mass between 0 and
200 ppm, similarly to Dataset 1 and Dataset 2. We now use blur kernel
with shape “Fraser Suzuki” [80], whose spreading factor is chosen randomly
uniformly between 0.25 and 1 and the asymmetry factor between 0.2 and 0.6.
The noise standard deviation varies between 0 and 0.5. Training, validation,
and test sets contain 900, 100 and, 100 pairs (x, y), respectively.

4.2. Experimental settings

Evaluation of the results. All compared supervised models are trained so as
to solve (26), where L is the averaged mean squared error (MSE) between the
estimated signal x̂ and the ground truth x, MSE(x, x̂) = (1/n)∥x−x̂∥2. MSE
metric is also used to finetune regularization hyperparameters, as explained
in a forthcoming section. In our comparative tables, we provide the signal-
to-noise ratio (SNR, in dB) defined as SNR(x, x̂) = 20 log10 (∥x∥/∥x− x̂∥) ,
as well as the thresholded SNR metric (TSNR) in dB, defined as the SNR
computed only on the support (i.e., indices of non-zero entries) of the sought
signal x. We display both the mean and standard deviation (STD) of these
quantitative metrics, computed over the test sets.

Penalties. The regularization functions Ψ1 and Ψ2 in (2), are defined as in
(3), with ψ1 the (convex) Fair potential and ψ2 the (non-convex) Cauchy
penalty, whose mathematical expressions and properties are listed in Table
1. They depend on smoothing parameters δ1 and δ2, respectively, which are
set through a procedure precised hereafter. Within an ablation study, we will
also compare to cases when only one of these penalty functions is employed
(i.e., when we remove the network branch related to either Ψ1 or Ψ2). Results
when using a quadratic (i.e., Tikhonov) penalty for ψ1 (while ψ2 = 0) will
also be presented. This experimental plan allows, in particular, to study the
role and effect of the layer Wk, and the activations R1 and R2, in our U-HQ
architecture.

Initialization. All the compared approaches are initialized by the null vector,
in particular, all the compared neural networks take x0 = 0 as an input.
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Programming framework. The methods are implemented using Pytorch (ver-
sion 1.8.0) under Python (version 3.8.5). The GPU-based code is run on an
Nvidia DGX server using a V100 SXM2 GPU card (32 GB of RAM). The
CPU is an Intel@ Xeon(R) W-2135 CPU @ 3.70 GHz with 12 active cores.

4.3. Comparison settings

The proposed U-HQ approach is compared to various methods, that can
be classified into three categories, namely (i) optimization-based methods
which rely on the HQ scheme to minimize (2), (ii) deep unrolling techniques
relying on similar or distinct architecture than ours, with various training
strategies, and (iii) deep neural networks inspired from state-of-the-art archi-
tectures deployed for the restoration of sparse and/or spectroscopic signals.
Let us specify hereafter the tuning for all the competing methods, including
ours.

Optimization-based methods. We implement the HQ algorithm (7) described
in Section 2.2 to minimize (2). We run HQ until convergence, that is either
until it reaches a maximal number of iterations (here, 100), or until it shows
a stabilization of its iterates through ∥xk+1 − xk∥2/∥xk∥2 < 10−5. We denote
HQ-SC this approach. We also consider a modified variant of HQ algorithm,
where the number of iterations is fixed to a value K identical to the number
of layers retained in the unrolled architecture. This method is inspired from
early stopping (ES), therefore we name it HQ-ES.

For both methods, the stepsize is set to γk ≡ 1 for simplicity. More-
over, the hyperparameters (λ1, λ2) are finetuned manually. Specifically, a
gridsearch is performed on 200 signal randomly extracted from the training
set to minimize the averaged MSE. The resulting parameters are retained
later to assess the performance of these methods on the test set. Specifically,
we perform the gridsearch using the convex and non-convex potentials sepa-
rately to finetune both the regularization and smoothness hyperparameters
(λ1, λ2, δ1, δ2). Then, we run HQ algorithm using the hybrid penalty, with
(δ1, δ2) fixed according to the previous disjoint gridsearch and we finetune
the regularization hyperparameters (λ1, λ2). The grid used for λ1 and λ2 is
[0, 0.01, 0.1, 1, 2, 4, 6, 8, 10, 20], while for δ1 and δ2 it is [0.01, 0.1, 0.5, 1, 2, 4, 6, 8].

Learning-based methods. In order to assess the benefits of the proposed ar-
chitecture in U-HQ, we provide comparisons with simplified versions of it,
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with an increasing number of free parameters, so as to perform an ablation
study. We start with a low parametrized model inspired from deep equilib-
rium (DE) models [81]. Namely, the stepsize is set as γk ≡ 1, and the trained
architecture shares the same two parameters (λ1, λ2) for all layers. So, for a
fixed number of layers K, we have

L(θ0)
0 = L(θ1)

1 = . . . = L(θK−1)
K−1 = L(θ). (27)

This yields the so-called U-HQ-DE method. We then implement two ar-
chitectures entitled U-HQ-FixS (U-HQ Fix Stepsize) and U-HQ-FixN
(U-HQ FixedNoise). In both cases, the noise estimation layer from Figure 4
is discarded, and the regularization hyperparameters (λi,k)0≤k≤K−1, are sim-
ply defined as outputs of ReLU unit with 2K learnable inputs (ai,k)0≤k≤K−1,
i ∈ {1, 2}. Moreover, in U-HQ-FixS, we furthermore impose γk ≡ 1, so
that we learn only (λi,k)0≤k≤K−1, while U-HQ-FixN learns stepsize hyper-
parameters (γk)0≤k≤K−1 with enforced positivity using ReLU. Finally, we
implement U-HQ-FixN-OverP. This last architecture uses U-HQ-FixN
as a baseline, and includes the overparametrization strategy similar as the
one described in (24), for the learning of both the regularization and stepsize
hyperparameters per layer.

The unrolled schemesU-HQ-FixS,U-HQ-FixN,U-HQ-FixN-OverP,
and the proposed U-HQ, are experimented using either ψ1 (convex) or ψ2

(non-convex), or (ψ1, ψ2) (hybrid), in their activation layers. Note that us-
ing only one of these two penalizations practically results in training half
the number of weights. Regarding U-HQ-DE we present the results only
for the hybrid penalty pair (ψ1, ψ2), for the sake of conciseness. Further-
more, we make comparisons with two unrolled methods recently introduced
for sparse signal recovery in [82], namely U-ISTA and U-PD, based on
an unrolling of the ISTA algorithm [83] and the primal dual algorithm [84],
respectively. Both methods rely on an ℓ1 (thus convex) penalization on the
signal. Regularization and stepsize parameters of both methods are learned,
with enforced positivity using ReLU activations.

Deep learning methods. We compare our proposed approach U-HQ to three
deep neural network architectures. First, we implement a fully connected
network FCNet, based on the concatenation of 4 blocks of layers, each com-
posed of a linear map and a ReLU activation layer. Second, we create an
autoencoder structure, inspired from [21], named AE. Similarly to FCNet,
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the AE composes linear maps and ReLU layers. The difference is that the
linear maps are such that the encoder reduces, with a factor 2 per layer, the
dimension of the input then the decoder maps, through up-samplings with
factor 2, the low-dimensional signals to the output. We set 4 layers in both
encoder and decoder parts. We finally deploy a handcrafted Residual UNet,
named ResUNet, reminiscent from the one proposed in [20], in the context
of Raman spectra recovery. The latter architecture relies on an autoencoder
structure like UNet [85]. We adapt the code available in the github of [20],
by reducing the number of parameters of the network, to limit over-fitting
effects. We provide the details of the resulting ResUNet architecture in
Section S6 of the supplementary material as well as the two comparative
deep learning methods.

The acronyms of all the compared approaches are summarized in Table 2.

Method’s name Acronym definition
U-HQ Unrolled Half Quadratic approach
HQ-SC Half Quadratic algorithm with Stopping Cri-

teria
HQ-ES Half Quadratic algorithm with Early Stop-

ping rule
U-HQ-DE Unrolled Half Quadratic approach with Deep

Equilibrium model.
U-HQ-FixS Unrolled Half Quadratic approach with

Fixed Stepsize
U-HQ-FixN Unrolled Half Quadratic approach with

Fixed Noise model
U-HQ-FixN-OverP Unrolled Half Quadratic approach

with Fixed Noise model using over-
parametrization

U-PD Unrolled Primal Dual approach
U-ISTA Unrolled Iterative Soft Threshholding Algo-

rithm
FCNet Fully Connected Network
AE AutoEncoder
ResUNet Residual UNet

Table 2: Glossary of terms
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Training settings. Let us now present the training specifications used for the
learning-based methods described in the previous subsection. The number of
layers is set, for each dataset and each method, through empirical search, to
maintain a trade-off between a low validation loss, a comparable number of
parameters between all tested methods, a reasonable computational training
time and a stable learning. For architectures U-HQ, U-HQ-FixS, U-HQ-
FixN, U-HQ-FixN-OverP and U-HQ-DE, we set (δ1, δ2) = (0.1, 1) for
Dataset 1 and Dataset 2 and (δ1, δ2) = (0.01, 0.1) for Dataset 3 in the unrolled
HQ methods (while these parameters were finetuned in optimization-based
methods). We set initial values of learnable weights/parameters to 1, and
the parameter N to 10 in all our overparametrized settings. Training is per-
formed using Adam optimizer [77], with mini-batch size 5. Regarding the
training strategy, we set a unique learning rate lr to update the weights in
most architectures, at the exception of U-HQ. As this latter uses completely
different architectures for the stepsize (i.e., simple ReLU layer) and the regu-
larization weights (i.e., fully connected layers), we use two different learning
rates, namely lrγ and lrλ, respectively. Regarding the deep learning methods,
Adam optimizer is also used to minimize the MSE loss. Training parameters,
including learning rates, batch sizes, and layer number, for all architectures,
are summarized in Sections S4 (for unrolled models) and S6 (for DL models),
in our supplementary material.

For reproducibility purposes, we share a repository available at https://
github.com/GHARBIMouna/Unrolled-Half-Quadratic with our implemen-
tation in PyTorch of all the compared algorithms.

4.4. Results

Table 4 summarizes the results in terms of mean and standard deviation of
the SNR and TSNR scores computed on test sets, for the three datasets. We
recall that the higher the SNR (resp. the TSNR), the better the estimation.
Best quantitative results are highlighted in bold style. At a first glance,
this confirms the competitiveness of our proposed architecture U-HQ with
respect to all other compared methods. Let us inspect and discuss more
deeply the results.

U-HQ vs optimization-based methods. First, let us inspect the results of
optimization-based methods. Using the proposed hybrid penalty term with
iterative methods HQ-SC and HQ-ES reaches better metrics compared
to using convex or non-convex potentials separately in most cases on all
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datasets. This demonstrates the advantage of a hybrid penalty in this ap-
plicative problem, as it brings flexibility in the regularization model. How-
ever, it is at the price of a tedious grid search. Second, from a general glance,
we can notice that optimization-based methods are outperformed by most
learning-based ones. This is because learning-based competitors perform a
supervised data-driven tuning of its hyperparameters to optimize the qual-
ity metric (here, MSE, which is directly related to SNR). In particular, our
proposed approach U-HQ yields better restoration quality compared to the
use of a standard iterative HQ algorithm HQ-SC, and to its early stopped
variant HQ-ES (up to 3dB improvement in both SNR/TSNR).

Computational complexity and stability of U-HQ. The interpretation of HQ
algorithm as layers of a feed-forward neural network has allowed us to im-
plement it efficiently on the GPU-based Pytorch environment, which con-
siderably reduces its execution time, when compared to a more standard
CPU implementation. Since it requires, in average, a lower number of lay-
ers/iterations than its optimization-based counterpart, U-HQ benefits from
a reduced execution time compared to HQ-SC, as illustrated in Table 3. For
the sake of comparison, we also display the test time of the second best per-
forming method, U-HQ-FixN (i.e., U-HQ without noise estimation layer).
One can notice that this architecture has similar test time thanU-HQ, which
shows that introducing data-driven fully connected layers (see Fig. 7) does
not increase the network complexity. On top of its good qualitative and
computational performance, the training stability of U-HQ, and the ab-
sence of overfitting phenomenon can be assessed on the training loss curves
on Dataset 1 given by Fig. 5. An example of restored signal in Dataset 1 is
displayed in Fig. 6. We refer the reader to Section S5 of our supplementary
file for similar plots on Datasets 2 and 3.

Ablation study on U-HQ. Third, the proposed architecture U-HQ appears
superior to all its simplified variants, namely U-HQ-DE, U-HQ-FixS, U-
HQ-FixN, and U-HQ-FixN-OverP. This illustrates the importance of
the learnable stepsize and hyper-parameter sequences, as well as the bene-
fits of overparametrization. A visual representation of learnt parameters is
given in Fig. 7 for Dataset 1 (see Section S5 of our supplementary file for
the other datasets). Interestingly, several regimes can be observed, namely
boosting phases with higher regularization parameters and higher stepsizes,
and stabilization phases where all parameters stabilize to constant values.
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Figure 5: Evolution of training loss (solid black) and validation loss (dashed blue) along
epochs for U-HQ for Dataset 1.

Dataset 1 Dataset 2 Dataset 3
HQ-SC

Iterations (averaged) 6.38 8.33 10.4
CPU time (s) 5.47 7.26 8.47
GPU time (s) 0.29 0.37 0.47

U-HQ-FixN
Number of layers 8 8 8
GPU time (s) 0.17 0.17 0.17

U-HQ-FixN-OverP
Number of layers 8 8 8
GPU time (s) 0.17 0.17 0.17

U-HQ
Number of layers 8 8 8
GPU time (s) 0.17 0.17 0.17

FCNet
GPU time (s) 3.42 × 10−4 3.43 × 10−4 3.28 × 10−4

AE
GPU time (s) 6.53 × 10−4 7.89 × 10−4 6.67 × 10−4

ResUNet
GPU time (s) 4.72 × 10−3 4.55 × 10−3 4.36 × 10−3

Table 3: Averaged iteration/layer numbers and execution time on GPU per signal, for
inference on test set on Dataset 1 to Dataset 3, using HQ-SC,U-HQ-FixN, U-HQ-
FixN-OverP, U-HQ and DL methods (FCNet, AE, and ResUNet, respectively). For
the former, we indicate also CPU times, for the sake of comparison.

Finally, it can be seen that, like for optimization-based methods, employing
both penalty branches in the architecture of U-HQ has clear benefit on the
performance when compared with the use of only the convex or non-convex
term. The choice of good penalty terms is crucial to get high performance. A
large class of alternative penalties, such as the Tikhonov-based penalty used
in NMR spectroscopy in [12] for instance, can be easily encompassed in our
framework. However, as our datasets are made of sparse signals, such penalty

24



is not well adapted, and considerably degrades the quality of the results, as
it can be seen in the table. The aforementioned observations confirm our
choices for the final U-HQ architecture with a hybrid convex/non-convex
penalty model.

U-HQ vs state-of-the-art benchmarks. The proposed U-HQ appears supe-
rior, in terms of both qualitative metrics, with respect to its competitors
U-PD and U-ISTA, which again shows the benefit of considering a flexible
and learnable regularization strategy in this applicative context. Further-
more, as shown in the bottom lines of Table 4, the deep learning models
FCNet and AE perform very poorly on this task. Our approach displays
consistently better restoration scores compared to with ResUNet. In terms
of inference time, DL methods are however faster than the other competitors.
The main reason is that U-HQ and its variants, require at each layer (i.e.,
each iteration in its iterative form), the inversion of an n×n matrix to build
the operator Wk.

Figure 6: Groundtruth signal x (top left), degraded observation y (top middle) and recon-
struction x̂ using proposed method U-HQ (top right), ResUNet (bottom left), U-ISTA
(bottom middle) and U-PD (bottom right) for one example from the test set of Dataset
1. x-axis indicates the mass-to-charge (m/z) ratio of chemical compounds and y-axis
the abundance of the corresponding compound. SNR/TSNR scores of restored signal (in
dB) are 31.75/34.96, 29.97/31.84, 23.08/25.50 and 26.13/29.50 for U-HQ, ResUNet, U-
ISTA, and U-PD, respectively.
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Penalty Dataset 1 Dataset 2 Dataset 3

HQ-SC

Convex 28.28 (7.37)/34.48 (7.18) 19.93 (3.79)/25.36 (5.27) 26.20 (5.49)/30.85 (5.01)

Non-convex 27.99 (6.26)/36.39 (7.36) 22.13 (4.12)/28.07 (5.62) 30.45 (5.04)/31.20 (5.02)

Hybrid 28.77 (6.49)/35.96 (7.22) 22.58 (4.13)/27.85 (5.62) 30.41 (4.96)/31.07 (4.95)

HQ-ES

Convex 28.23 (7.79)/34.52 (7.79) 18.86 (3.64)/25.89 (5.35) 25.40 (5.81)/30.03 (6.00)

Non-convex 28.04 (6.33)/36.56 (7.55) 22.16 (4.10)/28.07 (5.77) 30.18 (5.22)/30.78 (5.36)

Hybrid 28.27 (6.47)/36.48 (7.58) 22.20 (4.12)/28.05 (5.78) 30.18 (5.22)/30.78 (5.36)

U-ISTA

Convex 20.55 (6.89)/21.25 (6.60) 21.62 (5.85)/23.03 (5.83) 17.03 (6.39)/17.92 (5.72)

U-PD

Convex 22.13 (6.76)/25.16 (6.42) 21.55 (4.87)/22.88 (4.80) 24.42 (4.60)/26.21 (4.61)

U-HQ-DE

Hybrid 28.16 (5.57)/34.43 (6.34) 22.26 (3.46)/27.95 (27.95) 31.66 (5.85)/33.04 (5.63)

U-HQ-FixS

Convex 28.27 (6.41)/34.26 (6.78) 20.64 (3.57)/26.66 (4.72) 26.72 (5.96)/30.25 (5.97)

Non-convex 29.44 (4.98)/32.96 (5.62) 24.34 (3.47)/26.67 (4.29) 32.22 (6.76)/34.43 (6.12)

Hybrid 29.44 (4.98)/32.99 (5.62) 24.50 (3.52)/26.40 (4.31) 32.34 (5.60)/33.41 (5.33)

U-HQ-FixN

Convex 28.88 (6.70)/36.27 (7.74) 22.56 (3.47)/26.10(4.26) 26.51 (6.39)/31.84 (6.25)

Non-convex 29.89 (5.03)/33.19 (5.65) 25.08 (3.81)/26.46 (4.25) 32.17 (5.88)/33.53 (5.54)

Hybrid 30.07 (4.86)/32.78 (5.40) 25.22 (3.91)/26.57 (4.34) 32.36 (5.73)/33.65 (5.41)

U-HQ-FixN-OverP

Convex 30.26 (7.23)/36.13 (7.47) 24.52 (3.70)/27.08 (4.41) 31.07 (5.53)/33.22 (5.30)

Non-convex 29.96 (5.24)/33.44 (5.78) 25.03 (3.85)/26.25 (4.23) 32.17 (5.22)/32.88 (4.97)

Hybrid 30.38 (4.88)/32.30 (5.28) 25.18 (3.87)/26.52 (4.27) 32.48 (5.41)/33.29 (5.11)

U-HQ

Tikhonov 7.24 (3.86)/15.64 (7.97) 6.93 (3.27)/15.56 (7.89) 2.14 (1.01)/4.34 (3.30)

Convex 28.83 (5.40)/33.75 (6.06) 19.98 (3.14)/25.36 (4.94) 25.42 (5.65)/29.87 (5.19)

Non-convex 31.13 (5.37)/32.89 (5.26) 24.27 (3.19)/27.17 (4.67) 32.19 (5.67)/33.91 (5.79)

Hybrid 31.56 (5.37)/34.63 (5.26) 25.27 (3.57)/27.04 (4.65) 33.75 (7.28)/35.87 (7.65)

DL

FCNet 1.97 (1.83)/2.29 (2.11) 1.90 (1.93)/2.17 (2.26) 1.83 (1.71)/2.11 (1.91)

AE 0.32 (0.43)/0.49 (0.56) 0.31 (0.45) /0.46 (0.59) 0.35 (0.45)/0.50 (0.55)

ResUNet 29.97 (6.13)/31.84 (6.36) 25.05 (5.28)/ 26.23 (5.60) 28.67 (3.67)/29.83 (3.71)

Table 4: Summary of results in terms of mean (std) of SNR/TSNR metrics, in dB, com-
puted on test sets (see acronyms definitions in Table 2). Best scores are highlighted in
bold. Second best scores are underlined.
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Figure 7: Learnt hyperparameter sequences, averaged on test set, (λ1,k)0≤k≤K−1 (left),
(λ2,k)0≤k≤K−1 (middle) and (γk)0≤k≤K−1 (right) with respect to layer index k (x-axis)
for the proposed method U-HQ, for Dataset 1.

4.5. Discussion

Let us now take a step back, to discuss the strengths of the proposed
unrolled architecture U-HQ, and the remaining ways for improvement. A
key feature of unrolled architectures is that they are model-based. Specif-
ically, the proposed approach U-HQ explicitly integrates the knowledge of
the degradation operator H and of the statistical noise model, as well as
the prior knowledge on the sought signals. This is clearly beneficial, as it
brings interpretability, flexibility, and good performance to our model, com-
pared to the DL methods. U-HQ is able to perform consistently well, even
though our datasets are very challenging, with varying shapes for H, varying
signal sparsity ratios, and varying noise levels, and a relatively low number
of training samples. First, an avenue for future research is to go one step
further, by considering an even more flexible architecture, for instance able
to learn the degradation operator H (i.e., blind deconvolution context), or to
cope with non-Gaussian noise. This would certainly require complexifying
the problem formulation and the associated iterative algorithm method, for
instance as in [86], and larger datasets for training. Second, as illustrated
in the experiments, the performance of U-HQ depend on the choice for the
potential functions retained, to build the activations R1, R2, as well as the
linear blockWk. The hybrid strategy allows to combine optimally two classes
of penalties, and thus a wide class of priors on the sought signal. In a future
work, we plan to investigate a higher number of penalty branches, with the
aim to encompass a broader class of datasets encountereed in other applica-
tions of signal processing (e.g., seismic data [59]). Third, as discussed in the
introduction, the unrolling paradigm paves the way for a thorough stability
analysis, using advanced tools from fixed point analysis [70]. Such analysis
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remains an open question for U-HQ, and would be an interesting future
work perspective.

5. Conclusion

In this work, we propose a novel approach to solve sparse recovery prob-
lems, motivated by a class of inverse problems arising in chemistry. The
proposed method relies on merging a model-based half-quadratic iterative
method and a data driven supervised approach, by adopting the unrolling
paradigm. Unrolling the half-quadratic algorithm leads to an original inter-
pretable deep network architecture. Leveraging on automatic differentiation
allows us to efficiently tune the algorithm hyperparameters. Furthermore,
the resulting architecture turns out to be efficient in terms of reconstruction
quality and computational budget, both of which are important features in
any experimental setting. Our simulations illustrate the capability of our un-
rolling technique on various realistic databases of mass spectrometry spectra
degraded by different blur kernels and noise levels.
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Abstract

This supplementary file is organized as follows. In Section S1, we present
our proof for Proposition 1. In Section S2, we provide the calculation details
for α-averaging constants of the activation functions ϱ of Table 1. Then, in
Section S3, we derive the expression of the convex function φ which was in-
troduced in Proposition 1. We finally provide our training settings in Section
S4 and display in Section S5 additional figures, complementing the Section
4 of the paper.

S1. Proof of Proposition 1

• If ϱ is 1-Lipschitz then there exists α ∈ [1
2
, 1] and a 1-Lipschitz function

ϑ such that
(∀x ∈ R) ϱ(x) = (1− α)x+ αϑ(x). (E1)

(In the worst case, one can simply choose α = 1.) A function ϱ satis-
fying (E1) is said to be α-averaged. The existence of φ ∈ Γ0(R) such
that (17) holds then follows from [R2, Proposition 3.1(ii)].

Since ψ is even by assumption, its derivative ϱ is odd, and we deduce
from (17) that proxφ is odd too. For every p ∈ R, let u ∈ ∂φ(p) and
let x = u+ p. Then

x− p ∈ ∂φ(p)

⇔ p = proxφ(x)

⇔ − p = proxφ(−x)
⇔ − u = −x+ p ∈ ∂φ(−p), (E2)
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where ∂φ denotes the subdifferential of φ (see [R3]). This shows that
∂φ is odd.

According to [R3, Proposition 16.17],

∅ ̸= int(domφ) ⊂ dom ∂φ, (E3)

where

domφ = {x ∈ R | φ(x) < +∞} (E4)

dom ∂φ = {x ∈ R | ∂φ(x) ̸= ∅}, (E5)

and int(S) denotes the interior of a set S. There thus exists p ∈ R and
ϵ > 0 such that

p ∈ int(domφ) ⊂ dom ∂φ

= dom ∂φ̌ (E6)

⊂ dom φ̌, (E7)

where φ̌ : x 7→ φ(−x). Equality in (E6) follows from the fact that, for
every p ∈ R, ∂φ̌(p) = −∂φ(−p) = ∂φ(p) since ∂φ is odd. Then, we
deduce from (E7) that p ∈ int(domφ) ∩ dom φ̌.

Let us consider the even part φe of φ defined as

φe =
1

2
(φ+ φ̌). (E8)

Since we have shown that int(domφ) ∩ dom φ̌ is nonempty, it follows
from [R3, Theorem 16.47] that

∂φe =
1

2

(
∂φ+ ∂φ̌

)
= ∂φ. (E9)

As φe and φ have the same subdifferential, proxφe
= proxφ. This shows

that, in (17), we can assume that φ is even.

• It follows from [R3, Corollary 24.5] that φ̃∗ is a differentiable function
such that

proxφ = (φ̃∗)′ (E10)

where (·)′ denotes the derivative of the function in argument. We de-
duce from (17) that

(∀x ∈ R) ψ′(x) = ϱ(x) = (1− 2α)x+ 2α(φ̃∗)′(x). (E11)

2



By integrating, this yields

(∀x ∈ R) ψ(x) = (1− 2α)
x2

2
+ 2αφ̃∗(x) + C, (E12)

where C ∈ R.

• If ψ is convex, its derivative ϱ is increasing. Since ϱ is defined on R, it
follows from [R2, Proposition 3.1(iii)] that α = 1/2.

S2. α-averaging constants of activation functions

In this section, we present calculation details for α-averaging constants
of the activation functions ϱ of Table 1, as defined in Proposition 1. Firmly
nonexpansive activations ϱ have an α constant equal to 1

2
. This applies to

the first five rows of Table 1. Let us now calculate α for the non-monotonic
activation functions ϱ listed in lines 5 − 10 of Table 1. It follows from (E1)
that α ∈]1/2, 1] is the smallest constant such that ϑ = Id+α−1(ϱ − Id) is
1-Lipschitz, i.e., it satifies the condition

sup
t∈R

|ϑ′(t)| = 1 (E13)

• Welsch:

It follows from the expression of Welsch activation function that (E13) is
equivalent to

sup
t∈R

∣∣∣∣1 + α−1
(
exp

(
−t2

2δ2

)(
1− t2

δ2

)
− 1

)∣∣∣∣ = 1. (E14)

The zeros of the derivative of
ϑ′ are

t = 0, t =
√
3δ, and t = −

√
3δ. (E15)

Condition (E14) is then equivalent to checking the latter two values, namely

2 exp(−3/2) + 1)

α
− 1 ≤ 1 (E16)

The smallest averaging constant is thus α = exp(−3/2) + 1/2.

• Geman-McClure:
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From the expression of Geman-McClure activation function (E13) reads

sup
t∈R

∣∣∣∣1 + α−1
(4δ4(2δ2 − 3t2)

(2δ2 + t2)3
− 1

)∣∣∣∣ = 1. (E17)

The zeros of the derivative of ϑ′ are

t = 0, t =
√
2δ, and t = −

√
2δ

Thus, the maximum in (E17) is reached for the latter two values, which yield
the minimum value of the averaging constant α = 5/8.

• Tukey biweight:

By using the piecewise form of the activation function, plugging in the
expression of ϱ on [−

√
6δ,

√
6δ], and deriving ϑ, we obtain the equivalent

formulation of (E13):

sup
t∈[−

√
6δ,

√
6δ]

∣∣∣∣1 + α−1
((

1− t2

6δ2

)(
1− 5t2

6δ2

)
− 1

)∣∣∣∣ = 1 (E18)

The maximum is reached for |t| = 3
√

2
5
δ and the averaging constant of Tukey

biweight activation function is equal to α = 9/10.

• Cauchy:

Condition (E13) reads

sup
t∈R

∣∣∣∣1 + α−1
(δ2(δ2 − t2)

(δ2 + t2)2
− 1

)∣∣∣∣ = 1,

the maximum being reached when |t| =
√
3δ. This results in α = 9

16
.

• Hyperbolic Tangent:

Condition (E13) is equivalent to

sup
t∈R

∣∣∣∣∣1 + α−1
(δ2 cosh( t2

2δ2
)− 2t2 sinh( t2

2δ2
)

δ2 cosh3( t2

2δ2
)

− 1
)∣∣∣∣∣ = 1. (E19)
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The zeros of the derivative of ϑ′ satisfy

2t
(
3t2 sinh2(

t2

2δ2
) − 3δ2 cosh(

t2

2δ2
) sinh(

t2

2δ2
) − t2 cosh2(

t2

2δ2
)
)

= 0.

The maximum in (E13) is obtained for the nonzero solutions to this equa-
tion. To determine the latter values, a numerical resolution is required. By
using Newton-Raphson’s method, we obtain numerically that the solutions
are t/δ ≃ ±1.5355. We deduce that α ≃ 0.9581.

S3. Associated convex functions

In this appendix, we derive the expression of the convex function φ which
was introduced in Proposition 1.

• Fair potential:

By using (20) and (E10), we have

(∀t ∈ R) ϱ(t) = (φ̃∗)′(t) =
δt

|t|+ δ
. (E20)

This function can be seen as a scaled version of the Elliot activation function
investigated in [R1, Example 2.15]. We have thus

(∀t ∈ R) φ̃∗(t) = δ(|t| − δ log(|t|+ δ)) + η (E21)

with η ∈ R. Since φ̃ ∈ Γ0(R),

(∀t ∈ R) φ̃(t) = φ̃∗∗(t) = sup
u∈R

tu− φ̃∗(u). (E22)

For every t ∈ R, let us define

(∀u ∈ R) g(u) = tu− φ̃∗(u)

= tu− δ(|u| − δ log(|u|+ δ))− η. (E23)

If t ≥ δ, then g(u) −→
u→+∞

+∞, and if t ≤ δ then g(u) −→
u→−∞

+∞. For

t ∈]− δ, δ[, g reaches its maximum at u such that

t =
δu

|u|+ δ
⇔ u =

δt

δ − |t|
. (E24)
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For this value of u, by setting η = 2δ2 log δ,

g(u) = −δ|t| − δ2 log(δ − |t|). (E25)

Therefore, we deduce from (18) that, for every t ∈ R,

φ(t) =

{
−δ|t| − δ2 log(δ − |t|)− t2

2
if |t| < δ

+∞ otherwise
(E26)

• Huber:

(∀t ∈ R) ϱ(t) =

{
t if |t| < δ

δ sign(t) otherwise

= proj[−δ,δ](t) (E27)

where projS denotes the projection onto a nonempty closed convex set S.
Thus

(∀t ∈ R) φ(t) = ι[−δ,δ](t) =

{
0 if t ∈ [−δ, δ]
+∞ otherwise.

(E28)

• Green:

(∀t ∈ R) ϱ(t) = tanh(t). (E29)

This activation function was already studied in [1,Example 2.12] where it
was proved that, for every t ∈ R,

φ(t) =


(1+t) log(1+t)+(1−t) log(1−t)−t2

2
if |t| < 1

log 2− 1/2 if |t| = 1

+∞ otherwise.

(E30)

• Hyperbolic:

We will just consider the cases when κ ∈ {1, 2} for which closed form expres-
sions can be obtained.

• If κ = 1, then

(∀t ∈ R) ϱ(t) =
t√

1 + t2

δ2

. (E31)
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We can thus set

(∀t ∈ R) φ̃∗(t) = δ2
√
1 +

t2

δ2
. (E32)

By defining g as in (E23), if t ≥ δ, then g(u) −→
u→+∞

+∞ and, if t ≤ δ,

then g(u) −→
u→−∞

+∞. For t ∈]− δ, δ[, the maximum of g is reached at

u such that

t =
u√

1 + u2

δ2

⇔ u =
t√

1− t2

δ2

. (E33)

We deduce that, for every t ∈ R,

φ(t) =

{
−δ2

√
1− t2

δ2
− t2

2
if |t| < δ

+∞ otherwise.
(E34)

• If κ = 2, then ϱ reduces to the identity function and φ = 0.

S4. Training settings for Section 4

We summarize in the Table T1 the training settings used for the unrolled
methods experimented in the paper.

S5. Additional figures for Section 4

We display in Figure F1 the training loss curves on Dataset 2 and 3, for
the proposed architecture U-HQ. Examples of restored signals in Datasets
2 and 3, are displayed in Figure F3. We provide in Figure F4 a visual
representation of learnt parameters by the proposed architecture U-HQ, for
Datasets 2 and 3.

S6. Settings of DL methods

In this section, we display the ResUNet architecture used for the sake of
comparison on Fig. F5. A detailed overview of each of this network’s blocks
is provided in Table. T2. It is important to note that each residual con-
volutional block has a skip connection parallel to the convolutional branch.
Moreover, we display the details of both AE and FCNet architectures in
Table T3. Finally, we provide the DL methods training settings in Table T4.
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Penalty Dataset 1 Dataset 2 Dataset 3
K p (lr,bst,bsv) K p (lr,bst,bsv) K p (lr,bst,bsv)

U-ISTA
Convex 16 2K 10−2, 100, 10 16 2K 10−3, 150, 10 16 2K 10−3, 150, 10

U-PD
Convex 16 3K 10−3, 15, 10 16 3K 10−3, 15, 10 16 3K 10−3, 15, 10

U-HQ-DE
Hybrid 8 2 10−2, 15, 10 8 2 10−1, 10, 10 8 2 10−1, 5, 5

U-HQ-FixS
Convex 8 K 10−3, 15, 10 8 K 10−2, 15, 10 8 K 10−1, 15, 10

Non-convex 8 K 10−2, 15, 10 8 K 10−2, 15, 10 8 K 10−1, 15, 10
Hybrid 8 2K 10−2, 15, 10 8 2K 10−1, 15, 10 8 2K 10−1, 15, 10

U-HQ-FixN
Convex 8 2K 10−2, 15, 10 8 2K 10−2, 15, 10 8 2K 10−2, 15, 10

Non-convex 8 2K 10−2, 15, 10 8 2K 10−2, 15, 10 8 2K 10−2, 15, 10
Hybrid 8 3K 10−2, 15, 10 8 3K 10−2, 15, 10 8 3K 10−1, 5, 5

U-HQ-FixN-OverP
Convex 8 2KN 10−2, 15, 10 8 2KN 10−2, 15, 10 8 2KN 10−2, 15, 10

Non-convex 8 2KN 10−1, 15, 10 8 2KN 10−2, 15, 10 8 2KN 10−2, 15, 10
Hybrid 8 3KN 10−2, 15, 10 8 3KN 10−2, 15, 10 8 3KN 10−2, 15, 10

U-HQ

Tikhonov
8 K(m+N) 10−5, 5, 5 8 K(m+N) 10−5, 5, 5 8 K(m+N) 10−6, 5, 5

10−2, 5, 5 10−2, 5, 5 10−2, 5, 5

Convex
8 K(m+N) 10−5, 5, 5 8 K(m+N) 10−5, 5, 5 8 K(m+N) 10−6, 5, 5

10−2, 5, 5 10−2, 5, 5 10−2, 5, 5
Non-convex 8 K(m+N) 10−5, 15, 10 8 K(m+N) 10−5, 15, 10 8 K(m+N) 10−6, 5, 5

10−2, 15, 10 10−2, 15, 10 10−2, 5, 5
Hybrid 8 2K(m+N) 10−6, 15, 10 8 2K(m+N) 10−6, 15, 10 8 2K(m+N) 10−6, 5, 5

10−2, 15, 10 10−2, 15, 10 10−2, 5, 5

Table T1: Summary of training settings for experimented deep unrolled architectures:
number of layers K, number of learnt parameters p, optimizer, learning rate (lr) and
training bst and validation bsv batch sizes respectively. For U-HQ, we indicate lrλ (top)
and lrγ (bottom).
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Figure F1: Evolution of training loss (solid black) and validation loss (dashed blue) along
epochs for U-HQ for Dataset 2 (left) and Dataset 3 (right).

Figure F2: Groundtruth signal x (left up), degraded observation y (middle up) and recon-
struction x̂ (right up) using proposed method U-HQ, ResUNet (left bottom), U-ISTA
(middle bottom) and U-PD (right bottom), for an example from Dataset 2. x-axis indi-
cates the mass-to-charge (m/z) ratio of chemical compounds and y-axis the abundance of
corresponding compound. SNR/TSNR scores of restored signals (in dB) are 26.26/28.09,
25.05/26.23, 22.92/25.21, and 22.11/25.83 for the respective methods.

[R3]. H. H. Bauschke, P. L. Combettes. Convex Analysis and Monotone
Operator Theory in Hilbert Spaces, 2nd Edition, Springer Publishing
Company, Incorporated, 2017.
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Figure F3: Groundtruth signals x (left), degraded observations y (middle) and recon-
struction x̂ (right) using proposed method U-HQ, ResUNet (left bottom), U-ISTA
(middle bottom) and U-PD (right bottom) for an example from Dataset 3. x-axis indi-
cates the mass-to-charge (m/z) ratio of chemical compounds and y-axis the abundance of
corresponding compound. SNR/TSNR scores of restored signals (in dB) are 26.85/28.03,
28.67/29.83, 17.17/19.04 and 21.35/25.19 respectively.

Figure F4: Learnt hyperparameter sequences (λ1,k)0≤k≤K−1, (λ2,k)0≤k≤K−1 and
(γk)0≤k≤K−1 with respect to layer index k (x-axis) for the proposed method U-HQ,
for Dataset 2 (top) and Dataset 3 (bottom). Learnt parameters are averaged on test set.
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Figure F5: ResUNet architecture. Borders of the input signal y are truncated, to reach
an input size of n = 2000.
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Layer Name Function Details

Conv 1

Basic Convolution 1×

{
1D Conv(1, 64, 3, 1, 1)1

PReLU

Residual Convolution 3×

{
1D Conv(64, 64, 3, 1, 1)

PReLU

Pool 1 Maxpooling Maxpool1D(2)2

Conv 2

Basic Convolution 1×

{
1D Conv(64, 128, 3, 1, 1)

PReLU

Residual Convolution 3×

{
1D Conv(128, 128, 3, 1, 1)

PReLU

Pool 2 Maxpooling Maxpool1D(2)

Conv 3

Basic Convolution 1×

{
1D Conv(128, 256, 3, 1, 1)

PReLU

Residual Convolution 3×

{
1D Conv(256, 256, 3, 1, 1)

PReLU

Basic Convolution 1×

{
1D Conv(256, 128, 3, 1, 1)

PReLU

Up 3 Upsampling UpSample(2)3

Conv 4

Basic Convolution 1×

{
1D Conv(256, 128, 3, 1, 1)

PReLU

Residual Convolution 3×

{
1D Conv(128, 128, 3, 1, 1)

PReLU

Basic Convolution 1×

{
1D Conv(128, 64, 3, 1, 1)

PReLU

Up 4 Upsampling UpSample(2)

Conv 5 Basic Convolution 1×

{
1D Conv(128, 64, 3, 1, 1)

PReLU

Residual Convolution 3×

{
1D Conv(64, 64, 3, 1, 1)

PReLU

Conv 6 Basic Convolution 1×

{
1D Conv(64, 1, 3, 1, 1)

PReLU

1 (in-channels,out-channels,kernel-size,stride,padding)
2 (kernel-size)
3 (scale-factor)

Table T2: ResUNet Description.
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Method Architecture Description

FCNet

Layer 1 :

{
Fully Connected1(m,n)

ReLU

Layer 2 :

{
Fully Connected(n, n)

ReLU

Layer 3 :

{
Fully Connected(n, n)

ReLU

Layer 4 :

{
Fully Connected(n, n)

ReLU

AE

Encoder



Layer1 :

{
Fully Connected(m,m div 2)

ReLU

Layer2 :

{
Fully Connected(m div 2,m div 4)

ReLU

Layer3 :

{
Fully Connected(m div 4,m div 8)

ReLU

Layer4 :

{
Fully Connected(m div 8,m div 16)

ReLU

Decoder



Layer1 :

{
Fully Connected(m div 16,m div 8)

ReLU

Layer2 :

{
Fully Connected(m div 8,m div 4)

ReLU

Layer3 :

{
Fully Connected(m div 4,m div 2)

ReLU

Layer4 :

{
Fully Connected(m div 2, n)

ReLU

1 (in-features,out-features)

Table T3: FCNet and AE Description. m = 2049, n = 2000
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Number of layer Number of parameters lr, decay, bst,bsv
FCNet

K = 4 p = mn+ 3n2 lr = 10−4, 50, 50
AE

Kenc = 4, Kdec = 4 p = m2/2 +mn+ 21/64m lr = 10−4, 50, 50
ResUNet

p = 1330264 lr = 5× 10−4, d = 10−2, 50, 50

Table T4: Summary of training settings for experimented Deep Learning methods. All set-
tings are shared between three datasets. For FC, K indicates the number of (linear+non-
linear) layers. For AE, Kenc and Kdec indicate, respectively, the number of (linear+non-
linear) layers in the encoder and decoder. p, lr, d, bst, bvt are, respectively, the number
of parameters, learning rate, weight decay (if used), training batch size, and validation
batch size.
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