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Abstract. Mobile technologies potentially expose children and adolescents to in-
creasing online risk. These risks take many forms and are widely categorized 
using the 4Cs: Content, Conduct, Contact, and Commerce. Commerce is the least 
developed category and, while it has significant overlap with what is known as 
Dark Design within the field of UX, amalgamation of Dark Design and the 4Cs 
has not yet been considered. Within this paper we integrate Dark Design into the 
4Cs to provide a set of questions we call RIGA (Risk In Games Assessment) and 
use RIGA to identify potential risks to children and adolescents in free-to-play 
mobile gaming apps. The key contribution of this paper is the integration of con-
temporary understandings of Dark Design into the 4Cs framework, through the 
RIGA question set, which can support research and practitioner communities in 
identifying potential risk to young people present in mobile gaming apps.  

Keywords: Dark Patterns, Dark Design, Online Risk, Games, Children. 

1 Introduction 

Mobile digital technologies are ubiquitous in contemporary society and are increasingly 
considered to be integral to the daily lives of young people (adolescents and children) 
[1] [2]. Young people often use their phones as a source of entertainment ([3] [4]) and 
particularly for mobile gaming. At the time of writing indications [5] are that the Google 
Play store contains almost 3.2 million apps/games and the Apple iOS app store almost 
1.8 million, with tens of thousands being added monthly. Both Apple and Google re-
quire that products submitted to their app stores include an age rating to protect adoles-
cents and children from inappropriate content, but each takes different approaches to 
ensuring compliance. Apple use their own staff for vetting whereas Google provide 
policies for developers to engage in their own vetting through a self-report process. For 
example, the Google Play store has a ‘Restricted Content’ policy [6] that developers 
are expected to adhere to which references child endangerment, inappropriate content, 
finance, gambling, illegal activities and user generated content.  While Google’s ap-
proach is scalable, the developer-reported content ratings may be applied inaccurately 
[7, 8] and are only queried when users (typically parents) report inappropriate content. 
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The effectiveness of the approach depends to some extent on developers understanding 
the wording and nuances of the guidance provided to them. At the time of writing this 
paper the Google Child Endangerment policy states ‘Apps that appeal to children but 
contain adult themes are not allowed’; this raises questions of how the developer would 
know what age child is being referred to, or how appeal may differ between age groups, 
or even how appeal would be measured. It is also the responsibility of the app developer 
themselves, or users who identify and report breeches of policy, to ensure adherence.  

Due to their limited spending power, young people often use free-to-play mobile 
games where there is no initial cost for download and use. The business model for such 
apps requires that monetization is included within the gameplay; typically implemented 
through adverts which the user must watch or in-app purchasing possibilities the player 
is encouraged to engage in. To encourage such engagement subtle ‘Dark’ techniques 
may be employed like coercion to pay or making it deliberately hard to close an advert 
[9]. As the free-to-play model is used in over 95% of mobile apps, not just those tar-
geted at young people, the implementation of monetization in apps and games is com-
monly developed by adults for adults. It is unclear whether younger users are consid-
ered in the design of these monetization mechanisms, and the effect these mechanisms 
(along with their associated risk) may have on younger users compared to adults is not 
well understood.  

The key contribution of this work is the integration of Dark Design into the 4Cs 
framework, achieved in this paper through the creation and application of the RIGA 
(Risk In Games Assessment) question set. Our work also highlights the importance of 
an interdisciplinary approach to topics such as technology risk, combining work from 
the fields of UX and Psychology. The RIGA questions provide a means for identifying 
potential risk to young people in mobile gaming apps which operationalizes and eluci-
dates the motivations which underpin the guidance provided to app developers. Addi-
tionally, RIGA can potentially be used by a range of stakeholders including academics, 
developers, parents, educators and young people themselves. 

2 RELATED WORK 

Risks of harm in relation to technology use among young/vulnerable users are typically 
clustered around four Cs; Content, Contact, Conduct and Commerce [10].  

Content risks refer to those stemming from exposure to potentially harmful digital 
media content (e.g., self-harm content, appearance ideals, violence [10]). Research has 
demonstrated how violent media content, particularly in video games, can have nega-
tive, yet small, effects on childrens’ and adolescents’ aggression and mood [11] though 
these effects are widely debated (e.g., [12]). More recently, content that alludes to self-
violence (e.g. self-harm and suicide) in social media spaces has been identified as pos-
ing risks to children and young people, triggering distress or possible contagion ([13]). 
Sexualized media content has received considerable attention from researchers with 
research documenting the negative consequences of accessing both graphic sexual ma-
terial (e.g., nudes, pornography) and non-graphic sexual material (e.g., revealing im-
ages; [14] [15]). Research has also highlighted how unrealistic body ideals (e.g., 
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surgically enhanced or ultra-thin models) can foster negative body image and encour-
age unhealthy body-shaping strategies in young people ([16]), including in mobile 
games played by girls aged 8-9 years old ([17]).  

Contact risks are those that stem from online social interactions/relationships with 
those who wish to bully/abuse/troll. Contact risks can take many forms, including the 
experience of unwanted sexual messaging (e.g., sexting), harassment, grooming, cyber-
bullying, hate speech, denigration, and other users pretending to be someone who they 
are not [18]. As contact risks stem from the misappropriation of communication tools 
by users rather than from the app itself, these risks can be more difficult to regulate than 
content risks. The Google Play policy specifies that apps that contain or facilitate 
threats, harassment or bullying are restricted, and app developers are responsible for 
ensuring that the app, including any user-generated content facilitated by it adhere to 
this policy [6], although this policy can be difficult to police.  

Conduct risks stem from a user’s own personal conduct within digital spaces. Anti-
social behavior is perhaps the most prominent of these conduct risks and encompasses 
a diverse range of behaviors from bullying to harassment [2]. In addition to causing 
harm to others (i.e., the victim/receiver of the antisocial behavior), there are important 
negative consequences for the perpetrator including loss of reputation, criminality and 
potential legal repercussions e.g., [19]. In mobile gaming, anti-social behavior may be 
directed at other users (e.g., through in-game contact) or it may be directed at within 
game characters. Conduct risks can also stem from sharing of personal data, since it 
potentially exposes users to harms associated with the misuse of this data and/or privacy 
breaches [20]. 

Commerce risks (also known as commercial risks or cyberscams [10]) refer to risks 
stemming from the commercial or profit-making aspects of online space, e.g., fraud, 
accidental spending, perceived pressure to spend, etc. Commerce risks are growing; in 
2018, around 17% of 12-15 year-olds in the UK reported that they have accidentally 
spent money online, up from 9% the previous year [1]. These risks are a late addition 
to the 4C framework and remain relatively understudied in relation to children and 
teenagers, in comparison to other types of online risks [10]. According to Ofcom [1], 
spending pressures in gaming is ‘an area of specific and growing concerns among par-
ents of children of all ages’; 39% of parents of children aged 5-15 years old are con-
cerned about pressures to make in-app purchases. These in-app purchases take many 
forms including access to additional points, tokens or levels, full-app teasers or for 
game up-grades and add-ons [9], and are integral to revenue generation in free-to-play 
apps (and games). In-app purchases are regulated, including through opt-in parental 
controls that moderate spending, such as the “Ask to Buy” system in the app store. In 
addition to in-app purchasing, advertising is also a way in which users may be exposed 
to commercial risks within games, resulting in accidental spending, perceived pressure 
to spend, etc. Perhaps unsurprisingly, advertising is much more salient in free-to-play 
apps than paid for apps [21] reflecting the integral nature of advertising to current busi-
ness models. 

In the UX and HCI communities there is a small, but growing, body of work explor-
ing ‘Dark Design’ within technologies [22] [9] [23] [24]. The notion of Dark Design 
Patterns initially emerged from the UX practitioner community, defined as ‘a user 
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interface carefully crafted to trick users into doing things they might not otherwise 
do’[25]. A Design Pattern is a proven solution to a general problem which is intended 
to be reused [26]. Dark Design is driven by economic motivations and emerged from 
the study of e-commerce web sites where the intention of the designer appeared to be 
utilizing the design of the web sites to ‘trick’ shoppers into spending more than they 
intended or generating other potential income. Twelve original Dark Design patterns 
were identified [27] which were then explored in a gaming context by Zagal [24] and 
also studied in more detail by Gray [23]. Fitton [9] brought together existing work on 
Dark Design and related areas (in-app advertising, in-app purchasing etc.) though a user 
study involving teenagers to define the ADD (App Dark Design) framework to support 
the critical consideration of Dark Designs which included six categories containing 
multiple types of Dark Design: Temporal (Grinding, Play by Appointment, Interstitial 
Non-app Content),  Monetary (Pay for Permanent Enhancements, Pay for Expendable 
Updates, Pay to Skip/Progress, Pay to Win, Subscriptions, Intermediate Currencies), 
Social (Impersonation/Friend Spam, Prompts to Share/Review, Social Pyramid 
Schemes), Disguised Ads (Advergames, Characters Placement), Sneaky Ads (Diffi-
cult/Deceptive to Dismiss, Camouflaged Game Items, Notification-based Ads), and In-
appropriate (Unsuitable Adverts, Encouraging Anti-Social Behavior,  Psychological 
Manipulation, Persuasive Design, Developmentally Insensitive). 

Dark Design is employed heavily in free-to-play mobile apps games for monetiza-
tion to generate the required revenue for the developers. For those installing a ‘free’ 
game on their phone it is unlikely that spending time watching adverts or making in-
game purchases in order to play that game would be desirable, and so this provides the 
motivation for Dark Design. Mechanisms do exist to minimise designers including 
Dark Design elements in apps. Apple provides guidance to developers submitting their 
apps for review which states that ‘tricking’ users is not acceptable [28]. Google Play 
has a ‘Monetization and Ads’ policy [29] which contains a ‘Deceptive Ads’ section; 
this mentions several basic Dark Design examples which should not be used (Disrup-
tive Ads, Deceptive Ads, Inappropriate Ads) with examples. However, the authors 
found examples of all three types of these ‘Deceptive Ads’ in the Android games they 
evaluated in this work. In 2015 Google Play launched a ‘Design for Families' initiative 
which included a specific ‘Family’ policy [30] which should be adhered to when de-
veloping apps intended for child users. Compliance with the Family policy is specified 
as requiring age-appropriate advertising, excluding any adult content, adhering to ap-
plicable data/privacy laws and more stringent ‘Ads and Monetization’ guidance [30].  

Despite this existing work, Dark Design is often very nuanced and requires a high 
level of knowledge or experience of design in order for it to be identified and fully 
understood. There is therefore a need to develop more clear guidance on Dark Design 
for researchers and practitioners both inside and outside of the field of HCI. Govern-
ments are also beginning to take the regulation of apps and games for children more 
seriously in their policy making. For example, in January 2020 in the UK the Age-
Appropriate Design Code [31] was published which primarily controls how data shared 
by children can be used. This code states ‘Do not use nudge techniques to lead or en-
courage children to provide unnecessary personal data or turn off privacy protections.’ 
which relates directly to the use of Dark Design by app developers. Despite this recent 
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policy work, Dark Design is not currently part of mainstream approaches to understand-
ing online risks of harm among youth. There is therefore a need to integrate the two 
together, particularly focusing on Dark Design within Commerce risk. 

3 Study: Integrating the 4Cs and Dark Design 

In order to integrate the 4Cs and Dark Design the approach taken was to develop a set 
of questions that could be used to identify specific aspects within mobile gaming apps. 
Bell, a psychologist and expert in the role of digital media and technology in relation 
to youth mental health, developed a set of questions to identify evidence of the 4Cs of 
online risk in gaming apps. Fitton, an expert in youth UX, developed a set of questions 
to identify evidence of Dark Design (based on the ADD framework mentioned previ-
ously). The two authors then pooled their question sets and worked together to refine 
them, ensuring that the questions were simplified as much as was practical with the 
intention of allowing them to be applied with low levels of ambiguity by those outside 
the fields of UX and Psychology. This set of questions forms the RIGA (Risk In Games 
Assessment) question set which is shown later in the paper in Table 2. RIGA included 
15 of the 22 Dark Design types in the ADD framework which made small contributions 
to Content and Conduct but was most useful in defining the Commerce dimension. 

3.1  Evaluation Procedure 

RIGA was subsequently used to evaluate 12 popular free-to-play mobile gaming apps 
that had been previously identified during a UK STEM event as containing ‘interrup-
tions and annoyances’ (i.e. potential Dark Design elements [11]). The data was gathered 
prior to the COVID - 19 pandemic from 120 pupils aged between 7-12 years from two 
junior schools, and from 90 pupils aged 13-14 from two high schools. The question 
posed in that study was ‘What are the worst apps/games for interruptions or annoy-
ances?’. Responses from the two age groups were collated and totaled. Then apps which 
were not games, and games with extensive gameplay complexity (‘Roblox’ and ‘Fort-
nite’) were removed to leave a final list of 12 games (See Table 1, games ordered by 
popularity of response, high-low).  

In a heuristic-style evaluation, two of the authors of the paper (the evaluators), who 
were also the designers of RIGA individually played each game for familiarity and then 
inspected each with reference to the RIGA questions. In both first and second play ep-
isodes the evaluators attempted to 1) Complete on-boarding tasks [32], 2) Complete the 
first level or other equivalent objective, 3) Gather in-game currency and purchase an 
in-game upgrade. The ordering in which the games were played (then evaluated) was 
consistent and followed the ordering shown in Table 1. Games were played until the 
evaluators were satisfied that they had explored as much of the game as was necessary 
to form judgements or encountered high levels of repetition. Mean total gameplay time 
per game was approximately 30 minutes across both evaluators. The testing was done 
independently on two identical Android phones. A screen recorder was used for all 
gameplay to enable review of what was seen by each evaluator in each game if required. 
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A spreadsheet was used for coding containing the RIGA questions with drop-down lists 
for answers and areas for comments. Individual coding data (yes/no answers to each of 
the RIGA questions for each game) from each evaluator was then compared (risk totals 
per-game are shown in Table 1 including initial and final agreed totals out of a possible 
maximum score of 26). Disagreements were resolved through initial discussion of the 
reasons underpinning the coding, then revisiting and discussing the screen recordings 
of gameplay if needed. All incidences of coding disagreement were able to be resolved 
using this method to give the totals show in the far-right column of Table 1.  

Table 1. Number of Risks Identified in Mobile Gaming Apps using RIGA. 

Game Coder 1 (Psychologist) Coder 2 (UX) Agreed 
Geometry Dash 8 8 8 
Candy Crush Saga 8 9 9 
Helix Jump 7 7 7 
Subway Surfers 17 15 17 
Cooking Fever 8 8 8 
Crossy Road 10 9 10 
Knife Hit 14 12 14 
Piano Tiles 2™ (Don't Tap...2) 16 17 17 
BitLife - Life Simulator 8 8 8 
Pick Me Up™ 12 11 12 
Episode - Choose Your Story 15 15 15 
Rider 11 11 11 

4 RESULTS 

Table 2 shows the results of the evaluation. On the title row for each category we show 
the number of apps which contained at least one example of that type of risk (e.g. eight 
contained one or more Contact risk) followed by the results for the specific sub-cate-
gories. Nine apps contained some form of content risk with the most common content 
risk was advertising of age-restricted products such as TikTok or Instagram (which are 
restricted to users aged over 13 years old). Two apps featured unrealistic body imagery 
(Subway Surfers and Episodes) and two apps featured sexualized content/themes (Bit-
Life and Episodes), with one featuring violent themes, though these were not particu-
larly strong or graphic (Bitlife). Eight apps contained some form of contact risk through 
encouraging users to connect via social media, and of those three incentivized this con-
tact. Two apps (Episodes and Candy Crush Saga) offered bespoke-to-app where users 
could connect via forums perceptibly over a shared love of the game. 

Candy Crush Saga integrated contact between users within the app itself, by allow-
ing users to share in-game ‘lives’. Seven apps contained some form of conduct risk 
which often stemmed from the sharing of personal information with the app developers 
and/or third parties. This conduct risk was incentivized by appearing as a condition of 
use in three games which is a form of Dark Pattern. For example, Fig. 1 shows screen 
captures from the data collection agreement when the Helix Jump game is first opened, 
it appears to the user all three agreements need to be given to ‘Start Playing’ but only  
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the third one is actually necessary. Two apps facilitated anti-social behavior but in both 
instances, this was aimed at characters within the game rather than other users. Just one 
app incentivized antisocial behavior (Episodes). In this game, avatars could be in-
structed to behave in socially manipulative ways to gain praise from in-game charac-
ters.  

 All apps contained some form of commerce risk linked to in-app purchasing, in-
cluding the ability to purchase permanent or temporary game enhancements, pay a reg-
ular game subscription or to pay to progress within a game. Nine apps had an in-game 

Table 2: RIGA (Risk In Games Assessment) Questions and Results of Coding 

Risk n % 
1. Contact 8 66.67% 
1.1 Does the game facilitate contact between users within the app/bespoke commu-
nity spaces? 

2 16.67% 

1.2 Does the game allow facilitate contact between users through social media? 8 66.67% 
1.3 Is communication between users incentivized?  3 25.55% 
2. Content 9 75.00% 
2.1 Does the game contain unrealistic body imagery?  2 16.67% 
2.2 Does the game contain extreme body-shaping behavior?  0 - 
2.3 Does the game contain users to nude images/pornography?  0 - 
2.4 Does the game contain sexualized content/imagery/themes? 2 16.67% 
2.5 Does the game contain violence (visuals and themes)? 1 8.33% 
2.6 Does the game contain images of self-harm or suicide? 0 - 
2.7 Does the game include advertising of age-restricted products/services? 7 58.33% 
3. Conduct 7 58.33% 
3.1 Does the app allow the user to engage in high risk conduct? 6 50.00% 
 3.1.2 Was this incentivized/nudged? 3 25.00% 
3.2 Does the game allow users to engage in anti-social behavior?  2 16.67% 
 3.2.1 Was this incentivized? 0 - 
4. Commerce  12 100.00% 
Commerce: Compulsive Use    
4.1.1 Does progression require in-game resources which can be earned through re-
petitive play? 

7 58.33% 

4.1.2 Does the game attempt to make its use compulsive or habitual? 8 66.67% 
Commerce: In-App Purchasing   
4.2.1 Can the user pay to gain permanent enhancements to the gameplay experience? 10 83.33% 
4.2.2 Can the user pay to gain temporary enhancements to the gameplay experience? 4 33.33% 
4.2.3 Can the user pay to progress? 3 25.00% 
4.2.4 Can the user make regular payments to the game? 3 25.00% 
4.2.5 Does the user need to purchase immediate currency to buy in-game items?  9 75.00% 
Commerce: Advertising   
4.3.1 Does the game include advergames? 8 66.67% 
4.3.2 Does the game include advertising which is challenging to dismiss? 10 83.33% 
4.3.3 Is there advertising related directly to in-game items? 1 8.33% 
4.3.4 Does the game include full-screen content not linked to the game? 9 75.00% 
4.3.5 Does the game feature adverts that constrain playing times? 6 50.00% 
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currency to facilitate in-app purchasing. Ten out of the twelve apps contained some 
form of risk linked to advertising, including adverts that were difficult to dismiss, full 
screen adverts advergames, adverts that constrained playing times, and adverts dis-
guised as in-game items. Fig. 2 (left) shows an advergame with a clear instruction to 
interact to play the game, Fig. 2 (right) shows the install page which opened once the 
user touched the phone screen. Nine apps contained features designed to foster habitual 
use, including allocating rewards (e.g., in-game currency) for daily log-ins and requir-
ing repetitive play in order to progress.  

 

     
 

Fig. 1: Helix Jump Privacy Policy Fig. 2: Deceptive Advergame 

5 Conclusion 

We have integrated Dark Design research from the UX domain into the broader litera-
ture on the 4Cs of online harms from the Psychology domain to create the RIGA ques-
tion set. The study showed that the RIGA questions proved a useful tool in identifying 
potential risk of harm in a set of popular Android free-to-play mobile gaming apps used 
by young people. Despite the existing guidance provided to developers, through using 
RIGA we found evidence of content, contact and conduct risks, including evidence of 
Dark Design being used to incentivize this risk. We found - perhaps unsurprisingly 
given the business models of current free-to-play gaming apps - substantive evidence 
of commerce risks within the games that we reviewed.  It is important to remember that 
not all risks (or associated harms) are equal and that identification of a risk does not 
guarantee that an associated harm will occur. However, identification of risks (such as 
those discussed in this paper) is a crucial first step in understanding and addressing 
them. While this work is at a relatively early stage it makes a valuable contribution to 
the growing body of knowledge around Dark Design patterns and shows how under-
standings of Dark Design can be valuable in other contexts. The RIGA questions are 
intentionally easy to understand and have potential to be a valuable tool for a range of 
stakeholders involved in creating, understanding, and safeguarding the use of mobile 
gaming apps in the context of young people.  
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