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Energetically optimal finite-time stabilization of
generalized homogeneous linear systems

Andrey Polyakov, Denis Efimov, Xubin Ping

Abstract—The problem of finite-time stabilization of a
linear plant with an optimization of both a settling time
and an averaged/weighted control energy is studied using
the concept of generalized homogeneity. It is shown that
the optimal finite-time stabilizing control in this case can
be designed by means of solving a simple linear algebraic
equation. Robustness of the obtained control law is studied.

Index Terms—nonlinear control; stability of nonlinear
systems; optimal control

I. INTRODUCTION

The linear quadratic regulator (LQR) on an infinite
horizon seems to be the most famous example of an
optimal control design, when the infinite dimensional
optimization problem can be reduced to solving a finite-
dimensional algebraic (Riccati) equation. This LQR reg-
ulator is a static linear feedback which stabilizes expo-
nentially the origin of a linear system and optimizes both
the system trajectory and the control energy. This paper
tries to answers the question: how a similar design can
be developed for an optimal finite-time stabilization?

If the stabilization time T > 0 is prescribed (fixed), the
problem of an energetically optimal finite-time control is
an LQR problem on the finite horizon (0, T ). An optimal
solution in this case is a time-varying linear feedback
known as minimum energy control (see, e.g., [1]). The
minimum energy control is one of classical examples of
prescribed-time stabilization algorithm [2]. To guarantee
the prescribed-time convergence, the time-varying feed-
back gain tends to ∞ as the time t tends to T . Such a
time-varying controller cannot be utilized for a set-point
tracking if t > T . The infinite gain also complicates
a practical application of the minimum energy control
and the robustness analysis of the closed-loop system.
The model predictive control (MPC) [3] using a moving
horizon minimization suggests another possible way to
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implement the optimal control algorithms in practice,
to improve the robustness of the feedforward optimal
control and to fulfill additional state constraints.

Seemly, the first algorithm of the finite-time stabiliza-
tion was introduced in the mid of 1930s as a solution
to the so-called minimum time control problem (see,
e.g., [4] for more details). In [5], a family of optimal
finite-time stabilization algorithms was presented for the
planar control system. The optimization of a settling time
together with a quadratic cost functional was also studied
in [6], [7]. The mentioned finite-time control algorithms
are relay or more complicated discontinuous regulators,
which are difficult to implement in practice due to the
chattering phenomenon [8], [9]. Usually, the switching
surfaces of the minimum time relay control algorithms
do not have an explicit representation [6].

Continuous finite-time controllers are more appreci-
ated for the set-point tracking than discontinuous ones.
The design of such control algorithms is a rather popular
research direction last years [10], [11], [12], [13]. The
continuous finite-time controllers can also be solutions
of optimal control problems [14]. In this paper, we deal
with a particular optimal control problem on non-fixed
horizon with a mixed cost functional, which optimizes
both a stabilization time and a weighted/averaged control
energy. Similarly to LQR case, we are interested in the
optimal control design by solving an algebraic equation,
so the practical implementation of the optimal control
would not require a solving of a differential Riccati
equation. We show that such a design is possible the
so-called generalized homogeneous linear plants [15].

The homogeneity is a symmetry of an object (func-
tion, set, vector field, etc.) with respect to a group
of dilations. A symmetry of differential equations with
respect to a generalized (non-uniform) dilation of the
initial state is studied in [16]. Some extensions of
the homogeneity theory of finite-dimensional systems
can be found in [17], [18]. Homogeneous differential
equations/inclusions form an important class of control
system models [19], [20], [12], [21]. They appear as
local approximations [22] or set-valued extensions [23]
of nonlinear systems and include models of process
control [24], nonholonomic systems [25], mechanical
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models with frictions [26], etc. Stability and stabiliz-
ability problems were studied for both standard [27] and
weighted homogeneous [28], [29], [12] systems which
are the most popular today [26], [23], [20]. Asymptoti-
cally stable homogeneous system of negative degree is
finite-time stable [11]. An introduction to homogeneous
optimal control can be found in [15, Chapter 12]. The
homogeneous MPC design is studied in [30]. This paper
presents an application of the homogeneity theory to
energetically optimal finite-time stabilization.

The preliminary version of the paper has been pre-
sented in [31]. The key differences are as follows:
the multi-input optimal control problem is studied; the
proofs of all claims are given; the homogeneity of the
closed-loop optimal control system is proven; a new
example is presented.

Notation: N is the set of natural numbers with zero;
R is the field of real numbers; ‖ · ‖ denotes a norm in
Rn; 0 is the zero element of a vector space; In∈Rn×n
is the identity matrix; P � 0 (resp. P � 0) denotes
positive (semi-)definiteness of a matrix P =P>∈Rn×n;
λmax(P ) is a maximum eigenvalue of the matrix P =
P>; dimS denotes the dimension of a manifold S;
L2
loc(X,Y ) (resp., C(X,Y ) and C1(X,Y )) is the space

of locally square-integrable (resp., continuous and con-
tinuously differentiable) functions X⊂Rp → Y ⊂Rq.

II. PROBLEM STATEMENT

Let us consider the optimal control problem:

J(u, T ) :=T+
1

T η

∫ T

0
u>(τ)R̃(T − τ)u(τ)dτ → min (1)

subject to
ẋ(t)=Ax(t)+Bu(t), x(0)=x0 6=0, x(T )=0, (2)

where x(t)∈Rn, u∈L2
loc((0, T ),Rm), A∈Rn×n, B ∈

Rn×m, the time horizon is denoted by T ∈ (0,+∞),
the function R̃ : (0,+∞)→ Rm×m is symmetric-valued
R̃(σ) = R̃>(σ) ∈ Rm×m and positive definite R̃(σ) � 0
for all σ > 0, and η ∈ R is a constant parameter.

The cost functional J allows the minimization of both
a control energy (possibly averaged and weighted) and an
optimal time required for the stabilization of the system
state to zero. The parameters η and R̃ specify some
restrictions to an admissible control. For η = 1 and
R̃ = Im the second term of the cost functional defines
an average control energy, while a proper selection of R̃
could guarantee ‖u(τ)‖ → 0 as τ → T .

The time horizon T may be fixed or non-fixed. In the
latter case, the functional J may have a finite value only
if T < +∞, i.e., the optimal trajectory (if it exists)
always converges to 0 in a finite time T ∗ = T ∗(x0).

Assumption 1: {A,B} is controllable.

This assumption is necessary to guarantee the existence
of an optimal solution for all x0 ∈ Rn. Otherwise
there exists an uncontrollable linear subspace, where the
system states cannot converge to zero in a finite time.

In this paper we consider a class of the so-called
generalized homogeneous systems [16], [18], [19], [29],
[12], [32], [30], [33] characterized by the assumption.

Assumption 2: There exist anti-Hurwitz matrices1

Gd ∈ Rn×n and Gd̃ ∈ Rm×m such that
AGd = (Gd − In)A, GdB = BGd̃. (3)

Notice that for m = 1 Assumptions 1, 2 imply that the
system is equivalent to the integrator chain. So, optimal
control design for nonlinear systems topologically equiv-
alent to the integrator chain can be studied as well. To
find a solution of the optimal control problem (1)–(2)
in a rather simple explicit form, we impose a special
restriction to the form of the matrix-valued function R̃.

Assumption 3: Let 0≺R=R>∈Rm×m, γ∈R define
R̃(σ) = σ2−γd̃>(− lnσ)Rd̃(− lnσ), σ > 0, (4)

where d̃(s)=esGd̃ , s∈R and Gd̃ is by Assumption 2.
In practice, solutions of the optimization problem (1)–

(2) can be utilized for energetically optimal finite-time
stabilization and MPC design. Our goal is to derive the
corresponding controllers as well as to analyze stability
and robustness properties of the closed-loop system.

III. HOMOGENEOUS OPTIMAL FINITE-TIME CONTROL

A. Preliminaries

By definition, the homogeneity is a dilation symmetry
[16], [22], [18]. In this paper, we only deal with the
so-called linear dilations [15, Chapter 6] given by

d(s) = esGd s ∈ R, (5)
where Gd ∈ Rn×n is an anti-Hurwitz matrix (called
the generator of the dilation d). The latter guarantees
that d satisfies the limit property lims→−∞ ‖d(s)x‖ =
0, lims→+∞ ‖d(s)x‖=+∞,∀x 6= 0 required for a group
d to be a dilation in Rn [18].

Definition 1 ([18]): A vector field f : Rn → Rn (resp.
a function h : Rn → R) is said to be d-homogeneous of
degree ν∈R if f(d(s)x)=eνsd(s)f(x), ∀x∈Rn,∀s∈R
(resp. h(d(s)x)=eνsh(x),∀x∈Rn,∀s∈R).
The system ẋ = f(x) with d-homogeneous vector field
possess a certain symmetry as well [18]: x(t,d(s)x0) =
d(s)x(eνst, x0), where x(·, z) denotes a solution of the
considered system with the initial condition x(0) = z.

A dilation introduces an alternative norm topology in
Rn using the canonical d-homogeneous norm [32]

‖x‖d = es with s ∈ R : ‖d(−s)x‖ = 1 (6)
1A matrix Gd ∈ Rn×n is anti-Hurwitz if −Gd is Hurwitz.
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and ‖0‖d = 0, where d is a linear monotone2 dilation.
The function ‖·‖d is continuous on Rn, locally Lipschitz
continuous on Rn\{0} and d-homogeneous of degree 1.
Moreover, if ‖·‖∈C1(Rn\{0}) then ‖·‖d∈C1(Rn\{0}).

If Assumption 1 holds then there exists a non-singular
matrix Φ ∈ Rn×n:

Φ−1AΦ=

 0 A12 0 ... 0
0 0 A23 ... 0
... ... ... ... ...
0 0 0 ... Ak−1 k

Ak1 Ak2 Ak3 ... Akk

, Φ−1B=

 0
0
...
0

Akk+1

, (7)

where 1 ≤ k ≤ n is a minimal number such that
rank[Ak−1B, ..., AB,B] = n, Ai i+1 ∈ Rni×ni+1 , Ak i ∈
Rnk×ni , rankAi i+1 = ni, 1 ≤ ni ≤ ni+1, i = 1, ..., k,
n1 + ...+ nk = n and nk+1 = m. The transformation Φ
is presented in [21, Section 4.1].

Lemma 1 ([15], page 207): The claims are equivalent:
• the linear vector field x→ Ax, A ∈ Rn×n, x ∈ Rn

is d-homogeneous of degree ν 6= 0;
• there exist an anti-Hurwitz matrix Gd ∈ Rn×n and a

real number ν 6= 0 such that AGd = (νIn+Gd)A;
• A is nilpotent.

From this lemma, we conclude that Assumption 2 may
hold only if the matrix A is nilpotent. For m = 1 and
for a nilpotent matrix A, we have ni = 1, k = n, Ani =
0, i = 1, ..., n, so the identities (3) are fulfilled for Gd =
Φdiag(n, n− 1, ..., 1)Φ−1 and Gd̃ = 1.

Corollary 1: If Assumptions 1, 2 hold then

Gd = Φ

 G11 0 ... 0 0
G21 G22 ... 0 0
... ... ... ... ...

Gk−1 1 Gk−1 2 ... Gk−1 k−1 0
Gk1 Gk2 ... Gk k−1 Gk k

Φ−1, (8)

where Gij ∈ Rni×nj , k ≥ i ≥ j ≥ 1.
Proof. Denoting G̃d = Φ−1GdΦ, Ã = Φ−1AΦ and
B̃ = Φ−1B we derive that the identities (3) are equivalent
to ÃG̃d = (G̃d − In)Ã and G̃dB̃ = B̃Gd̃. Let G̃d be
written in the block form:

G̃d =

 G11 G12 G13 ... G1k−1 G1k

G21 G22 G23 ... G2k−1 G2k
... ... ... ... ... ...

Gk−1 1 Gk−1 2 Gk−1 3 ... Gk−1 k−1 Gk−1k

Gk1 Gk2 Gk3 ... Gkk−1 Gkk

 ,

where Gij ∈ Rni×nj are blocks of G̃d. From the the
identity G̃dB̃ = B̃Gd̃ we derive GikAkk+1 = 0, i =
1, ...k − 1. Hence, taking into account that the matrix
Akk+1 is of full row rank and nk ≤ nk+1, we conclude
Gik = 0, ∀i = 1, 2, ..., k − 1. In this case, using the
representation (7) we derive

ÃG̃d =


A12G21 A12G22 ... A12G2k−1 0
A23G31 A23G32 ... A23G3k−1 0
... ... ... ... ...

Ak−1kGk1 Ak−1kGk2 ... Ak−1kGkk−1 Akk−1Gkk
k∑
i=1

AkiGi1
k∑
i=1

AkiGi2 ...
k∑
i=1

AkiGik−1 AkkGkk


G̃dÃ=

(
0 G11A12 ... G1 k−2Ak−2k−1 G1 k−1Ak−1k

0 G21A12 ... G2 k−2Ak−2k−1 G2 k−1Ak−1k
... ... ... ... ...
0 Gk−1 1A12 ... Gk−1k−2Ak−2k−1 Gk−1k−1Ak−1k
∗ ∗ ... ∗ ∗

)
,

2A dilation is monotone if s → ‖d(s)x‖ is a monotone function
for any x. Any linear dilation in Rn is monotone provided that the
norm ‖ · ‖ is properly selected [32].

where ∗ denotes some (possibly) non-zero block. Since
the matrices Aii+1 are of full row rank and the iden-
tity ÃG̃d = (G̃d − In)Ã holds, then the matrix G̃d

has the block lower triangular form as shown in (8).
Indeed, considering (starting from the last column) the
block representation of ÃG̃d = (G̃d − In)Ã we derive
Gi k−1Ak−1k = 0 ⇒ Gi k−1 = 0, i= 1, ..., k − 2, and
Gi k−2Ak−1k=0 ⇒ Gi k−2 =0, i=1, ..., k− 3, etc.

Under Assumptions 1, 2 the vector field x → Ax is
d-homogeneous of degree ν = −1 with the generator
of the dilation d satisfying (3). Recall [11] that any
asymptotically stable homogeneous system of negative
degree is finite-time stable3. Below we show that an
optimal solution of the problem (1) – (2) may have a
form of a homogeneous finite-time stabilizing feedback.

B. Optimal homogeneous finite-time stabilization

For fixed time horizon T , the problem (1)–(2) can be
solved by means of the conventional LQR design (see,
[6], [7]). The optimal control in this case is a linear
feedback with a time-varying gain defined by a differ-
ential Riccati equation. The homogeneity of the system
(Assumption 2) allows a solution of this Riccati equation
to be found by solving a linear algebraic equation.

Theorem 1: Let Assumptions 1, 2, 3 be fulfilled and
the matrices Gd + γ−1

2 In and A+Gd + γ−1
2 In be anti-

Hurwitz. The optimal solution to the problem (1)–(2)
with a fixed horizon T > 0 is

u∗(t)=− d̃(ln(T−t))R−1B>P−1d(−ln(T−t))x(t)
T−t , (9)

and the optimal cost is
J(u∗, T ) = T + x>0 d>(− lnT )P−1d(− lnT )x0

T η+γ−1 , (10)
where d̃ is given in Assumption 3, P ∈ Rn×n is the
positive definite solution of the linear matrix equation:
(A+Gd)P+P (A+Gd)>+(γ−1)P =BR−1B>. (11)

Proof. Since the pair {A,B} is controllable then, due
to the representation (7), the pair {A + Φ∆Φ−1, B} is
controllable as well provided that ∆ ∈ Rn×n has a lower
triangular block form with blocks having the sizes ni ×
nj , where i, j = 1, 2, ..., k. Hence, taking into account
the representation (8) we conclude that the pair {A +
Gd + γ−1

2 In, B} is controllable for any γ. Since A +

Gd + γ−1
2 In is anti-Hurwitz then the equation (11) has a

unique positive definite solution being the controllability
Gramian defined as follows (see, e.g. [34, Lemma 9.1]):

P =

∫ ∞
0
e−τ(A+Gd+ γ−1

2
In)BR−1Be−τ(A+Gd+ γ−1

2
In)
>

dτ.

3A system ẋ = f(x) is said to be globally uniformly finite-time
stable if it is globally uniformly Lyapunov stable and there exists a
locally bounded function T : Rn → [0,+∞) such that x(t, x0) = 0
for any t ≥ T (x0), for any x0 ∈ Rn and for any solution x(·, x0)
of the considered system with the initial condition x(0) = x0.
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Let us denote N(t) := tγ−1d(ln t)Pd>(ln t) for t > 0.
Using (11) we derive
Ṅ(t)= tγ−2d(ln t)

(
GdP+PG>d + (γ − 1)P

)
d>(ln t)

= tγ−2d(ln t)
(
−AP − PA> +BR−1B>

)
d>(ln t).

The identities (3) imply that e−sd(s)A = Ad(s) and
d(s)B =Bd̃(s), ∀s∈R. Since Gd + γ−1

2 In is an anti-
Hurwitz matrix, then N(t)→ 0 as t→ 0. Hence,
Ṅ(t)=−AN(t)−N(t)A>+BR̃−1(t)B>, N(0)=0. (12)

Let us consider the LQR problem:

J̃(u)= x>(T )x(T )
ε +

∫ T

0
u>(τ)R̃(T − τ)u(τ)dτ→min (13)

subject to ẋ(t) = Ax(t) +Bu(t), x(0) = 0, (14)
where ε> 0 and t∈ [0, T ). The optimal solution to this
problem is given by (see, e.g. [7])
u∗ε(t)=−R̃−1(T − t)B>Pε(t)x(t), J̃(u∗ε)=x>0 Pε(0)x0,

where Pε(t) = P>ε (t) ∈ Rn×n satisfies the following
differential Riccati equation
Ṗε(t) = A>Pε(t) + Pε(t)A− Pε(t)B>R̃(T − t)BPε(t)
with the initial condition Pε(T ) = 1

εIn, Denoting
Nε(t) = P−1

ε (T − t), we derive
Ṅε(t)=−ANε(t)−Nε(t)A

>+BR̃−1(t)B>, Nε(0)=εIn,

u∗ε(t) = −R̃−1(T − t)B>N−1
ε (T − t)x(t),

and the optimal cost is J̃(u∗ε) = x>0 N
−1
ε (T )x0. Taking

ε = 0 we derive that Nε(t) = N(t) defines the optimal
solution to the problem (13)–(14) with the terminal
condition x(T ) = 0. Hence, the optimal control for the
original problem (1)–(2) with fixed horizon T is

u∗(t) = −R̃−1(T − t)B>N−1(T − t)x(t) (15)
and the optimal cost is given by J(u∗, T ) = T +
1
T η x

>
0 N

−1(T )x0. Hence, we conclude that (10) is ful-
filled. Finally, from (15) we derive (9) using d(s)B =
Bd̃(s), s∈R.

The optimization of the time T in (10) results in the
following straightforward corollary.

Corollary 2: If all conditions of Theorem 1 are ful-
filled and Gd + µ

2 is anti-Hurwitz, then the optimal time
T = T ∗(x0) for the problem (1)–(2) with non-fixed
horizon is given by

T ∗(x) :=min

{
argmin
r>0

x>d>(− ln r)Qd(− ln r)x
rµ−1 +r

}
(16)

and the unique optimal control is

u∗(t) = d̃(ln(T ∗(x0)−t))Kd(−ln(T ∗(x0)−t))x(t)
T ∗(x0)−t , (17)

where K = −R−1B>P−1, Q = P−1 and µ = η + γ.
The function (16) becomes the canonical homoge-

neous norm (6) under certain restrictions on Q and µ
(see, the formula (19) given below).

Lemma 2: Let d be a linear dilation in Rn with a
generator Gd ∈ Rn×n and dµ be a linear dilation with
the generator Gdµ := Gd + µ

2 In such that Gdµ − 1
2In is

an anti-Hurwitz matrix. If Q = Q> ∈ Rn×n is a positive
definite matrix, then

1) T ∗ is well-defined on Rn, positive definite and dµ-
homogeneous of degree 1;

2) T ∗ is continuously differentiable on Rn\Σ,
Σ⊂{0}

⋃
s∈Rdµ(s)Σ0,

Σ0 =
{
x : x>Zx=1, x>(ZGdµ+G

>
dµ
Z)x=0

}
,

(18)

where Z := QGdµ +G>dµQ−Q and Σ is a set of
measure zero in Rn provided that dim Σ0 ≤ n− 2;

3) T ∗ ∈ C(Rn) ∩ C1(Rn\{0}) provided that
ZGdµ +G>dµZ � 0, Z � 0; (19)

4) T ∗ is locally bounded and continuous at 0 if µ ∈ N
and Gd∈Rn is diagonalizable:

Φ̃−1GdΦ̃=

( p1 0 ... 0
0 p2 ... 0
... ... ... ...
0 0 ... pn

)
, pi ∈ N, (20)

where Φ̃ ∈ Rn×n is a non-singular matrix.
Proof. 1) For x ∈ Rn, let Ξ(x) be the set of
minimum points of the function r → ξ(r, x) :=

r+ x>d>(− ln r)Qd(− ln r)x
rµ−1 , r ≥ 0 which is analytic on

(0,+∞). Obviously, T ∗(x) = minr̃∈Ξ(x) r̃ and Ξ(0) =
{0}. Since Q � 0 then for any r > 0 and any x 6= 0 we
have ξ(r, x) = r

(
1 + x>d>µ (− ln r)Qdµ(− ln r)x

)
> 0.

Moreover, by the assumption, the matrix Gdµ − 1
2In

is anti-Hurwitz and, consequently, limr→0 ξ(r, x) =
limr→+∞ ξ(r, x) = +∞. Hence, for any x 6= 0,
the set Ξ(x) is non-empty, bounded and it belongs
to the interior of (0,+∞). The latter means that the
function T ∗ is well-defined and positive definite. On
the one hand, due to the necessary condition for an
extremum, for any r̃ ∈ Ξ(x), we have ∂ξ(r,x)

∂r

∣∣∣
r=r̃

=

0 or, equivalently, 1 = x>d>µ (− ln r̃)Zdµ(− ln r̃)x.
On the other hand, the same identity holds for
xs = d(s)x, any s ∈ R and any r̃s ∈ Ξ(xs),
namely, 1 = x>s d

>
µ (− ln r̃s)Zdµ(− ln r̃s)xs or, equiv-

alently, 1 = x>d>µ(− ln(e−sr̃s))Zdµ(− ln(e−sr̃s))x,
where the group property of the dilation d(s1 + s2) =
d(s1)d(s2), ∀s1, s2 ∈ R is utilized on the last step.
Therefore, we derive e−sΞ(d(s)x) = Ξ(x). Hence, the
function T ∗ is dµ-homogeneous of degree 1.

2) Notice that the function T ∗ is implicitly de-
fined by the equation ∂ξ(r,x)

∂r

∣∣∣
r=T ∗

= 0, Since the

function (r, x) → ∂ξ(r,x)
∂r is analytic on (0,+∞) ×

Rn then by Inverse Function Theorem (see, e.g., [35,
Theorem 19.28], the function T ∗ is continuously dif-
ferentiable at any point x ∈ Rn\Σ with Σ ={
x : ∂ξ(r̃,x)

∂r̃ =0, ∂
2ξ(r̃,x)
∂r̃2 =0, r̃=T ∗(x)

}
or, equivalently,

Σ =

{
x∈Rn :

1=x>d>µ (− ln r̃)Zdµ(− ln r̃)x,

0=x>d>µ (− ln r̃)(ZGdµ+G
>
dµ
Z)dµ(− ln r̃)x,

where r̃=T ∗(x).

}
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Using the dµ-homogeneity of T ∗, we derive (18).
Since d is a continuous one-parameter group of linear

transformations in Rn then dim Σ = 1+dim Σ0 provided
that Σ0 6= ∅. If dim Σ0 ≤ n−2 then dim Σ ≤ n−1 and
the set Σ is of measure zero in Rn.

3) The condition (19) implies Σ0 = ∅ and Σ = {0},
i.e. T ∗ ∈ C1(Rn\{0}). Since T ∗ is dµ-homogeneous
of degree 1 then T ∗(x) = ‖x‖dµT ∗(dµ(− ln ‖x‖dµ)x).
Using ‖dµ(− ln ‖x‖dµ)x‖ = 1 we derive T ∗(x) ≤
‖x‖dµ sup‖y‖=1 T

∗(y), i.e., T ∗ is continuous at 0.
4) Finally, if Gd satisfies (20) and µ ≥ 0 is an integer,

then for a fixed x ∈ Rn the expression ∂ξ(r,x)
∂r rµ+2 max pi

is a polynomial of degree µ + 2 max pi with respect
to r. The roots (in the complex plane) of any polyno-
mial depend continuously on coefficients and they are
bounded [36] by L∞-norm of coefficients divided by the
highest degree coefficient (which equals 1 in our case).
The latter means that the function T ∗ is locally bounded
on Rn\{0} and T ∗(x)→ 0 as ‖x‖ → 0.

Assumptions 1–3 specify a class of generalized ho-
mogeneous optimal control problems (1)–(2).

Corollary 3 (Homogeneity of optimal control system):
If all conditions of Corollary 2 are fulfilled then solutions
of the optimal control problem (1)–(2) are symmet-
ric with respect to a dilation of the initial condition:
x∗(t,dµ(s)x0) = dµ(s)x∗(e−st, x0), u∗(t,dµ(s)x0) =

e(
µ

2
−1)sd̃(s)u∗(e−st, x0),∀t ∈ (0, esT ∗(x0)),∀s ∈

R,∀x ∈ Rn, where the function t → (x∗(t, z), u∗(t, z))
with the domain [0, T ∗(z)) defines the optimal pair (i.e.,
the optimal trajectory and the optimal control) for the
problem (1)–(2) with the initial condition x(0)=z ∈Rn.
Proof. By Lemma 2 the function T ∗ is dµ-homogeneous
of degree 1, i.e., T ∗(dµ(s)x0) = esT ∗(x0). This
means that the domains of the functions t →
u∗(t,dµ(s)x0) and t → ũ∗(e−st, x0) (resp. t →
x∗(t,dµ(s)x0) and t → x∗(e−st, x0)) coincide and
are given by the interval [0, e−sT ∗(x0)).

Let {x∗(t, x0), u∗(t, x0)} be an optimal pair for the
problem (1)–(2) with the initial condition x(0) = x0 ∈
Rn. Let us denote xs(t) = dµ(s)x∗(e−st, x0), where
t ∈ [0, esT ∗(x0)). Since the pair {x∗(t, x0), u∗(t, x0)}
satisfies (2), then ẋs(t) = d(s)e−s ∂x∗(τ,x0)

∂τ

∣∣∣
τ=e−st

=

dµ(s)e−s (Ax∗(e−st, x0) +Bu∗(e−st, x0)) . On the one
hand, the identities dµ(s) = e

µ

2
sd(s) and Adµ(s) =

e−sdµ(s)A, dµ(s)B = e
µ

2
sBd̃(s), ∀s ∈ R imply that

ẋs(t) = Axs(t) + Bus(t), xs(0) = dµ(s)x0, where
us(t) = e(

µ

2
−1)sd̃(s)u∗(e−st, x0).

On the other hand, taking into account the dµ-
homogeneity of the function T ∗, we derive
u∗( t

es , x0)=
d̃(ln(T ∗(x0)− t

es
))Kd(−ln(T ∗(x0)− t

es
))x∗( t

es
,x0)

T ∗(x0)−e−st =

d̃(−s)d̃(ln(T ∗(dµ(s)x0)−t))Kd(−ln(T ∗(d(s)x0)−t))d(s)x∗( t

es
,x0)

e−s(T ∗(d(s)x0)−t) ,

where the group properties d̃(s1 + s2) = d̃(s1)d̃(s2)
and d(s1 + s2) = d(s1)d(s2), ∀s1, s2 ∈ R are utilized
on the last step. Hence, we conclude

us(t) = d̃(ln(T ∗(dµ(s)x0)−t))Kd(−ln(T ∗(d(s)x0)−t))xs(t)
T ∗(d(s)x0)−t .

By the formula (17), the obtained control t → us(t)
is the optimal for the problem (1)–(2) with the initial
condition x(0) = dµ(s)x0.

C. Analysis of the nonlinear homogeneous feedback

Inspired by MPC ideas [3], we consider also a feed-
back law of the form u(x0) := u∗(0), where t → u∗(t)
is a continuous-time optimal feedforward control. In the
view of Corollary 2, the corresponding feedback has the
form

u(x) = d̃(lnT ∗(x))Kd(−lnT ∗(x))x
T ∗(x) . (21)

If the optimal control problem (1)–(2) satisfies the
Bellman principle4 (e.g., if η = 0 and R̃ = const)
then (21) corresponds to the optimal feedback control
for (1)–(2). If, for the closed-loop system (2), (21), we
have Ṫ ∗(x(t, x0)) ≈ −1 or, equivalently, T ∗(x(t, x0)) ≈
T ∗(x0)− t then the non-linear feedback (21) can also be
interpreted as an approximation of the optimal control
(17). In the general case, the formula (21) just defines a
nonlinear control inspired by MPC ideas, so its stability,
robustness and applicability needs to be studied.

Corollary 4: If all conditions of Corollary 2 are
fulfilled, then the control u : Rn → Rm given by (21) is
• dµ-homogeneous, namely, ∀x 6=0, ∀s∈R, one has

Bu(dµ(s)x) = e−sdµ(s)Bu(x), (22)
where dµ(s) = e

µ

2
sd(s) and µ = η + γ;

• continuously differentiable on Rn\Σ and
u>(x)u(x) ≤ ρ(T ∗(x))λmax(Z−

1

2K>KZ−
1

2) (23)
provided that Z := P−1Gdµ +G>dµP

−1−P−1 � 0,
where Σ is defined in Lemma 2 and

ρ(σ) =

{
σµ−2+λmax(G>

d̃
+Gd̃) if σ ≥ 1,

σµ−2+λmin(G>
d̃

+Gd̃) if σ < 1;

• locally bounded on Rn\{0} if µ∈N and (20) holds;
• continuous at 0 if Z�0 and µ>2−λmin(G>

d̃
+Gd̃);

• globally bounded if Z � 0 and
λmin(G>

d̃
+Gd̃) = λmax(G>

d̃
+Gd̃) = 2− µ;

• belongs to C1(Rn\{0}) provided that (19) holds.
Proof. By Lemma 2 we have T ∗ is dµ-homogeneous
of degree 1, i.e., T ∗(dµ(s)x) = esT ∗(x). Since u(x) =
(T ∗(x))

µ

2
−1d̃(lnT ∗(x))Kdµ(− lnT ∗(x))x then using

d(s)B=Bd̃(s) we conclude that the identity (22) holds.
Notice that for any z ∈ Rm we have that the

function s → ψ(s) := z̃>d̃>(s)d̃(s)z satisfies

4A tail of any optimal trajectory is optimal too.
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λmin(G>
d̃

+ Gd̃)ψ(s) ≤ dψ(s)
ds ≤ λmax(G>

d̃
+ Gd̃)ψ(s),

and ψ(0) = z>z. Hence, we derive that
d̃>(s)d̃(s) ≤ esλmax(G>

d̃
+Gd̃)Im for s ≥ 0 and

d̃>(s)d̃(s) ≤ esλmin(G>
d̃

+Gd̃)Im for s < 0.
Since x>d>µ (− lnT ∗(x))Zdµ(− lnT ∗(x))x = 1

then x>d>µ (− lnT ∗(x))K>Kdµ(− lnT ∗(x))x ≤
λmax(Z−

1

2K>KZ−
1

2 ) and u>(x)u(x) ≤
ρ(T ∗(x))λmax(Z−

1

2K>KZ−
1

2 ). Finally, using
(23) we derive ‖u(x)‖ → 0 as ‖x‖ → 0 for
µ − 2 + λmin(G>

d̃
+ Gd̃) > 0 and supx∈Rn ‖u‖ < +∞

for λmin(G>
d̃

+Gd̃) = λmax(G>
d̃

+Gd̃) = 2− µ.
From Lemma 2, case 4), we conclude that u is locally

bounded on Rn\{0} provided that µ is an integer and
Gd admits the representation (20). Finally, using Lemma
2, case 3), we complete the proof.

According to the latter corollary, the feedback control
(21) may be a discontinuous function of the state. In
this paper, we study only the regular feedback laws u∈
C(Rn) ∩ C1(Rn\{0}).

Corollary 5 (Finite-time stability): Let all conditions
of Theorem 1 are fulfilled, µ > 2−λmin(G>

d̃
+Gd̃) and

the condition (19) hold. If there exists q > 0 such that

Z(A+BK + qGdµ) + (A+BK + qGdµ)>Z�0 (24)

then the closed-loop system (2), (21) is globally uni-
formly finite-time stable and x→ T ∗(x) is a Lyapunov
function: Ṫ ∗(x) ≤ −q,∀x 6= 0. Moreover, (24) holds
and q = 1− λ∗ provided that Gd̃ = Im and

λ∗ :=λmax

(
U−

1

2WU−
1

2

)
<1, (25)

W =ηP−1+ηZ−µP−1BR−1B>P−1, U=G>dµZ+ZGdµ .
Proof. Since, under conditions of this corollary,
T ∗(x) = ‖x‖dµ,Z is the canonical homogeneous norm
induced by ‖x‖Z =

√
x>Zx, then by [32, Proposition

1] we have ∂T ∗

∂x =
2x>d>µ (− lnT ∗)Zdµ(− lnT ∗)

x>d>(− lnT ∗)(ZGdµ+G
>
dµ
Z)dµ(− lnT ∗)x

T ∗.

In this case, the time derivative of T ∗ along trajectories
of the system (2), (21) is given by

Ṫ ∗(x) =
2x>d>µ(− lnT ∗)Zdµ(− lnT ∗)(Ax+Bu(x))

x>d>(− lnT ∗)(ZGdµ+G
>
dµ
Z)dµ(− lnT ∗)x

T ∗.

Using dµ(s)A = esAdµ(s) and dµ(s)B =
e
µ

2
sBd̃(s), ∀s ∈ R, we derive Ṫ ∗(x) =

2x>d>µ (− lnT ∗)Z(A+BK)dµ(− lnT ∗)x

x>d>(− lnT ∗)(ZGdµ+G
>
dµ
Z)dµ(− lnT ∗)x

and Ṫ ∗(x) ≤ −q
provided that (19) and (24) are fulfilled. Using
the identity (11) one can be shown that
Z(A + BK + Gdµ) + (A + BK + Gdµ)>Z =
ηZ + ηP−1 − µP−1BR−1B>P−1. Hence, the
inequality (24) holds for q = 1 − λ∗ provided that (25)
is fulfilled.

This corollary guarantees that the system (2), (21) is
finite-time stable provided that η ≤ 0 and Gd̃ = Im.

The robustness of the closed-loop system can be
investigated using the concept of Input-to-State Stability
(ISS) [37]. Recall that the system

ẋ = f(x, d), (26)
is ISS if there exists γ ∈ K and β ∈ KL such that

‖x(t)‖ ≤ β(‖x0‖, t) + γ(‖d‖L∞((0,t),Rm)),

for all t ≥ 0, for all x ∈ Rn and for all d ∈ L∞ where
L∞ denotes the space of Lebesgue measurable uniformly
essentially bounded functions and the classes K and KL
are defined in [37].

Corollary 6 (Robustness): Let all conditions of Corol-
lary 5 be fulfilled and u : Rn → Rm be given by
(21). Let f : Rn×Rk → Rn be a continuous function
such that f(x,0) = Ax + Bu(x),∀x ∈ Rn. If there
exists a dilation d̂ in Rk such that f(dµ(s)x, d̂(s)d) =
e−sdµ(s)f(x, d), ∀x ∈ Rn, ∀d ∈ Rk, ∀s ∈ R, then the
system (26) is ISS.
This result immediately follows from [12, Corollary
2.21] and [32, Theorem 4]. Corollary 6 allows robustness
of a rather large class of systems to be analyzed. For
example, selecting f(x, d) = Ax + Bu(x + d1) +
d2, d = (d>1 , d

>
2 )> we conclude that the nonlinear

control system (2), (21) is always ISS of with respect
to measurement noise and additive perturbations if the
matrix Gd +

(µ
2 − 1

)
In is anti-Hurwitz.

Remark 1: Some issues of the digital implementa-
tion of the controller (21) with T ∗(x) = ‖x‖dµ,Z are
already studied in [13], [21], where a specific numerical
algorithm for computation of the canonical homogeneous
norm is developed based on the bi-section method.
Recently [33], this control scheme was successfully
validated in practice for quad-rotor control.

IV. NUMERICAL EXAMPLE

Let us consider the optimal control problem (1)–(2)
with n = 5, m = 2, η = 0, R̃(T − t) = 1

T−tI2,

A=

( 0 1 0 0 0
1 2 0 1 0
3 −1 1 0 1
−2 −5 0 −2 0
−2 0 −1 1 −1

)
, B=

(
0 0
0 0
0 0
1 0
0 1

)
, Gd=

(
3 0 0 0 0
0 2 0 0 0
0 0 2 0 0
−2 −2 0 1 0
−6 1 −1 0 1

)
.

The pair {A,B} is controllable and Assumption 2 is
fulfilled for Gd̃ = I2. The solution of (11) is

P =
1

120

( 6 −15 0 44 −33
−15 40 0 −125 85

0 0 40 0 −100
44 −125 0 426 −257
−33 85 −100 −257 464

)
.

and by Corollary 2, the optimal control is given by
u∗(t) = Kd(− ln(‖x(0)‖dµ,Z − t))x, (27)

where x ∈ R5, K = −B>P−1 and ‖ · ‖dµ,Z is the
canonical dµ-homogeneous norm induced by the norm
‖x‖Z =

√
x>Zx with Gdµ = Gd + 1

2I5 and
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Z=P−1Gd +GdP
−1 =12 ·

( 1291 496 12 42 3
496 209 −4 19 −1
12 −4 19 0 4
42 19 0 2 0
3 −1 4 0 1

)
�0.

The feedback (21) becomes

ũ(x) = Kd(− ln(‖x‖dµ,Z ))x. (28)

Since Z � 0 and ZGdµ + G>dµZ � 0 then, Corollary 4
yields ũ∈C(R5) ∩C1(R5\{0}). Corollary 5 holds with
λ∗ = 0, i.e. (28) is a finite-time stabilizing feedback.

The control laws are assumed to be implemented in a
digital device as follows:

u(t) = u∗(ti) (resp. u(t) = ũ(x(ti))) t ∈ [ti, ti+1),

where ti= ih, i=0, 1.... and h>0 is a sampling period.
For x(0) = x0 := Z−

1

2 ( 1 0 0 0 0 )> the optimal
time is T ∗(x0) = 1 and the optimal cost is J∗ =
1 + x>0 P

−1x0 ≈ 1.1353. The system (2) with the
control laws given by (27) and (28) is simulated for
the sampling period h = 0.001. The controller (27) is
defined only on [0, 1]. The feedback law (28) is defined
for all t > 0 and simulated on the time interval [0, 1.5].
In the latter case, the cost value and the settling time
are estimated numerically J ≈ 1.14 and T ≈ 0.983. The
canonical homogeneous norm in (28) is computed using
the bisection method (see, [13] for more details). First,
the non-perturbed case is studied (Fig. 1 and 2). The
non-linear feedback control (28) is sub-optimal, so the
closed-loop system has a trajectory close to the optimal
one generated by the control (27). Next, to study the ro-
bustness of the controllers, the system with measurement
noise x̂i = xi+10−5cos(100t), i = 1, ..., 5 is simulated
(Fig. 3, 4). The optimal linear time-varying feedback
(27) is very sensitive to noises, while the non-linear one
(28) shows reasonable behavior. The advantages of the
non-linear feedback law are: 1) it can be implemented
in practice for set-point tracking; 2) the closed-loop
system with the control (28) is robust (ISS) with respect
to a rather large class of perturbations (Corollary 6).
The main disadvantage is the necessity to compute the
homogeneous norm ‖x‖dµ,Z numerically if n ≥ 3.

V. CONCLUSIONS

The paper presents a rather simple solution of an
energetically optimal finite-time stabilization problem for
a class of the generalized homogeneous linear systems.
Theorem 1 can be utilized for an optimal prescribed-time
stabilization in the sense of [2]. A sub-optimal feedback
inspired by MPC ideas is studied as well. In particular,
the finite-time stability and the robustness (ISS property)
of the closed-loop system are analyzed. The theoretical
results are supported by numerical simulations present-
ing a comparison of optimal and sub-optimal controllers.
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Fig. 1. The optimal control system (2), (27) (unperturbed case)
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Fig. 2. The sub-optimal control system (2), (28) (unperturbed case)
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