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#### Abstract

We present stochastic cellular automata that classify the parity of initial conditions. The model is an interacting particles system where cells are updated by pairs, randomly chosen at each time step. A first rule is proposed, with a symmetry between 0's and 1's. We show that it classifies the parity of the initial configurations thanks to a non-biased random walk of the frontiers between 0's and 1's. We present an analysis of the classification time, as well as numerical simulations, to establish that the classification time scales quadratically with the number of cells. In a second time, breaking the state symmetry, we propose an improvement of this rule with the simultaneous use of two classifying systems. keywords : asynchronous cellular automata ; interacting particle systems ; parity classification


## 1 Introduction

Cellular automata are an original model of computation where parallelism and locality are primordial. They are formed of elementary computing units, the cells, which are arranged on a grid of arbitrary dimension, and which interact according to a local rule. The cells change their state at a discrete times, either synchronously if a global clock is present, or asynchronously when the updating times are independent. Although they have the same computing power as Turing machines, it is not yet well understood how to program cellular automata in order to obtain a given behaviour, especially when we aim to use a small number of states and only simple interaction rules.

With their parallel and local mode of operation, cellular automata and their derived models form a fertile field of research; they invite us to think differently about computational processes. In this research field, two main families of problems exist: in the direct problems, one analyses the properties of a rule or a set of rules, while in the inverse problems, one seeks to find the rules that display a given behaviour, often a computational task. The parity problem is an inverse problem: given a finite one-dimensional cellular system with binary
states and spatially periodic conditions (cycles), find a rule which determines the parity of the number of 1's contained in this initial configuration. More precisely, it is a consensus problem: if the parity of the initial configuration is even, all the cells should agree on 0 and remain in this state, while they should all agree on 1 if this number is odd [1].

A deterministic solution to the problem was proposed by Betel and al. [2]. These authors designed a clever way to achieve the classification of the initial conditions by constructing a rule which alternatively tries to attain the all-1 and the all-0 fixed points with internal "signals" that travel back and forth. The difficulty to overcome is that such signals need to be encoded within the system itself, without the use of additional states. The rule they proposed has a radius of four, which means that each cell decides its next state according to the state of the four nearest cells on the left and on the right, plus its own state. In order to be encoded, this rule can be given as a sequence of 512 bits, a 156 -digit code, or, more compactly, as a list of 10 sub-rules with wildcards, that is, states than can take any value indifferently ${ }^{1}$.

In a different context, Ruivo and de Oliveira proposed to solve the parity problem with a simple rule, namely the Elementary Cellular Automaton 150, with a particular asynchronous updating [3]. With this local rule, each cell simply applies an XOR operation on its own state and the state of its left and right neighbours. The cells are updated according to the parity of their position on the line: all the even cells are updated synchronously and then all the odd cells, which means that a global synchronisation of the transitions is still required. These authors and their coauthors also tackled a more general case where the dynamical systems were defined on various types of graphs [4, 5].

In this work, we revisit this problem with a model which uses independent random updates of pairs of cells. This means that this is an interacting particle system: at each time step, a pair of adjacent cells is chosen randomly and uniformly and then the state of the two cells of the pair is simultaneously updated. Our aim is to explore to which extent the introduction of randomness in the updating scheme can allow us to simplify the construction of a solution. We will first present a formal framework to define the problem and a first solution and, in a second step, we study the convergence properties of this rule with a worstcase analysis. We also present an improvement of the classification process by using simultaneously two different rules. We then present numerical simulations for the average case and conclude with a few words of perspective.

## 2 Presentation of the model

We deal with a finite system of $n$ cells arranged with periodic boundary conditions, that is, they form a ring. The set of cells is thus denoted by $\mathcal{L}=(\mathbb{Z} / n \mathbb{Z})$.

[^0]We assume that cells have a binary state in $Q=\{0,1\}$. The state of the system at a given time is called a configuration; for a configuration $x$, the state of cell $i \in \mathcal{L}$ is denoted by $x_{i}$. The set of configurations is denoted by $\mathcal{E}_{n}=Q^{\mathcal{L}}$. We say that the parity $P(x)$ of a configuration $x$ is even or odd if the number of 1's it contains is even or odd, respectively. We will write $P(x)=|x|_{1} \bmod 2$, where $|x|_{1}$ denotes the number of 1's in $x$. We also call a 1-region (resp. a 0 -region) a set of contiguous cells in state 1 (resp. 0) which is maximal (with respect to the inclusion).

We now present our first model for solving the parity problem. Let $\left(U_{t}\right)_{t \in \mathbb{N}}$ be a series of independent identically distributed random variables that draw uniformly a pair of adjacent cells in $\mathcal{L}$. These random variables represent the updating method, here, the pair of cells which is selected for being updated at each time step. For the sake of simplicity we will identify the random variable $U_{t}$ and its realisation and simply consider that $U_{t}=\{i, i+1\}$ represents the fact that the cells $i$ and $i+1$ are updated at time $t$.

Starting from a given configuration $x \in \mathcal{E}_{n}$, the evolution of the system is stochastic; let $\left(x^{t}\right)_{t \in \mathbb{N}}$ be the series of random configurations that will be obtained from $x$, with the initial condition $x^{0}=x$. We now introduce the balanced rule: For $\{i, i+1\}=U(t)$,

$$
\left(x_{i}^{t+1}, x_{i+1}^{t+1}\right)= \begin{cases}\left(1-x_{i}^{t}, 1-x_{i+1}^{t}\right) & \text { if } x_{i-1}^{t} \neq x_{i}^{t} \text { or } x_{i+1}^{t} \neq x_{i+2}^{t} \\ \left(x_{i}^{t}, x_{i+1}^{t}\right) & \text { otherwise }\end{cases}
$$

and $\forall i \in \mathcal{L}, i \notin U_{t} \Longrightarrow x_{i}^{t+1}=x_{i}^{t}$.
In words, the cells that are not updated keep their state and the state of the two cells selected for an update will be flipped only if there is a difference of state between the left updated cell and its left neighbour or between the right updated cell and its right neighbour. These patterns, which trigger a flip, are called active neighbourhood patterns, the other ones are passive. There are four passive neighbourhood patterns: 0000, 0011, 1100, and 1111; the twelve other patterns are active. The model has two fixed points $\mathbf{0}=0^{\mathcal{L}}$ or $\mathbf{1}=1^{\mathcal{L}}$; these uniform configurations represent the ouput of the classification process.

Definition 1. The classification time $T(x)$ corresponds to the number of time steps needed to attain one of the configurations $\mathbf{0}$ or $\mathbf{1}$ starting from a configuration $x$, that is,

$$
T(x)=\min \left\{t \in \mathbb{N}: x^{t} \in\{\mathbf{0}, \mathbf{1}\}\right\}
$$

The average classification time of $x$ is denoted by $\mathbb{E}\{T(x)\}$.
Definition 2. A configuration $x$ is well classified if $T(x)$ is finite and $x^{T(x)}=$ $(P(x))^{\mathcal{L}}$, that is, $x^{T}$ is equal to $\mathbf{0}$ (resp. 1) if the parity of $x$ is even (resp. odd).

In our model, we update one pair of cells at each time step. However, this introduces an artificial slowing down factor of the order of $n$. For example if the only possible transformation of the pair would be to replace a 10 by a 01 , then


Figure 1: Two space-time diagrams showing the evolution of the system. Cells with state 0 and 1 are depicted in white and blue (or black), respectively. The successive configurations attained by the system are packed from left to right. (top): the initial number of 1's is even (bottom): the initial number of 1's is odd.
a 1 surrounded by 0's would travel to the right at the average speed of $1 / n$. In order to allow a fair comparison between the synchronous and asynchronous models, we prefer to handle a rescaled time where one time step corresponds to $n$ random updates.

For a given ring size $n \in \mathbb{N}$, we will evaluate a rule with its rescaled worst expected classification time $\tau(n)$, that is, the highest value of the average rescaled classification time:

$$
\tau(n)=\max _{\left\{x \in \mathcal{E}_{n}\right\}} \mathbb{E}\{T(x) / n\}=\frac{1}{n} \cdot \max _{\left\{x \in \mathcal{E}_{n}\right\}} \mathbb{E}\{T(x)\}
$$

For simplicity, we will drop the adjective rescaled as it will be clear from the context if we are dealing with the rescaled time $(\tau)$ or with the number of updates $(T)$.

Note that for the sake of coherence, we only consider odd ring sizes. Indeed, if we take an even ring size, a problem might occur with the all-1 configuration: as it can be considered as an initial condition, the system should then converge to all-0, but at the same time it is supposed to be a fixed point by construction because it is an answer for the initial configurations which are classified as odd. The use of odd ring sizes allow us to avoid this paradox.

Also note that the model presented above is somehow minimal: since the system has no external memory, the parity needs to be preserved through time, which means that we cannot do less than updating cells by pairs. Here, the pairs are chosen randomly at each time step without any memory and the neighbourhood of each pair of cell is limited to the left and right neighbouring cells of the cells which are updated.

## 3 Properties of the balanced rule

Figure 1 depicts two sample evolutions of the system for $n=11$ cells. These space-time diagrams were selected to display cases of rapid convergence towards a fixed point, however, this convergence takes more time in general. Let us now analyse the convergence properties of this rule and study this behaviour analytically.

Proposition 1. Every configuration of odd size is almost surely well classified.
Proof. The proof of this property is quite simple since $\left(x^{t}\right)_{t \in \mathbb{N}}$ is a Markov chain: it is sufficient to examine the reachability relationships in this chain.

First, we can observe that the application of the local rule conserves the parity of a configuration.

Second, we show that the fixed point $\mathbf{0}$ (resp. 1) is reachable from every even (resp. odd) configuration. To see why, let us consider an arbitrary configuration $x$ different from $\mathbf{0}$ with an even number of 1 's. Let us show that $x$ can reach a configuration $y$ where the number of 1 's has decreased by two, that is, $|y|_{1}=$ $|x|_{1}-2$.
(a) This is immediate if the $x$ contains a 11. Indeed, it necessarily contains the pattern 011, as $x$ differs from 1, which implies that it contains either a 0110 or a 0111 and in both cases the flip on the two central 1's apply.
(b) If all the 1's of $x$ are isolated, that is, if $x$ does not contain a pattern 11, then we can choose an arbitrary 1 and flip the pairs 01 from the right to the left until we reach a configuration which contains a 11 . Indeed, this is always possible since both 0010 and 1010 are active neighbourhoods.

By recurrence, we can show that the fixed point $\mathbf{0}$ is reachable from any even configuration. Since this is a fixed point, it implies that all the even configurations different from $\mathbf{0}$ are transient. By exchanging 0's and 1's, the same property can be established for odd configurations and the fixed point 1 (we are on a ring of odd size). These two properties imply that all the configurations will be almost surely well classified.

Conjecture 1. The worst expected classification time scales quadratically with the ring size, that is, we have $\tau(n)=\Theta\left(n^{2}\right)$ for $n \in 2 \mathbb{N}+1$.

The justification of this conjecture is that the density almost follows a nonbiased random walk until it hits the fixed point. We say almost because since a configuration can reach only one fixed point (which corresponds to its parity), the evolution of the density cannot be strictly non-biased. In particular, for a ring size $n=2 k+1$, when the number of ones is equal to $2 k$, the density can only decrease.

To study more precisely the conjecture, we will proceed in two steps: (a) first we obtain a lower bound by calculating precisely the classification time of configurations from a given set, then (b) we give some evidence why it is not straightforward to establish a quadratic upper bound.


Figure 2: Representation of the Markov chain which describes the evolution of the balanced rule from configuration $1^{2 i} 0^{n-2 i}$. The state of the Markov chain is the number of 11 pairs. The quantity $\epsilon$ is equal to $1 / n$.

Lemma 1. The worst expected classification time scales at least quadratically with the ring size, that is, we have $\tau(n)=\Omega\left(n^{2}\right)$, for $n \in 2 \mathbb{N}+1$.

Proof. For a ring size $n=2 k+1$ and $k>3$, let us consider the set of even initial configurations $z_{i}=1^{2 i} 0^{n-2 i}$ for $i \in\{0, \ldots, k\}$. As the rule cannot increase the number of 1-regions, all the configurations reached by the system during its evolution will be equivalent up to shift to an element of $\left\{z_{i}\right\}_{i}$, up to shifts. Let $\left(x^{t}\right)_{t \in \mathbb{N}}$ denote the stochastic process that describes the evolution of the system and let $X_{t}=\frac{\left|x^{t}\right|_{1}}{2}$ denote the number of 11 pairs at a given time $t$.

Clearly $\left(X_{t}\right)$ is a Markov chain; it has one absorbing state $X_{t}=0$, which corresponds to $x^{t}=\mathbf{0}$, the end of the classification process. Let us evaluate the average time needed to converge to this absorbing state when we start from $z_{i}$.

For $i=1$, we have $x^{t}=0000110000 \ldots$ (up to shifts) and $X_{t}=1$, there are three positions where an update will change the configuration, (a) the two positions with the active neighbourhoods 0001 and 1000 give $X_{t+1}=2$, and (b) the position with the active neighbourhood 0110, which will transform $x^{t}$ into 0 and the classification ends. The cases (a) and (b) happen with probabilities $2 / n$ and $1 / n$, respectively.

For $1<i \leq k-1$, there are four possibilities to modify a configuration equivalent to $z_{i}$ : (a) the active neighbourhood is 0001 or 1000 , in which case we increase by one $X_{t+1}=X_{t}+1$, or (b) the updated neighbourhood is 0111 or 1110, in which case we decrease by one $X_{t+1}=X_{t}-1$. The cases (a) and (b) both happen with probability $2 / n$.

The special configuration $z_{k}$ has the form $01^{2 k}$ and in this case the only possible transformation is to turn a 11 into a 00 , in which case we reach a configuration equivalent to $z_{k-1}$. This happens with probability $2 / n$.

The transitions of the Markov chain are represented on Figure 2. Let us denote by $T_{i}$ the classification time starting from a configuration which has $2 i$ contiguous cells in state 1's, that is, an equivalent of $z_{i}$ up to shifts.

For a state that is not a fixed point, we calculate the convergence time of this state as the weighted sum of the convergence time of the states that are reachable from this state, to which we add one, as the time needed to make the transition. This is a classical technique which is sometimes called the step forward method (see e.g. Ref. [6]). We thus find that the sequence $\left(T_{i}\right)$ obeys
the following set of equations: (i) $T_{0}=0$,
(ii) $T_{1}=1+\frac{1}{n} T_{0}+\frac{n-3}{n} T_{1}+\frac{2}{n} T_{2}$,
(iii) $T_{i}=1+\frac{2}{n} T_{i-1}+\frac{n-4}{n} T_{i}+\frac{2}{n} T_{i+1}$ for all $i \in\{2, \ldots, k-1\}$, and,
(iv) $T_{k}=1+\frac{2}{n} T_{k-1}+\frac{n-2}{n} T_{k}$.

Using the rescaled time $\tau_{i}=T_{i} / n$, the system is simplified into: (i) $\tau_{0}=0$, (ii) $1+\tau_{0}-3 \tau_{1}+2 \tau_{2}=0$,
(iii) $1+2 \tau_{i-1}-4 \tau_{i}+2 \tau_{i+1}=0$ for all $i \in\{2, \ldots, k-1\}$, and
(iv) $1+2 \tau_{k-1}-2 \tau_{k}=0$.

Solving this system yields $\tau_{i}=\frac{(i+1) k}{2}-\frac{i(i-1)}{4}$ for $i \in\{1, \ldots, k\}$. In particular, for $k$ tending to infinity, we have:

$$
\tau_{k} \sim k^{2} / 4, \text { and since } k \sim n / 2, \text { this yields } \tau_{k}=\Theta\left(n^{2}\right)
$$

which gives us a lower bound with a quadratic scaling in the ring size $n$.
We have established the classification time for configurations with one region, let us see what happens in the general case.

If we take an even configuration with only two 1-regions, if the length of these regions is even, then it is not difficult to show that the convergence is also quadratic. Indeed, the length of these regions will increase by two or decrease by two and this length will always remain even. So each region will eventually disappear and the system will converge to the all-zero fixed point, as it should. Using martingale techniques, one can show that this will happen in average in a time which is quadratic in the ring size [6]. However, a problem arises with regions of odd size, especially those regions which are separated by an odd number of cells. Consider for instance the configuration $0^{k} 0011111000000011100^{k}$, with $k$ large enough. The central region of 0 's has a length of 7 . The two 1-regions can grow or shrink their size, but, unfortunately, they cannot merge in the central region because the length of this region always remains odd. So when the two regions will be separated by only one 0 , they will "bounce" against each other and reduce their size. So the convergence can only happen if the 1regions merge on the other size of the ring, or if an odd region shrinks to a size of 1 and then moves left or right, which will make the central region have an even size.

We believe that this effect, although slowing down the process, will not modify qualitatively its dynamics, and this why we think that it has a quadratic convergence time. The positive side of the "bouncing phenomenon" is that it lead us to consider another method that avoids this inconvenient. This will be exposed in the next section

## 4 Joint classifications of even and odd configurations

In the case where we can duplicate the state of the initial configurations that we want to classify, we now propose to use two separate systems to determine the class of the input configuration: the first system will converge only if the configuration is even and the second if the configuration is odd. We thus modify the rule above and define, informally, the even classifier (resp. the odd classifier) as a modification of the balanced rule where the transition $00 \rightarrow 11$ (resp. $11 \rightarrow 00$ ) are inhibited. In other words, in the even classifier, 1-regions shrink but never expand, and equivalently for 0-regions in the odd classifier. This will make the even and odd classifiers respectively converge only for even and odd configurations, otherwise they will evolve without reaching a fixed point.

Formally, for $q \in\{0,1\}$, for a configuration $x \in \mathcal{E}_{n}$, we take the same definitions as above, with $U$ the updating method; we keep:

$$
\forall i \in \mathcal{L}, i \notin U_{t} \Longrightarrow x_{i}^{t+1}=x_{i}^{t}
$$

and, for $\{i, i+1\}=U(t)$, we now define that,

$$
\text { if (a) } x_{i-1}^{t} \neq x_{i}^{t} \text { or } x_{i+1}^{t} \neq x_{i+2}^{t} \text {, and (b) }\left(x_{i}^{t}, x_{i+1}^{t}\right) \neq(q, q) \text { then }
$$

$$
\left(x_{i}^{t+1}, x_{i+1}^{t+1}\right)=\left(1-x_{i}^{t}, 1-x_{i+1}^{t}\right)
$$

otherwise

$$
\left(x_{i}^{t+1}, x_{i+1}^{t+1}\right)=\left(x_{i}^{t}, x_{i+1}^{t}\right)
$$

The even and odd rules are then defined for $q=0$ and $q=1$, respectively ; the even rule makes the number of 1's a non-increasing function of time while the odd rule makes it non-decreasing.

Theorem 1. For the even (resp. odd) rule, the worst expected classification time of the even (resp. odd) configurations of odd size scales quadratically with the ring size, that is, $\tau(n)=\Theta\left(n^{2}\right)$.

We prove this claim in three steps: (a) prove the convergence of the configurations, (b) establish a lower bound by calculating precisely the classification time for a given set of configurations, and then (c) give a quadratic upper bound with martingale techniques.

Proof. Without loss of generality, let us show that the even rule correctly classifies the even configurations.
(a) Convergence. The number of 1's can only decrease by pairs and regions of 1's cannot appear, nor can they merge if they are not reduced to isolated 1's. This means that after a finite number of steps, each region of 1's with an even length will disappear, and the region of 1's with an odd length will form an isolated 1. We will thus attain a configuration formed of an even number of isolated 1's. Then, it can be seen that the random movements of these 1's will


Figure 3: Representation of the Markov chain which describes the evolution of the even rule from a configuration $z_{i}=10^{i} 10^{n-2-i}$. The state of the Markov chain represents the value of $i$ and $0^{*}$ is the homogeneous configuration all-zero. This state has been duplicated for the sake of readability. The quantity $\epsilon$ is equal to $1 / n$.
create pairs of 1's, which will progressively disappear until the systems reaches the fixed point $\mathbf{0}$.
(b) Lower bound. For a ring size $n=2 k+1$ and $k \geq 2$, consider the configurations $z_{i}=10^{i} 10^{i-1}$ as the initial conditions of the system. The configurations $z_{i}$ contain two isolated 1's. As long as these 1's are not adjacent, they will move with a non-biased random walk.

To determine their movements, we choose to keep track of their respective position and call them the first and second 1 ; we then define $X_{t}$ as the number of cells between the first and second 1. $\left(X_{t}\right)$ is a random variable that takes its values between 0 and $n-2$; let $T_{k}$ be the number of steps needed to attain one of the boundaries 0 or $n-2$ starting from $z_{k}$. Note that once the pattern 11 has appeared, nothing can happen except the disappearance of the pair of 1 , which happens with a probability $1 / n$. It thus takes $n$ updates in average to reach $\mathbf{0}$, that is, we need only one time step with the rescaling time.

The transitions of the Markov chain are represented on Figure 3. Using the step forward method, we obtain a set of equations similar to the ones of asynchronous Elementary Cellular Automata (ECA) 178 [6]: (i) $T_{0}=0$; (ii) $T_{n-2}=$ 0 and
(iii) $T_{i}=1+\frac{2}{n} T_{i-1}+\frac{n-4}{n} T_{i}+\frac{2}{n} T_{i+1}$ for all $i \in\{1, \ldots, n-3\} ;$
which gives us $T_{i}=\frac{n}{4} i(n-2-i)$.
This yields a rescaled time $\tau_{i}=T_{i} / n=4 i(n-2-i)$, with a maximum time of $\tau_{k}=4 k(n-2-k)=\Theta\left(n^{2}\right)$. Since the rescaled classification time of $z_{k}$ is equal to $\tau_{k}+1$, it thus scales quadratically with the ring size.

Note that other equivalent possibilities exist to calculate the convergence time of this system: for instance, one may simply model the distance between the two 1's or use a transformation of the configuration (see below).
(c) Upper bound. As a first step, starting from an arbitrary even configuration, we bound the time needed to reach an archipelago, that is, a configuration where all the 1's are isolated. Let us denote by $\tau_{i}$ the random variable that it takes for the $i$-th region to shrink to a single 1 . It is easy to


Figure 4: Classification time as function of the ring size. Statistical measures for 100000 samples.
remark that the expectation of $\tau_{i}$ is linear in the ring size $n$ and that, since $\left.\mathbb{E}\left\{\max \left(\tau_{i}\right)\right\} \leq \sum_{i} \mathbb{E}\left\{\tau_{i}\right)\right\}$, and since the number of regions is linear, the time needed to reach an archipelago is upper-bounded by a quadratic function (in $n)$.

Let us now consider an evolution $\left(x^{t}\right)$ from an archipelago $x=x^{0}$ formed of $k \in 2 \mathbb{N}$ isolated 1 's. We can map $x^{t}$ into a configuration $y^{t}$ according to the following operation: we build $y^{t}$ by reading $x^{t}$ from left to right and consider that the 1's in $x^{t}$ encode a change of state in $y^{t}$, while the 0's encode that the same state is kept. In other words, the state of $k$-th cell of $y^{t}$ is the parity of the number of 1 's contained in the $k$ first cells of $y$; formally: $y_{k}^{t}=\left|\left\{j, x_{j}^{t}=1\right\}\right|$ $\bmod 2$.

It can be checked that the dynamics of $\left(y^{t}\right)$ is as follows: the frontiers of the 1-regions (and the 0-regions) move left or right with probability $1 / n$ and the isolated 0's and 1's disappear with probability $1 / n$ (this correspond to updating a neighbourhood 0110 in $x$ ). This means that it is equivalent to the dynamics of ECA 178 [6]. As a consequence, the second step has an average classification time which scales quadratically with $n$ and the whole process also scales quadratically.

We thus have a classifying system composed of two sub-systems: one will almost surely answer if the configuration is even, the other one if the configuration is odd. This means that the classification operation should be stopped as soon a consensus is established in one of the two systems. Note that one may also use several copies of the even and odd classifiers and stop the search as soon as a consensus is established in one of the classifiers.

## 5 Numerical experiments

In order to have a more precise estimation of how the classification time varies with the ring size, we carry out some numerical experiments. Here, we are no longer interested in the worst expected classification time but in the mean expected classification time, which means that we measure an average of averages.

We repeat the experiment which consists in drawing 100000 times an initial condition and measuring classification time. For the classification with the balanced model, the initial configurations are drawn uniformly in the set $\mathcal{E}_{n}$. For the two-system experiment with the even and odd rules, we simply draw a configuration $x$ uniformly as before, but apply it to the even rule only with the condition that if this configuration is odd, we take $\bar{x}$, the conjugate of $x$ where each cell has its state flipped, as an initial configuration. For reasons of symmetry, since only one of the two systems can converge, this is equivalent to running the two systems on $x$ and taking the classification time of the first system which converges.

Figure 4 displays the mean classification time as function of the ring size. As expected, the classification time is lower for the even rule than for the balanced rule, but the difference is not overwhelming. It was also verified that the measures are in a good agreement with a quadratic scaling: fitting a seconddegree polynomial to the data yields a curve whose position is visually almost indistinguishable from the actual measures.

## 6 Perspectives

This study demonstrated the possibility to solve the cellular automata parity problem with a simple rule where updates occur by pairs at random times and positions, and with a local rule which is expressed in two lines. We showed how to analyse formally the classification time of the models with Markov chains and analytical techniques inspired by the study of Elementary Cellular Automata with fully asynchronous updating [6].

The only deterministic rule known so far has a neighbourhood size of 9 (a radius- 4 rule) and requires a perfect synchronisation of the transitions. The Elementary Cellular Automaton 150 used with an alternation of the cells with even and odd positions is also a good deterministic solution, but still requires a global synchronisation of the transitions. In contrast, the proposed stochastic rule makes the updating procedure totally local; however, it has a slower operation mode, as its average time of classification scales quadratically in the ring size. In return, its implementation is potentially simpler as only a local synchronisation of the transitions by pairs is required.

The asynchronous nature of the transitions may facilitate the use of a truly decentralised computing device as it eliminates the need for a clock that sends a signal to trigger the computation in the cells. For example, such systems could be implemented with Brownian cellular automata, where tokens move freely on a line [7]. In such systems, the only requirement would be to guarantee that the
two cells make their transitions together in order to preserve the global parity of the configurations. We leave for future work a more precise analysis of these processes but one can assume that such systems could be made robust to various kind of perturbations, such as miscalculating the next state or misreading the state of the neighbours. It is also worth considering more general cases with interactions embedded on a graph, with or without spatial locality constraints.

More generally, this research goes along the lines that aim to develop robust computing schemes, where noise is considered as an ally rather than an obstacle to overcome. Various authors have demonstrated that stochastic cellular systems can acquire suitable properties for computing in a purely decentralised way. For example, self-correcting discrete lines [8], stochastic solutions to the density classification problem $[9,10,11]$ or to the synchronisation problem [12] have been proposed. It is probably too early to say if a new trend is emerging but, for sure, this field of research opens some promising paths out of the classical computing paradigm.
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