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Test and Reliability of Approximate Hardware

Marcello Traiola, Bastien Deveautour, Arnaud Virazel, Patrick Girard, Alberto
Bosio

Abstract The undeniable need of energy efficiency in today’s devices is leading to
the adoption of innovative computing paradigms - such as Approximate Computing.
As this paradigm is gaining increasing interest, important challenges, as well as
opportunities, arise concerning the dependability of those systems. This chapter
will focus on test and reliability issues related to approximate hardware systems. It
will cover problems and solutions concerning the impact of the approximation on
hardware defect classification, test generation, and test application. Moreover, the
impact of the approximation on the fault tolerance will be discussed, along with
related design solutions to mitigate it.

1 Introduction and background

Since the early 1970s, the demand in electronic components and the necessity to
push the limits of manufactured circuits for increased performance and transistor
density has never stopped. Consequently, each new technology node suffers from
reliability issues due to manufacturing defects, variability, interference, and wear-
out. These well-known drawbacks lead to the occurrence of faults that can finally
cause system failures in Integrated Circuits (ICs). Several approaches, such as test
and fault tolerance, allow effectively improving the reliability of ICs, making them
to work as intended.
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Approximate Computing (AxC) is a paradigm that is extensively used to improve
the circuit efficiency, by intentionally degrading the computation result quality.
From the hardware standpoint, AxC enables the creation of circuits whose output
values may differ from the original circuit for a certain set of input values [45].
The degradation introduced through the approximation must be judicious, in order
to preserve quality loss below a certain threshold. Depending on the application
scenario and the related reliability figure, such quality threshold may be more or less
stringent.

In this chapter, we review the issues related to the test and the fault-tolerance of
approximate hardware, along with the existing solutions.

1.1 Reliability Issues in Nanometer Technology

The reliability of digital circuits and systems is kept high owing to several methods.
These methods ensure that the designs perform their function under defined condi-
tions and during their estimated lifespan. They cover different aspects related to the
manufacturing and the in-field functioning of electronics. For instance, clean-rooms
control impurities, industrial control systems achieve production consistency; burn-
in and testing, before and after packaging, ensure the detection of design weaknesses
and manufacturing defects after stressing the circuits. All these methods are neces-
sary before introducing the semiconductors to the market, but they are not foolproof.
Even though miniaturization offers many advantages, each new CMOS node faces
reliability issues, as the trend is rapidly approaching the physical limits of operation
and manufacturing [1].

Digital systems can experience failures during the three phases of their lifespan
depicted in the bathtub curve in Figure 1 [39]. Early failures are labeled as infant
mortality; random failures occur during theworking life andwear-out failures happen

Fig. 1 The bathtub curve describing the failure rate of electronic circuits over their lifespan [39]
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at the end of the circuit’s lifespan. Different kinds of faults may occur to ICs, due
to different phenomena. Faults can be classified according to their duration in three
categories: transient, intermittent and permanent.

Transient faults randomly affect the correct functioning of the IC for a short time
window. After this period, the device returns to a normal behavior. Variability and
interferences are the main causes of transient faults.

Intermittent faults occur randomly like transient faults, but they never really dis-
appear. In fact, their occurrence often precedes the occurrence of a permanent fault.
Aging is the primary cause of intermittent faults.

Permanent faults are irreversible and are mostly due to manufacturing defects.
They can also appear at the end of the circuit’s lifetime due to extreme wear-out
effects.

As mentioned above, faults may have different causes: manufacturing defects,
variability, interferences and aging (wear-out).

Manufacturing defects and variability – Early failures during the infant mortality
phase are mainly due to manufacturing imperfections, possibly leading to perma-
nent defects in a chip. Moreover, the variability of transistor characteristics has
always been an issue in IC design [83]. This phenomenon prevents the circuit from
functioning correctly even though each individual transistor behaves correctly [51].
Furthermore, while the number of transistors doubles every 2-3 years, according to
past microprocessor data, the die size remains relatively constant [33]. This scaling
inevitably leads to a chip power density increase leading to inadequate heat sinking,
thus to hot spots. In turn, this alters the timing characteristics of circuits [36]. In-
evitably, the increasingly-complex logic of ICs entails the emergence of defects more
and more hard to detect [59, 60]. Therefore, thoroughly testing the manufactured
chips is crucial before releasing them to the market.

Interferences – Variability generated by manufacturing imperfections may gen-
erate unexpected circuit behaviors during operation. Furthermore, as transistors
become smaller, their supply voltage (Vdd) decreases. These conditions are favor-
able for the occurrence of temporary effects, such as transient or intermittent faults.
These temporary effects can be the result of electromagnetic influences, alpha-
particle emission or cosmic radiations. They are responsible for the greatest part of
digital malfunctions and more than 90% of the total maintenance costs are credited
to them [57]. Internal interferences can also be a cause of temporary malfunction-
ing. With the scaling of components, the scaling of the interconnect line thickness
(width and separation) must also follow. In these conditions, a high crosstalk noise is
becoming a major issue due to larger capacitive couplings between interconnects in
a polluted environment. Additionally, supply voltage scaling lowers the noise sensi-
tivity threshold and increases the transient fault sensibility of new technology nodes
due to high energy particle from environment or within the packaging.
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Wear-Out – Although area scaling followed an exponential trend, supply voltage
had a way slower scaling pace. There are two main reasons behind that: (i) the need
to keep up with the competitive frequency growth; (ii) the need to retain the basic
noise immunity and cell stability [66]. As a result, the discrepancy between area
and voltage scaling leads to high power density and elevated temperatures. This,
in turn, firstly causes modifications in the timing characteristics of the design and,
eventually, wears out the chip’s metal lines. Wear-out failures appear in-field after a
certain period of use and limit both performances and lifetime of modern electron-
ics [65]. This is especially critical for applications which demand high throughput
(e.g. data centers) or for which technical support is expensive (e.g. space equipment).

When a fault propagates through the logic, it can be captured by a flip-flop (or
memory cell) and stored as faulty value.
Depending on their nature, faults can become hard or soft errors. If the error reaches
the service interface, this may cause a subsequent failure and alters the service [5].

Soft errors occur when particles, such as high-energy neutrons from cosmic rays
or alpha particles generated from impurities in the packaging, strike a sensitive
zone of the microelectronic device. This causes voltage glitches which propagate
through combinational logic parts of the IC. Those events are referred to as Single-
Event Transients (SETs) [6, 22, 15]. We refer to Single-Event Upset (SEU) as the
phenomenon for which an SET propagates to some memory element of the circuit
and its value is captured.

Hard errors are consequence of permanent silicon defects (due to manufacturing
imperfections or to the wear-out). In the last decades, as transistor density increased,
the likelihood of getting more hard errors in a given core kept increasing as well.
In addition, the high frequencies increase the switching activity rate that accelerate
material aging due to temperature and voltage stress [12].

1.2 Reliability Improvement Approaches

To improve the reliability, a thorough testing is crucial after the IC manufacturing
and during the IC lifetime. Testing of digital circuits is performed thanks to binary
test patterns applied to circuit’s inputs [18]. If the test result and the expected one
(or golden) do not match, the circuit is declared as faulty. Testing can be classified
depending on the goal it is intended to serve:

Production testing – After chip manufacturing, the production testing determines
whether the actual manufacturing process produced correct devices or not. This
process is performed by the device manufacturer that owns full details about the
internal structure of the manufactured system and usually exploits Automated Test
Equipments (ATEs) for performing the tests.
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In-field testing – Conversely, when the device is already in the field and under
certain operative conditions, it requires to be tested during its normal operational
life. Thus, a periodic in-field testing strategy is implemented. In this case, the test
is carried out through the test mechanisms embedded in the device itself. Today,
industrial standards – such as ISO26262, for automotive, and DO254, for avionics –
provide the necessary guidelines to implement these test strategies in the context of
different safety-critical applications.

Two types of tests are usually performed on VLSI chips:

Functional test – The test is performed through the device functional inputs and
observing only the functional outputs. This leads to test the device functionality
rather than the faults.

Structural test – The test is designed by taking into account the device’s structural
information, thanks to its netlist (i.e., the topological distribution of its logic gates).
Very sophisticated algorithms, implemented within Automatic Test Pattern Genera-
tors (ATPGs), exist to generate efficient structural tests.

The ATPG produces input sequences (referred to as test set) to efficiently detect
possible faults in digital circuits. It is based on very advanced algorithms, such as
the FAN [24]. Once the test set is available, by simulating it with the fault-free
circuit, the fault-free output (or expected output) is obtained. In the test phase, if a
fault occurs, the circuit outputs will be different from expected, when the test set is
applied. In this way, we are able to detect the faults affecting the circuit.
The above reported concepts are not intended to be exhaustive; for an extensive
dissertation about them, readers may refer to [37].

Furthermore, other reliability improvement practices can be adopted. They can be
basically characterized into three categories, namely fault avoidance, fault removal
and fault tolerance [32].

Fault avoidance – It aims at minimizing the sensibility of ICs to faults. To do so,
specific tools and techniques assist the designers to specify, design and manufacture
systems by addressing the source of the mechanisms causing the failures [62, 56, 88,
31].

Fault removal – It includes approaches whose function is to detect and eliminate
existing faults during specification and design. Fault removal also refers to removing
faulty components during production and operational phases [62].

Fault tolerance – It aims at guaranteeing the service provided by the product de-
spite the presence or appearance of faults [32]. This chapter focuses specifically on
fault tolerance.

While improving themanufacturing process and thoroughly testing themanufactured
circuits certainly help to cope with permanent faults, they do not solve random
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Fig. 2 Reliability improvement approaches across the fault-to-failure life cycle [10]

failures. Even the best efforts and investments to avoid or remove faults cannot prevent
them from appearing in any operational system. However, as depicted in Figure 2,
it is possible to prevent those faults by using hardware fault tolerance techniques.
Some of them, such as fault masking, are classified as static, whereas some others,
such as Error Correcting codes, as dynamic [10]. Some fault-tolerant designs are
destined to resilient application, which are intrinsically able to provide and maintain
an acceptable level of service despite faults occurring in the process. In these cases,
the fault-tolerance mechanism aims at keeping the faults under an established level
of impact. All the fault tolerance techniques are usually referred to as redundancy,
a principle introduced by John von Neumann in 1950s [50]. The basic idea is to
improve the system reliability by adding redundant information. Redundancy can be
classified as spatial, temporal or of data according to Mathew et. al. [43].

Spatial Redundancy – It refers to techniques employing extra hardware to process
the same information multiple times in parallel. Even if some hardware parts are
affected by a transient or permanent fault, a logic voting scheme can produce a single
correct output thanks to the redundant computations. On the other hand, the extra
hardware resources used to improve reliability lead to area and power overheads [41].

Temporal Redundancy – It is based on repeating a computation or a transmission
to detect (and sometimes correct) possible temporary errors [16]. In some cases,
spending extra computation/transmission time (thus sacrificing performance) to tol-
erate faults is preferred to spatial redundancy, which implies additional area and
power costs.

Data Redundancy – It is particularly employed in memory devices and it is based
on detection and correction codes stored along with the data [64]. This extra infor-
mation is generated from the original data to effectively identify the presence of one
or more transient or permanent faults and possibly correct them.
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Fig. 3 Generic structure of the
duplication with comparison
architecture.

Logic

Logic

Comparator

Output

Error
flag

The detection of errors during the lifetime functional operation of a system is
called on-line detection [29]. Examples of commonly used fault detection technique
are duplication with comparison and error detecting codes. Error detecting codes are
based on using redundant information to detect possible errors in stored/transmitted
data. The data are guaranteed to be correct if some characteristics are respected, e.g.
parity, checksum, Cyclic Redundancy Check (CRC). Those are generally computed
from the data and compared to the expected ones, stored/transmitted along with
the data. Error detecting codes can provide protection against SEUs and permanent
faults [53] and are mainly used in memories, owing to their regular structure [17].
Error detection codes can be used in logic circuits to detect malfunctioning, however
their efficiency relies on ad-hoc designs [29]. Duplication with comparison, sketched
in Figure 3, employs two identical copies (at least functionally) of a system whose
outputs are compared. A possible error affecting one of the copies is detected by
comparing the two results. Its implementation simplicity and its ability to detect a
wide variety of faults – permanent, transient and timing – are the main reasons of its
popularity.

Once a fault has been detected, a proper method to recover from its effect is
needed. The recovery consists in restoring the last error-free state of the system.
This approach is referred to as rollback. The rollback consists in repeating the last
operation(s) before the fault detection. Usually, architectures based on rollback detect
faults through spatial redundancy and correct themby applying temporal redundancy.
Periodical or occasional checkpoints save the state of the system; when an error is
detected, these checkpoints are restored and the next operations are recomputed. The
rollbacks can restore the system to several thousand previous states or simply to the
previous cycle [44, 77]. Fault tolerance achieved through fault detection and rollback
implies lower area and power costs than using spatial redundancy to prevent a fault
from propagating and eventually causing an error. However, in case of a recovery,
power and timing costs are proportional to the quantity of computing cycles that are
recovered.
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Fig. 4 Generic structure of the
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1.2.1 Fault-Tolerant Architectures

To deal with reliability issues in ICs, in the last decades, several fault-tolerant
architectures have been proposed, such as Pair-and-A-Spare [48], Razor [19], Soft
and Timing Error Mitigation (STEM) [4], Conjoined Pipeline (CPipe) [67], Triple
Modular Redundancy (TMR) [40], and Dynamic Adaptive Redundant Architecture
TMR [85]. Since, in this chapter, we focus on the generic TMR, in the following we
briefly summarize its structure and functioning.

Triple Modular Redundancy (TMR) is one of the most popular fault-tolerant
architecture, based on spatial redundancy. Its first application to computing systems
dates back to 1962 [40]. Its generic structure is sketched in Figure 4. The TMR
exists in different versions; the simplest is the one where three exact copies of
the Combinational Logic (CL) of a circuit are connected to a voting circuit. The
latter masks a possible faulty output that differs from the other two, by performing
a majority vote. This configuration can mask single faults occurring in the CL.
However, any fault located in the input or output register causes a system failure. In
general, a fault occurring in any unprotected (i.e., non-triplicated) part of the circuit
would result in a common-mode failure, thus undetectable for the approach. TMR
variants triplicating the entire circuit – flip-flops included – and also the voter exist
and mask any single fault in the circuit. On the other hand, the costs associated to
the TMR structure are considerably high. Since the resources are triplicated, area
and power overhead costs are at least 200%. The majority voter adds extra cost, also
in terms of additional timing.

1.2.2 Selective Hardening Approaches

As discussed, all hardening methods rely on some variants of redundancy. Along
the error recovery mechanisms, redundancy demands considerable resources to tol-
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erate faults [35]. Moreover, often fault-tolerant solutions have limited application
scenarios (e.g. ECC are primarily adapted for memory circuits). On the other hand,
approaches most effectively dealing with a wide spectrum of failures often lead to
massive hardware redundancy (e.g., TMR entails more than 200% area and power
overheads [21]).

Researchers addressed this concern by proposing the selective hardening ap-
proach. The underlying idea is straightforward: if hardening the whole circuit is too
resource-demanding, then only some chosen parts of the circuit are hardened. The
choice of the parts needing hardening depends on two main factors, i.e. their par-
ticular exposure to failure and the criticality of their role in the system functioning.
While the selective hardening greatly reduces overall error rate and the redundancy
costs, the fault coverage decreases. Thus, the approach trades off some reliability
to gain resources and tries to find "sweet spots" where the costs is greatly reduced
and the system reliability is not too much degraded. Selective hardening techniques
firstly perform a vulnerability assessment and then use fault-tolerance approaches to
protect the most vulnerable parts. Examples of work in this direction can be found
in [20, 46, 9, 52, 54, 42, 90].

1.3 Towards Approximate-Computing-Based Reliable Hardware

As reported in [26], the continuous scaling of CMOS technologies into the nanome-
ter range has increased the effect of variability and degradation mechanisms on the
yield and reliability of CMOS circuits and systems. In fact, the normal lifetime of
miniaturized ICs is more and more reduced [30]. Approximate computing aims at
transforming this problem into an opportunity [3]. The basic idea is to “embrace” er-
rors as an intrinsic property of ICs and systematically design optimized approximate
circuits functioning regardless of errors.

To achieve such a goal, on the one hand, test procedures have to be re-designed
to be aware of the introduced approximation. On the other hand, the relaxation of
non-critical computational constraints typical of the AxC [45] must be judicious –
similarly to Selective Hardening – in order to keep a satisfactory reliability level.
Therefore, we need to consider how AxC impacts on the role of testing and fault
tolerance.

From a test perspective, the concept of fault changes. Indeed, the circuit is allowed
to produce an acceptable error, by design. The maximum allowed error is defined
by error metrics [38]. In the same way, during the test, the impact of a fault needs to
be measured with such metrics. If the obtained measure is higher than the acceptable
threshold, then the circuit has to be rejected, otherwise it has to pass the test. Thus,
test procedures have a twofold role: (i) reject circuits whose error is greater than the
threshold, and (ii) avoid rejecting acceptably faulty circuits. This ultimately leads to
yield increase and possibly to the test cost reduction (i.e., the fewer the faults to test,
the fewer the required test vectors). As a result of this consideration, test procedures
have to be carefully redesigned.
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Concerning the fault tolerance, the application of AxC techniques has to satisfy
different constraints, depending on the system criticality. In detail, if the target system
is composed of modules having different criticality, the approximation cannot be
applied indiscriminately, rather it has to be adapted. The parts of the system that are
less critical have to be firstly identified; then, selective – possibly approximation-
based – hardening techniques can be applied. Previous works [78] proposed a very
fast and low computationally-intensive method that helps to select the most sensitive
parts of a logic design. This allows identifying the necessary hardening degree to
fulfill the soft error reliability constraints and reduce the design cost, in terms of
area and power [81]. Based on this analysis, called structural susceptibility analysis,
a selective hardening technique using the Hybrid Transient Fault-Tolerant (HyTFT)
architecture is proposed in [79]: by reducing the number of output nodes of the CL
and comparing it with a full version of the circuit, this selective hardening approach
not only reduces the size of the comparator but also significantly reduces the size of
the duplicated CL copy in a vulnerability-aware manner. The use of the structural
susceptibility analysis employed in the HyTFT architecture has proven to be more
efficient in terms of area and power consumption with respect to a full duplication
scheme. However, this analysis does not consider any error metrics as usually done
in AxC (e.g. Worst-Case Error for error magnitude). In this context, fault-tolerant
architectures bringing an AxC-based partial protection have been emerging. It is
important to make sure that they are a good alternative to the classical selective
hardening architectures and to be aware of the challenges that they raise. Finally, all
of this begs the question: is it possible to apply AxC techniques also to the most
critical parts of the system, despite the imprecise nature of AxC-based circuits?

While Section 3 addresses the approximation-based fault tolerance, next section
discusses the aspects related to the test of approximate circuits.

2 Testing approximate hardware

The application of AxC in hardware leads to systems widely referred to as Ap-
proximate Integrated Circuits (AxICs). An extensively used method to design those
circuits is functional approximation [55]. This section specifically focuses on the
test of functionally-approximate circuits. Unlike approximate test [80], where the
constraints of the test process itself are relaxed, in this context we focus on how
effectively test approximate circuits. As already mentioned, test techniques must be
revisited to be applied to AxICs, since the approximation changes their functional
behavior. As a matter of fact, extending to AxICs the conventional testing concepts
is not trivial. In particular, in the context of AxICs, even if a fault leads to exhibit
a different behavior than expected, it may still be acceptable, thus the AxIC should
not be discarded. Mastering these mechanisms may lead to increase the production
process yield and/or reduce the test cost.

This section reviews the approximation-aware test flow, that deals with such
aspects. The flow is composed of three main steps: (i) fault classification, (ii) test
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pattern generation, and (iii) test set application. Faults producing critical effects on
the circuit behavior are divided from those producing acceptable effects, in the fault
classification phase. Test stimuli covering all the critical faults and simultaneously
leaving undetected as much acceptable faults as possible are produced in the test
pattern generation. Finally, in the test set application, AxICs under test are classified
as critically faulty – thus discarded – or as acceptably faulty, or fault-free – thus they
pass the test. In turn, this reduces the number of AxICs discarded due to acceptable
faults, thus it increases the manufacturing yield.

2.1 Approximation-Aware Fault Classification

Fault classification is the first step of the approximation-aware testing. It divides
acceptable faults from critical ones [72, 71, 11, 25], under the single-fault assump-
tion [37]. Moreover, the fault classification process produces the expected yield
increase value of the approximation-aware test w.r.t. conventional test [76]. It is
defined as follows:

Expected yield increase =
Acceptable faults

Total faults
(1)

The purpose of such a metric is to establish an upper bound to the achievable yield
gain.

Measuring the output deviations of AxICs is a crucial task for a successful
classification. Different error metrics have been proposed in the literature to measure
arithmetic AxIC output deviations [38]. For instance, a widely accepted metric is
the Worst Case Error (WCE), defined as follows:

WCE = <0G
∀8∈I

���$approx
8

−$precise
8

��� (2)

where:
8 ∈ I is the input value within the set of all possible inputs I,
$
?A428B4

8
is the precise output integer representation, for input 8,

$
0??A>G

8
is the approximate output integer representation, for input 8.

The complexity of evaluating the impact of a fault depends on the considered
error metric [70]. Metrics based on the calculation of a mean entail a higher compu-
tational effort to carry out the fault classification compared to other metrics. Indeed,
calculating the mean error of an arithmetic circuit requires the error measure for all
the possible circuit input values, which is a $ (2=) complexity task (where = is the
number of input bits).

Existing techniques to deal with fault classification are based on the idea of
masking the effects of acceptable faults by using a filter [72, 70, 11, 25], as shown
in Figure 5. In details, at design time, both the original precise netlist (i.e., not
approximate) and the AxIC netlist are put together with an evaluation module to form
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Fig. 5 Approximation-aware fault classification

a new netlist (classifier structure, in the figure). The evaluation module compares the
two circuit outputs with respect to the chosen error metric(s). It produces an error
only if the AxIC produces an output outside the defined error bounds. The netlist
of the so-built classifier is elaborated with conventional test approaches, such as
conventional ATPG approaches or a SAT-based ones, to classify the AxIC possible
faults. The underlying idea is using the evaluation module to filter acceptable fault
effects. Therefore, only critical faults generate an error condition. For instance, when
using the ATPG, if the generation procedure finds a test for a given fault, this means
that the fault is critical; conversely, no tests are produced for acceptable faults, since
their effect is masked.

Figure 6 reports the results of the approximation-aware fault classification applied
to approximate arithmetic circuits [34, 89, 87, 61, 47, 86], expressed in terms of
average expected yield increase (Equation (1)). Results are extracted from [25, 11, 72]
and the analyzed circuits are 8- and 16-bit adders [34, 89, 87, 61, 47], 8-, 16-, and 32-
bit multipliers [47], single precision IEEE-754 standard floating point circuits [86],
and fixed point multipliers and dividers [86]. We report the results by organizing the
circuits in groups based on the allowed percentage error. The reference metric is the
WCE, defined in Equation (2).

Adders and multipliers, on average, show an expected yield increase above 50%,
except for 8-bit adders showing an average around 19% for circuits allowing WCE
greater than 0% and lower than 10%. Fixed- and floating-point units show results
ranging between 13% and 78%, on average. As foreseen, the expected yield increase
gets higher when a larger error is allowed; this happens as the effect of more faults
is masked, thus they are considered as acceptable. More details on the approaches
are reported in [72, 70, 11, 25, 76].
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Fig. 6 Approximation-aware fault classification experimental results from [72, 11, 25]

2.2 Approximation-Aware Test Pattern Generation

Test pattern generation is the second step of the approximation-aware testing. In
conventional test, the higher the fault coverage a test generation methodology is able
to achieve, the more efficient it is considered to be. This slightly changes, when
it comes to AxICs. Indeed, on the one hand, test patterns must detect all critical
faults; on the other hand, they should detect as few as possible acceptable faults. In
turns, this allows identifying and rejecting all AxICs affected by critical defects and,
simultaneously, preventing the elimination of those affected by acceptable defects.

Thus, we have to revisit the Fault Coverage (FC) definition, by extending it into
two subclasses: acceptable FC and critical FC, defined below:

Acceptable FC =
Acceptable faults detected
Total acceptable faults

(3)

Critical FC =
Critical faults detected
Total critical faults

(4)

In the AxIC context, an ideal test set should lead to 100% critical FC and 0%
acceptable FC [74, 76].
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Fig. 7 Approximation-aware test generation

Efforts towards achieving such test set have been spent. In [74], a methodology
searching for the smallest subset of tests detecting all the critical faults and mini-
mizing the detected acceptable faults has been developed. It is sketched in Figure 7:
(i) The input vector (sub-)set S is generated for the AxIC; (ii) the coverage of both
AxIC’s critical and acceptable faults is measured by using fault simulation (i.e., cir-
cuit simulation by applying the test set and with the fault introduced in the netlist);
(iii) an Integer Linear Programming (ILP) optimization problem to find the smallest
test subset detecting 100% critical faults FC and minimizing the detected acceptable
faults is formulated; (iv) the optimization problem solution delivers the sought test
setV. The described technique guarantees to find the best possible vector combina-
tion among the input vectors in the set S. Thus, if S is the exhaustive AxIC input set,
the final test set will be the global optimum. The described approach is independent
of the specific fault classification technique and of the chosen error metrics. The
reader can refer to [74] for further details.

Figure 8 reports the results of the approximation-aware test pattern generation
applied to approximate arithmetic circuits from [34, 89, 87, 61, 47], compared
to the conventional generation (i.e., obtained with conventional ATPG tools). As
shown, the conventional generation technique exhibits an average acceptable fault
coverage between 65% and 92%. Significant lower (thus better) acceptable fault cov-
erage values were achieved by using the approximation-aware technique from [74].
Indeed, acceptable fault coverage values between 33% and 76% were achieved.
Furthermore, the average number of necessary tests is reduced when using the
approximation-aware generation, thus reducing the necessary time to test the cir-
cuit. However, concerning the execution time, the approximation-aware test pattern
generation technique entails a overhead due to the ILP problem intrinsic complexity.

Finally, due to the internal structure of the circuits, the ideal outcomes (i.e.,
100% covered critical faults and 0% covered acceptable faults) are far from being
achieved. Thus, in the last phase of the test, a methodology to distinguish acceptable
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Fig. 8 Approximation-aware test pattern generation experimental results from [74, 76]

from critical fault, after the test application, is needed. We show this in the next
subsection.

2.3 Approximation-Aware Test Set Application

Test pattern application is the last step of approximation-aware testing. When AxICs
are involved, observing a different response than expected not always means that the
circuit has to be rejected. Indeed, if a fault causing the issue was acceptable (i.e.,
its effect are within error bounds) the AxIC has to pass the test. Unfortunately, as
shown in the previous subsection, often tests built to detect critical faults also detect
acceptable ones. Thus, a methodology to determine whether the detected fault is
acceptable or not is needed.

The well-know signature analysis concept [23] can help in this context. Briefly, it
compacts test responses of a Circuit Under Test (CUT) into a signature and compares
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it with the expected one (produced by the fault-free circuit). If they match, the CUT
passes the test. In [75], this concept is adapted to approximation aware test, as
depicted in Figure 9. It is divided in two phases:

1. At design time (left side, in the figure), test patterns are fault-simulated with
the AxIC’s fault lists. For each fault, a signature is generated. If any, acceptable
signatures overlapping with critical ones are removed. The golden signature (i.e.,
fault-free) is added to the acceptable ones to obtain the approximation-aware
signatures.

2. At test time (right side in the figure), the test responses of themanufacturedAxIC
generate a signature; all the approximation-aware signatures are compared with
it; if at least one match is obtained, then the AxIC passes the test.

Results obtained with the discussed technique are reported in Figure 10, in terms
of acceptable fault coverage. In general, the technique delivered 100% critical fault
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Fig. 10 Approximation-aware test set application experimental results from [75, 69]

coverage and 0.58% acceptable fault coverage on average, which are very close to
the ideal ones. For further details, the reader can refer to [75].

3 Fault-Tolerant Architectures Based on Approximate
Computing

AxC has already been used in the literature in the context of fault-tolerant architec-
tures. In [27] and [58], the authors presented the Approximate TMR (ATMR) and its
extension, the Full ATMR (FATMR). Just as the TMR, the ATMR scheme employs
three CL copies, two AxICs and a precise one, and the FATMR uses three AxICs.
In these architectures, only one AxIC delivers an erroneous response for a given
input vector. The idea is that each approximate module has its own unique domain of
approximation. Since the three modules together always deliver at least two correct
outputs, the (F)ATMR can mask any approximate responses coming from one of
the AxICs. However, in case of a fault, the so-designed architecture can only protect
the circuit for a set of input vectors defined by the designer. Other proposals of a
low cost TMR based on approximate computing were presented in [63] and more
recently in [68] and [28, 27]. Finally, authors in [2] show the interest of AxC for
fault tolerance in arithmetic circuits. They proposed a configurable-accuracy approx-
imated adder embedding a correction technique. While effective, this solution is also
workload-dependent.
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3.1 Selective Hardening Based on Approximate Duplication

The selective hardening philosophy, briefly discussed in Section 1.2.2, aims at min-
imizing the cost entailed by fault-tolerant architectures while trying to minimize the
related reliability loss. As previously mentioned, AxC goes in a similar direction,
aiming at minimizing the logic area cost at the expense of precision in the computa-
tion. This makes interesting to employ an AxIC as redundant module in a duplication
and comparison scheme (see Figure 3) and assess its contribution to the trade-off
between reliability and cost. Therefore, in this section, we study the trade-off between
reliability and cost of the selective hardening technique proposed in [79], and briefly
discussed in section 1.3, by comparing different duplication approaches. In details,
we explore four duplication scenarios :

1. a full duplication scheme,
2. a reduced duplication scheme based on the structural susceptibility analysis

presented in [81],
3. a reduced duplication scheme based on the logical weights of the arithmetic

circuit outputs, and
4. a reduced duplication scheme based on an approximate circuits from a public

benchmark suite [47], composed of arithmetic AxICs.

Most of the conceived AxICs are arithmetic circuits, as their precision loss is eas-
ily measurable [38]. In light of this, we can assess the precision reduction of the
duplication schemes with metrics commonly used for arithmetic circuits. Among
the common ones, we resort to the Worst-Case Error (WCE) metric (Equation (2)).
Finally, the four considered scenarios are workload-independent.

Next subsection introduces the Structural Susceptibility Analysis, thenwedescribe
the different considered duplication scenarios.

3.1.1 Structural Susceptibility Analysis

The structural susceptibility analysis methodology proposed in [81] is based on the
fact that not all outputs of a CL block have the same susceptibility to Single Event
Transient (SET) effects and assumes that their susceptibility is a function of the
number of nodes in their fan-in logic cone. It exploits the structural properties of
the output fan-in cone to get their relative susceptibility estimates. The outputs are
ranked on the basis of their relative susceptibility and the most susceptible ones are
selected for error detection. The susceptibility of each fan-in cone is calculated as the
sum of all the logic cell weights in the corresponding fan-in cone. The cell weight
is calculated as the number of inputs and outputs of that cell. Figure 11 sketches
the structural susceptibility analysis application to a simple example circuit. The
shaded regions mark the boundaries of the two output fan-in cones. For each gate,
,8 indicates the respective weight. The sum of all the weights in the cone gives
the preliminary fan-in cone susceptibility value (( 9 ). In this example, (1 = 14
and (2 = 12 are the preliminary fan-in cone susceptibility values for $1 and $2,
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Fig. 11 Example of structural susceptibility analysis application to a simple circuit.

respectively. Thus, $1 is more susceptible to propagate an error than $2. In other
words, providing an error detection mechanism on the output $1 can better improve
the reliability of the circuit, compared to having it placed on $2. Finally, to produce
the final susceptibility values, the technique assigns the weight of the shared cells
(i.e., belonging to multiple output fan-in cones) only to the most susceptible output.

In order to provide an example of its effectiveness, we report in Figure 12 (taken
from [14]) the comparison of the structural susceptibility analysis results and a fault
injection experiment, for the b03 circuit from the ITC’99 benchmark suite. The red
line represents the normalized distribution of the structural susceptibility (( 9 ) for

Fig. 12 Comparison of the structural susceptibility analysis and a fault injection experiment, for
the b03 circuit from the ITC’99 benchmark suite. Taken from [14]
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each circuit output; the blue line represents the distribution of the average number
of soft error failures observed at the circuit outputs after a fault injection campaign.
Further analyses and validations of the structural susceptibility analysis can be found
in [81].

3.1.2 Selective Error Detection Architectures for Arithmetic Circuits

An error detection architecture must be capable of detecting transient, permanent
and timing faults that may occur in an arithmetic circuit. The error detection scheme
that we evaluate employs duplication and comparison to detect the occurrence of
faults (see Figure 3). Since the architecture relies on duplication of the arithmetic
logic and on a comparator, its conventional implementation incurs an overhead of
more than 100% in terms of area and power. Cleverly selecting the functions to be
duplicated is a practicable way to allow the designer to control the trade-off between
the area/power overhead and the reliability improvement. Below, we briefly describe
the different duplication scenarios that we compare.

Full duplication scheme – In this scenario, the architecture is able to detect all
faults (transient, permanent and timing faults) thatmay occur in the arithmetic circuit.
A full comparator circuit is used in this case.

Reduced duplication scheme based on structural susceptibility analysis – To
obtain multiple circuits having different structural susceptibilities and overheads, we
use the structural susceptibility analysis, described in Section 3.1.1. As illustrated
in Figure 13, each copy is created by selecting a set of outputs ranked according to
the analysis. In this scenario, the comparator is reduced since the obtained copies
have fewer outputs. This duplication scheme is able to detect only faults affecting
the common area between the original circuit and the reduced circuit. Consequently,

O1
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O3

Most
susceptible

Least
susceptible

Large
overhead

Small
overhead

Structural
susceptibility

analysis

Trade-off between 
susceptibility and overhead

Fig. 13 Reduced duplication scheme based on structural susceptibility analysis
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we have to assess the impact of the undetected faults by using the aforementioned
error metrics. In this scenario, the WCE is defined as follows:

,�� =
∑
8∈�
28 (5)

where � indicates the set containing the positions in the original circuit of the outputs
that are truncated in the reduced circuit. For example, if the removed outputs are in
position 0 and 2 in the original circuit, then the WCE will be 20 + 22 = 5.

Reduced duplication scheme based on output logic weights – In this scenario,
we consider the possibility to duplicate the arithmetic circuit by using a functional
metric. Indeed, we consider that the outputs of the arithmetic circuit can be ranked
from Least Significant Bit (LSB) to Most Significant Bit (MSB). This partial dupli-
cation scheme may be considered as an Unequal Error Protection (UEP) scheme [7].
As shown in Figure 14, the reduced arithmetic circuits are obtained by eliminating
fan-in cones from the one driving the LSB up to the one driving the MSB. In this
case, the reduced circuit entailing the smallest overhead corresponds to the logic cone
driving the MSB output. Also in this case, we assess the impact of the undetected
faults by calculating the error metric (in this case, the WCE in Equation (5)).

Reduced duplication scheme based on approximate circuits – This scenario
consists in using as reduced circuit an approximate arithmetic circuit from the public
benchmark suite in [47]. The approximate version is selected based on its reduced
area and timing properties, compared to the original circuit. In this scenario, the
comparator provides an error signal when the precise arithmetic circuit produces
a response having a difference w.r.t. the AxC version larger than a selected WCE
value. It is worth noting that, in this scenario the reduced circuit has the same number
of outputs as the original circuit. More details on the design of such a comparator
can be found in Section 2.1 (referred to as evaluation module) and in [73]. For this
scenario, WCE is calculated by using Equation (2).
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Fig. 14 Reduced duplication scheme based on output logic weights
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3.1.3 Comparisons

The four duplication scenarios are compared by using four arithmetic circuits: an
8-bits carry look-ahead adder, an 8-bits carry look-ahead multiplier, a 12-bits array
multiplier and a 16-bits array multiplier. For these four arithmetic circuits more than
1100 AxC versions from the public benchmark suite in [47] have been considered.
The AxC versions were selected by considering equal or lower area and equal or
shorter critical path w.r.t. the precise version. To compare the different scenarios,
we present the results in terms of area and power consumption overhead (obtained
with the NanGate 45nm Open Cell Library [49]) with respect to the full duplication
scenario, as well as WCE metric values. The results are reported in Figure 15.
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circuits from [47] (AxICs)
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Firstly, they show that, in terms of trade-off between the WCE and the area/power
overhead, using the reduced duplication based on the logical weights of the arithmetic
circuit outputs (LW in the graphs) leads to better results (i.e., lower area for a given
WCE) compared to the structural susceptibility analysis (SSA in the graphs). More
importantly, when the reduced duplication based on approximate arithmetic circuits
is used, an even better trade-off is achieved.

Experimental results demonstrate the interest of using approximate structures as
duplication scheme since both area overhead and power consumption are reduced
compared to a full duplication scheme, while maintaining good levels on error
metrics. The reader can refer to [14] for a more extensive discussion and additional
experimental results.

3.2 Ensuring Fault Tolerance Through Approximate Redundancy

During the lifespan of a system used in harsh (e.g. radiative) environment, its hard-
ware is subject to various physical phenomena that may alter its performance or
provoke errors [82]. Moreover, some systems demand a high level of reliability
since failures would imply catastrophic outcomes. Aerospace systems, submarine
telecom or even medical instruments cannot risk particle strikes, wear-out or aging.
However, high levels of reliability usually require heavy fault tolerant designs to
reach such high requirements. Several structures have been designed to maintain
the accuracy of these safety-critical applications. A well-known existing structure
capable of tolerating soft and hard errors is the Triple Modular Redundancy (TMR),
briefly introduced in Section 1.2.1. A triplication of the circuit with a majority voter
ensures logic error masking at a cost of a 200% area and power overhead. Indeed, a
TMR masks (i.e., tolerates) permanent or transient faults occurring in one module –
or in several modules, provided that they do not impact the same outputs if several
modules are faulty – for any vector applied to its inputs. AxC philosophy may not
seem compatible with safety-critical applications. AxC has been applied to appli-
cations where an approximate result is sufficient for their purpose [68]. While AxC
was applied to TMR [28, 63, 68, 27] and led to reduced overheads, it entailed also
a reduced error-masking capability. Unfortunately, this makes approximate TMR
not suitable in safety-critical scenarios. To overcome the above issue, in [13] the
Quadruple Approximate Modular Redundancy (QAMR) was introduced. QAMR is
a novel scheme using approximate computing to ensure full logic masking (toler-
ance) of transient and permanent faults. As the TMR, the QAMR masks all single
faults occurring in the logic replicas, delivering to the voter a majority of correct
responses. It achieves the same fault tolerance as the TMR while still benefiting
from the advantages of approximate computing. The QAMR uses four approximate
circuit replicas. The essential condition to be respected is that the four approximated
replicas are complementary, i.e., at any given time, they must produce at least three
precise responses (i.e., non-approximated).
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The next subsection presents the motivation behind the QAMR approach, along
with its fundamentals, and a circuit approximation method adapted to its purpose.

3.2.1 The QAMR scheme

As already mentioned, several proposals (known as ATMR) have been made to
reduce the TMR area overhead by using AxC [28, 63, 68, 27]. Unfortunately, the
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Fig. 16 (a): three identical copies are used in TMR: all produce the correct results for all the
function’s domains (D1-D4) when no errors occur.— (b): in ATMR approach the three approximate
modules produce exact results only for three out of four function’s domains; some domains are not
covered three times as in the TMR scheme. — (c) QAMR approach : four approximate modules
cover each function’s domain three times, thus obtaining the same coverage as in the TMR scheme.
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ATMR suffers from severe limitations in term of reliability. Let us resort to Figure 16
to illustrate the above mentioned issue. Let 5 be a generic multi-output function,
whose input domain � can be split into four sub-domains �1, �2, �3, �4. The
conventional TMR approach uses three identical modules implementing 5 and a
voting scheme to ensure fault tolerance in the case a module incurs some defective
conditions. In such case, the defective module will produce incorrect or incomplete
response, for some inputs. Thanks to the other two fault-free modules, the correct
response can be produced. Figure 16(a) sketches the three system copies used in TMR
approach. All three copies produce correct results for all the function’s domains (D1-
D4), when no errors occur. The ATMR approach, on the other hand, proposes to use
three reduced (i.e., approximate) modules, as sketched in Figure 16(b). The three
modules produce correct results only for some of the function’s domains, when no
errors occur. In the figure, two modules out of three produce the correct results for
domains �2, �3 and �4. Using three approximate modules instead of the three
original copies surely enables the opportunity to achieve efficiency gains, but also
exposes the computation to some errors in case of faults. Defects impacting �2, �3
and �4 will not be tolerated. For instance, if a defect impacts the domain �2 of the
second module, only the third module produces the right output and a correct vote
might not be possible. To use the ATMR as fault-tolerant solution for safety-critical
applications, only the protected parts of the system (i.e., �1 in the example is correct
for all the modules) can be critical. Such design constraint can be challenging and
not always achievable, even for resilient applications. Therefore, the ATMR is not
suitable as fault-tolerant solution for safety-critical applications.

In the light of this, the goal of QAMR is to achieve the TMR reliability level while
still profiting from approximate computing advantages. To show the principle of the
QAMR scheme, we resort to Figure 16(c). The QAMR offers a complete coverage
since the four approximate modules are realized so that, overall, the function’s
domains are covered three times, as in the TMR scheme. At the same time, the four
AxICs enable the opportunity to achieve efficiency gains. The underlying insight is
that a good AxC technique achieves more gains than it reduces the system’s accuracy.
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Fig. 17 QAMR approximation approach [13]
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Figure 17 sketches the approximation approach proposed in [13] to realize the
modules required by the QAMR architecture. For a given circuit, one group of
outputs, along with their fan-in logic cone, is removed from the original circuit to
obtain a first approximate module; this process is performed four times with different
output groups to form four different AxICs. Removing a given output from only one
of the four approximate replicas is fundamental for the QAMR to work as intended.
By realizing the QAMR in this way, using the same voter as the TMR is possible.
Indeed, for a given output, the voter still receives three replicas as input. For better
clarity, Figure 18 shows an example of a 4-bits output circuit in the QAMR scheme.
Since eachAxIC has only onemissing output, the voter is able to execute themajority
vote just as in a classic TMR scheme.

With circuit having lots of outputs, exploring all possible ways of grouping their
to-be-removed outputs is not feasible. For example, for a circuit having 245 outputs,
the number of possible combinations is ≈ 10142. Therefore, in [13], the comple-
mentary groups of outputs to be removed were generated pseudo-randomly, in an
iterative experimental campaign. Experiments have been carried out on combina-
tional circuits from the public LGSynth’91 benchmark suite [84]. For each circuit,
the conventional TMR (i.e., three precise replicas and the voter) was compared with
the QAMR versions obtained in the experimental campaign (i.e., four approximate
modules and the same voter). For further details on the experimental setup, the reader
can refer to [13]. Figure 19 summarizes the results of the pseudo-random exploration.
In the graphs, relative area gain (y-axis) and relative timing gain (x-axis) w.r.t. the
original TMR are reported. The TMR is reported in the origin, symbol . Both area
and timing gains are calculated as follows:
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Fig. 18 QAMR example with conventional voting scheme
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Fig. 19 Non-dominated solutions, in terms of relative area and timing gain, obtained with a pseudo-
random exploration [13].

Ugain% =
UTMR − UQAMR

UTMR
· 100, (6)

where U represents either the area or the timing of the two architectures.
For each circuit, the graphs show the non-dominated solutions found with the

pseudo-random exploration, i.e., the solutions having either better or at least equal
area or delay w.r.t. each other solution in the set. They are organized as follows:

1. circuits presenting at least one non-dominated solution achieving gains in terms
of both area and delay (Q1 quadrant, G > 0 ∧ H > 0) are reported in the first
graph;
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2. circuits – that are not in Q1 – presenting at least one non-dominated solution
achieving gains only in terms of delay (Q2 quadrant, G ≤ 0∧ H > 0) are reported
in the second graph;

3. circuits – that are not in Q1 – presenting at least one non-dominated solution
achieving gains only in terms of area (Q4 quadrant, G > 0 ∧ H ≤ 0) are reported
in the third graph;

4. circuits – that are not in Q1 – presenting non-dominated solutions either in terms
of delay or area are reported in the fourth graph;

5. circuits presenting all non-dominated solutions not achieving any gains (Q3
quadrant, G ≤ 0 ∧ H ≤ 0) are reported in the last graph.

To help the reader, in the first and second graphs we added a ≈ 2X zoom of the
densest parts. The graphs highlight that, while for some circuits the exploration did
not find any solutions achieving gains (e.g. the decod circuit, symbol , quadrant
Q3), in general it is possible to obtain superior QAMR implementations w.r.t. the
original TMR, in terms of timing (e.g. alu4, symbol , quadrant Q2), area (e.g. x2,
symbol , quadrant Q4), or both (e.g. ex4, symbol Q, quadrant Q1).

The presented data clearly indicate that QAMR offers a cheaper alternative to the
standard TMR scheme for safety-critical applications. The results show that QAMR
is feasible and demonstrate that there is a real interest in using AxC to realize
more efficient fault-tolerant architectures for safety-critical applications. Since the
exploration results are far from being optimal, as also shown in [8], further studies
are needed to provide enhanced approximation techniques fully exploiting AxC
opportunities in safety-critical scenarios.

4 Conclusion

Regardless of the field of application, i.e. trading, health-care, satellite telecom-
munications, civilian transports, military equipment, data centers, etc., there is an
increasing demand of electronics able to perform complex and resource-intensive
operations. Most of these operations demand a high degree of reliability, availability
and safety. However, the increasing vulnerability of transistors and interconnects
require electronic system designs to overcome reliability issues, which intensify for
every new emergent CMOS technology generation. Furthermore, the complexity
of modern electronic systems makes difficult to realize error detection, recovery,
masking, etc. Moreover, also area and power limitations, as well as high perfor-
mance demands, are compelling requirements to satisfy. These requirements force
the industry to limit the overheads in reliability enhancements or come up with more
adaptive designs that respond to the reliability problematic of the targeted field of ap-
plication. Among the work of the last two decades, approximate computing brought
multiple opportunities to different extents. The fundamental goal is to improve the
system efficiency (time/area/energy) by relaxing result’s accuracy requirements. This
also brought along new challenges, concerning the reliability of electronic chips. In
particular, in this chapter, we focused on test and fault tolerance issues related to
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approximate hardware. We firstly showed how approximate computing changes the
conventional concepts of digital circuit testing and reviewed the approximate-aware
test flow, able to deal with such scenario. Then, we discussed how approximate
computing can be used to reduce the cost of fault detection and fault tolerance
mechanisms and showed how the state-of-the-art methodologies achieve this goal.

Finally, we deem interesting and valuable for the scientific community to move
toward the study of new Approximation-for-Reliability principles, allowing the de-
velopment of enhanced approximation methodologies that take into account also
reliability aspects.
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