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Abstract

A large CFL algorithm is presented for the explicit, finite volume solution of hyperbolic
systems of conservation laws , with a focus on the shallow water equations. The Riemann
problems used in the flux computation are determined using averaging kernels that extend
over several computational cells. The usual Courant-Friedrichs-Lewy stability constraint is
replaced with a constraint involving the kernel support size. This makes the method uncondi-
tionally stable with respect to the size of the computational cells, allowing the computational
mesh to be refined locally to an arbitrary degree without altering solution stability. The
practical implementation of the method is detailed for the shallow water equations with to-
pographical source term. Computational examples report applications of the method to the
linear advection, Burgers and shallow water equations. In the case of sharp bottom discon-
tinuities, the need for improved, well-balanced discretizations of the geometric source term is
acknowledged.

Note: For the purpose of Open Access, a (CC-BY public copyright licence) has been applied
by the authors to the present document and will be applied to all subsequent versions up to the
Author Accepted Manuscript arising from this submission.

1 Introduction
Explicit methods for hyperbolic systems are subjected to the so-called Courant-Friedrichs-Lewy
(CFL) stability constraint ⌫ = �max�t/�x  1 [6], where �max is the maximum of the absolute
values of the wave propagation speeds of the hyperbolic system and �x is the width of the compu-
tational cell. This amounts to saying that the computational time step must be such that the size
of the domain of dependence of the solution be smaller than the size of each computational cell
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in the domain. This induces a number of problems in practical applications, such as engineering
studies, where computational times are seen as an important (if not the most important) crite-
rion for mesh design, sometimes at the expense of computational accuracy. Two typical examples
where the CFL constraint hinders the quality of the computational solution can be mentioned.
The first is that of strongly contrasted wave propagation speeds in the hyperbolic system, e.g.
when the governing equations for compressible fluid or free surface flows are coupled with those
of advection-dominated transport. In such systems, the transport velocity is often an order of
magnitude smaller than the pressure wave speed. The computational time step being limited by
the propagation speed of the pressure waves, the CFL for the transport processes is very small,
which induces a strong numerical diffusion in the transport solution. The second example is that
of meshes requiring a local refinement in order to accommodate for strongly varying, local geo-
metrical features (e.g. large bathymetry variations in the shallow water equations). While such
cells yield a strong restriction on the computational time step, it may be important to minimize
numerical diffusion (and therefore achieve CFL values as close to unity as possible) in other parts
of the model rather than in this limited number of small cells. In both situations, allowing for CFL
values larger than unity (albeit in restricted regions of the model) is desirable. Besides local time
stepping and asymptotic formulations (see e.g. [3]) that will not be considered here, approaches
using uniform time steps have been proposed in the past to overcome the CFL limitation.

A first option consists in switching from space- to time-averaging [5, 11]. This makes the scheme
implicit, with the drawback that large systems must be solved. For some particular configurations
(subcritical/subsonic flows), the system is triangular and becomes very easy to solve [12]. However,
it is not clear how the approach could be extended to the solution of multidimensional problems
over unstructured grids.

A second option is to preserve the explicit character of the scheme by allowing the domain
of dependence to extend over more than one cell [20, 21, 22, 13, 17]. When linear systems of
conservation laws are dealt with, the computation of the domain of dependence and the averaging
are straightforward [18, 19]. For non-linear systems, however, a simple averaging may not suffice
because of the multiple, non-linear interactions that may arise from the waves within the domain
of dependence [22, 31] and because of the possible violations of the entropy conditions [23]. The
method described in [22, 31] is time-consuming in that the computation of the domain of depen-
dence is time-dependent and it may be necessary to account for up to three wave interactions
within a given time step to achieve CFL values of 3 to 4 [31]. Moreover, even for linear systems,
the method is very sensitive to the accuracy with which the domain of dependence is computed, a
consideration that holds for most schemes for hyperbolic systems [32]. This means that the domain
of dependence must be recomputed at every time step for each computational interface, a task that
contributes to slow down the algorithm. The difficulty may be overcome to some extent by tracking
the domain of dependence in a forward manner rather than backward in time [25, 26, 27], with
reported CFL values up to 8 for shallow water simulations. In [38], CFL up to 25 are achieved.
Second-order extensions of the method are available [24]. In [28], the large time step approach is
formulated in a different way, by increasing the domain of dependence of the solution. The flux
at a given interface is computed as a linear combination of the fluxes at the cell interfaces lying
within the domain of dependence. The formulation is applied to Roe’s and HLL flux formulae in
[29, 30].

A third approach, that can be seen as a generalization of the second, uses filters to derive
unconditionally stable explicit methods. For instance, [33] uses predefined convolution kernels
that may be made independent from the cell width, thus simplifying the averaging procedure.
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In [1], damping filters are used to enforce stability. Note that [28, 29, 30] can also be seen as
resulting from a weighted average (thus a filtering) of the fluxes. The present work follows this
approach, with the difference that the filtering is applied prior to the computation of the fluxes
and source terms. The method is called Large CFL (LCFL) hereafter to avoid any confusions with
the well-known Large Time Step (LTS) approach.

This paper is organised as follows. In Section 2, the approach is described for general hyperbolic
systems. Subsection 2.1 is devoted to the broad lines of the proposed LCFL approach. The key
contribution of the present work is presented in Subsection 2.2. Section 3 details the application to
the one-dimensional shallow water equations, that incorporate a geometric source term in addition
to the hyperbolic terms. Section 4 is dedicated to a stability analysis of the proposed method.
In Section 5 we present numerical applications to the linear advection, Burgers and shallow water
equations. Section 6 is devoted to a discussion and conclusions. Additional information on the
performance of various convolution kernels can be found in Appendix A.

2 Numerical scheme : hyperbolic part

2.1 Algorithm overview
The purpose is to solve the conservation law

@tu+ @xf = 0 (1)

using a finite volume approach. Eq. (1) is discretized into

un+1
i = un

i +
�t

�x

⇣
fn+1/2
i�1/2 � fn+1/2

i+1/2

⌘
(2)

where un
i and fn+1/2

i�1/2 are respectively the average of u over the ith computational cell at the nth

time level and the flux at the interface i � 1/2 between cells i � 1 and i. fn+1/2
i�1/2 is computed by

solving a Riemann problem with initial state

u (x, tn) =

(
ui�1/2,L if x < xi�1/2

ui�1/2,R if x > xi�1/2

(3)

The key feature of the algorithm lies in the computation of the left and right states of the Riemann
problem. In the original Godunov scheme [10], the left and right states are taken equal to the
average values un

i�1 and un
i respectively. In higher-order schemes such as the MUSCL [16] or the

PPM [4], the profile u (x, tn) is reconstructed using piecewise linear or piecewise parabolic functions.
The left and right states are obtained from suitable averages of these reconstructed profiles. In the
PPM [4] and MUSCL-EVR techniques [9], the left and right states are obtained by averaging the
reconstructed variables in the basis of eigenvectors of the Jacobian matrix A = @f/@u. A variation
using the averaged Riemann invariants is also available [34]. The EVR approach is used in what
follows.

The conserved variable u is rewritten as

u = K↵ =
X

p

↵pKp (4)
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where K is the matrix of eigenvectors of A, Kp and ↵p are respectively the pth eigenvector of A
and wave strength. The algorithm is first explained for the determination of the left state of the
Riemann problem.

(1) A domain of size D is defined a priori for the averaging. For the left state of the Riemann
problem, this averaging domain extends on the left-hand side of the interface. In usual
explicit schemes, the size of this domain is the cell width �x, while the proposed LCFL
algorithm allows for wider domains.

(2) The average of u(x, tn) over D is used to compute the averaged matrix of eigenvectors and
the wave propagation speeds:

ui�1/2,L =
1

D

ˆ xi�1/2

xi�1/2�D
u (x, tn) dx (5a)

KL,p = Kp

�
ui�1/2,L

�
(5b)

�L,p = �p(ui�1/2,L) (5c)

(3) Each wave strength ↵p is averaged over its domain of dependence (Figure 1), the width of
which is denoted by DL,p

DL,p = �L,p�t (6a)

↵L,p =

(
1

DL,p

´ xi�1/2

xi�1/2�DL,p
↵p (x, tn) dx if DL,p > 0

↵p

�
ui�1/2,L

�
if DL,p  0

(6b)

Note that the CFL stability constraint requires that all the DL,p be smaller than D.

(4) The left state of the Riemann problem is obtained as

ui+1/2,L =
X

p

K,L,p↵L,p (7)
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t

x

ap

xi-1/2

xi-1/2

dx/dt = lL,p

xi-1/2 – DL,p

ap (x)

aL,p

tn+1

tn

xi-1/2 – DL,p

Figure 1: EVR scheme. Definition sketch for the averaging of the wave strengths on the left-hand
side of the interface. Top: propagation of the pth wave strength in the (x, t) plane. Bottom:
averaging of the wave strength over its domain of dependence.

The right state of the Riemann problem is defined by repeating Steps (1)-(4) above for an
averaging domain D extending on the right-hand side of the interface:

ui+1/2,R =
X

p

K,R,p↵R,p (8)

with
KR,p = Kp

�
ui�1/2,R

�
(9a)

ui�1/2,R =
1

D

ˆ xi�1/2

xi�1/2�D
u (x, tn) dx (9b)

↵R,p =

(
1

DR,p

´ xi�1/2

xi�1/2�DR,p
↵p (x, tn) dx if DR,p < 0

↵p

�
ui�1/2,R

�
if DR,p � 0

(9c)

DR,p = �R,p�t (9d)

�R,p = �p

�
ui�1/2,R

�
(9e)

Remark 1. In this case, the domain of dependence of the solution extends on the right-hand side

of the interface, consequently D < 0.

In the case of a subcritical/subsonic 2 ⇥ 2 system (i.e. with �1 < 0 and �2 > 0), the above
formulae can be simplfied into [9]

↵L,p =
1

D2

ˆ xi�1/2

xi�1/2�D2

↵p (x, t
n) dx p = 1, 2 (10a)
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↵R,p =
1

D1

ˆ xi�1/2

xi�1/2�D1

↵p (x, t
n) dx p = 1, 2 (10b)

D1 = �1

�
ui�1/2,R

�
�t, D2 = �2

�
ui�1/2,L

�
�t (10c)

This is the version used in the computations hereafter.

Remark 2. In Section 4 , the CFL constraint is shown to be

⌫0 = �
�t

D
 ⌫0max (11)

where ⌫0max depends only on the convolution kernel. Using the definition of the CFL number

⌫ = ��t/�x, the above condition is equivalent to

⌫  D

�x
⌫0max (12)

Equation (11) shows that the maximum permissible time step does not depend on the width �x of

the computational cell but on the size D of the convolution domain. Consequently, arbitrarily large

CFL values may be achieved depending on the ratio D/�x, as shown by Eq. (12). This is why the

term Large CFL (LCFL) is used instead of Large Time Step (LTS) for the present method.

ARu: OK comme cela

2.2 Equivalent Riemann problem definition for large CFL
The proposed approach is based on the following considerations.

(a) Iterations should be avoided. In particular, no iterative update of the domain of dependence
of the various waves is performed. This is obviously a strong limitation in the case of strongly
varying wave speeds with respect to both time and space. It is expected however that in
the case of slow transients and subcritical flows, such a non-iterative method should give
reasonably accurate results.

(b) The computation of the averages ↵S,p (S = L,R) in Eq. (7) should yield as smooth and
non-oscillatory solutions as possible, even if the size of the domain of dependence of ↵S,p has
not been determined with optimal accuracy. This requirement is motivated by the following
considerations. While computing the size of the domain of dependence is very easy in the
case of a linear system, this procedure becomes significantly more time consuming when the
system is non-linear. Moreover, assuming that the present work is to be extended to two-
dimensional systems, determining the exact size of the domain of dependence of a non linear
system in two dimensions of space may turn out to be intractable.

In the present work, the averaging is performed using a convolution kernel

↵L,p = wL ⇤ ↵ (13a)

↵R,p = wR ⇤ ↵ (13b)
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wR(x) = wL(�x) =

⇢
0 if x < 0

fw(x) if x � 0
(13c)

fw(x) � 0 8x � 0 (13d)
ˆ D

0
fw(x)dx = 1 (13e)

where the constraints (13d) and (13e) are derived respectively from positiveness and consistency
considerations. Note that consistency is to be understood in the limit of both both D and �x
tending to zero.

An obvious solution consists in giving the same weights to all computational cells

fw(x) =

⇢
1
D if x 2 [0, D]
0 otherwise (14)

However this kernel yields strongly oscillatory solutions (see Appendix A). The reason is that this
kernel gives the same weight to all points of the support of fw, making the average very sensitive
to the estimate of D. In the light of Consideration (b) above, this issue is eliminated by using
decreasing functions fw giving a lighter weight to large distances than to small ones. In what
follows, a power law is used:

fw(x) =

(
b+ 1

D

⇣
1� x

D

⌘b
if x 2 [0, D]

0 otherwise
(15)

with b = 1.5. For the sake of computational rapidity, the convolution is not computed exactly. For
Interface i+ 1/2, the following numerical approximations are used

↵L,p ⇡
PK

k=1 ↵i�k+1�xi�k+1fw(xi+1/2 � xi�k+1)
PK

k=1 �xi�k+1fw(xi+1/2 � xi�k+1)
(16a)

↵R,p ⇡
PK

k=1 ↵i+k�xi+kfw(xi+1/2 � xi+k)
PK

k=1 �xi+kfw(xi+1/2 � xi+k)
(16b)

where K is the number of cells spanned by the kernel and �xi is the width of the ith computational
cell. Alternative kernels are presented in Appendix A.

3 Application to the shallow water equations

3.1 Governing equations
The scheme is applied to the one-dimensional shallow water equations

@tu+ @xf = s (17a)

u = [h, q]T = [h, hu]T (17b)

f = [q,M ]T =


q,

q2

h
+

g

2
h2

�T
(17c)
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s = [0, gh(S0 � Sf )]
T (17d)

where g is the gravitational acceleration, h is the water depth, M is the specific force per unit
width, q is the unit discharges, S0 = �@xzb and Sf are respectively the bottom and friction slopes,
u is the flow velocity, and zb is the bottom elevation. The eigenvalues of the system are

�(p) = u+ (�1)pc, c = (gh)1/2, p = 1, 2 (18)

Note that equation (17a) can also be rewritten using the following variable change for an easier
discretization (see next subsection):

@tu
0 + @xf = s (19a)

u0 = [z, q]T = [h+ zb, hu]
T (19b)

The application of the EVR procedure to this system of equations gives [9]

K =


1 1

u� c u+ c

�
(20a)

↵1 = ↵2 =
h

2
(20b)

Consequently, reconstructing the water depth (or free surface elevation) alone is sufficient to re-
construct [h, q]T .

The salient difference between this system and the conservation form (1) presented in Section 2
is the presence of the source term s. Many approaches for source term treatment are available [15].
The source term splitting approach is retained [2, 8]. How the source term is to be accommodated
in the LCFL discretization depends on the flux formulae. Therefore, the treatment of the source
term is Riemann solver-dependent so far. The discretization (2) is revised into (see Appendix B)

un+1
i = un

i +
�t

�x

⇣
fn+1/2
i�1/2 � fn+1/2

i+1/2 + sn+1/2
i�1/2,R + sn+1/2

i+1/2,L

⌘
(21a)

sn+1/2
i�1/2,L =

�+
i�1/2

�+
i�1/2 � ��

i�1/2

sn+1/2
i+1/2 (21b)

sn+1/2
i�1/2,R =

���
i�1/2

�+
i�1/2 � ��

i�1/2

sn+1/2
i+1/2 (21c)

sn+1/2
i+1/2 =

⇢
� g

2

�
(zL � zb,L)2 � (zL � zb,R)2

�
if zb,L < zb,R

g
2

�
(zR � zb,R)2 � (zR � zb,L)2

�
if zb,L > zb,R

(21d)

3.2 Riemann solver
The Riemann solver is the HLL [14] / HLLC [37, 36] solver with Davis’ [7] wave speed estimates.
The flux formulae are

fi+1/2 =
�+
i+1/2fi+1/2,L � ��

i+1/2fi+1/2,R

�+
i+1/2 � ��

i+1/2

�
��
i+1/2�

+
i+1/2

�+
i+1/2 � ��

i+1/2

(u0
i+1/2,L � u0

i+1/2,R) (22a)
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��
i+1/2 = min

⇣
0,�(1)

i ,�(1)
i+1

⌘
(22b)

�+
i+1/2 = max

⇣
0,�(3)

i ,�(3)
i+1

⌘
(22c)

In the particular case of water at rest

[z, q]T (x, 0) = [z0, 0]
T 8x (23)

one has
�+
i+1/2 = ���

i+1/2 = max(ci, ci+1) 8i (24a)

qi+1/2 = 0 8i (24b)

Mi+1/2 =
g

4

�
h2
i + h2

i+1

�
8i (24c)

3.3 Treatment of the geometric source term
In order to preserve the static conditions (23), the convolution kernel is applied to the free surface
elevation instead of the water depth:

zi+1/2,L = wL ⇤ z(x, tn) (25a)

zi+1/2,R = wR ⇤ z(x, tn) (25b)

The necessary conditions for well-balancing are examined hereafter. Consider the static conditions
(23) and three consecutive cells (i � 1, i, i + 1) with different bottom levels (zb,i�1, zb,i, zb,i+1). A
necessary well-balancing condition is that static conditions be preserved, that is

fi�1/2 � fi+1/2 + si�1/2,R + si+1/2,L = 0 (26)

Consider first the bottom configuration zb,i�1  zb,i  zb,i+1. In the particular case (23), the
momentum equation becomes

g

4

⇣
h2
i�1/2,L + h2

1�1/2,R

⌘
�g

4

⇣
h2
i+1/2,L + h2

i+1/2,R

⌘
�g

4
(h2

i�1/2,L�h2
i�1/2,R)�

g

4
(h2

i+1/2,L�h2
i+1/2,R) = 0

(27)
which is equivalent to

(h2
i�1/2,R)� (h2

i+1/2,L) = 0 (28)

Moreover, from the initial conditions

hi�1/2,R = zi�1/2,R � zb,i�1/2,R = z0 � zb,i�1/2,R (29a)

hi+1/2,L = zi+1/2,L � zb,i+1/2,R = z0 � zb,i+1/2,L (29b)

Substituting the above two relationships into (28) yields

zb,i+1/2,L = zb,i�1/2,R = zb,i (30)

In other words, the bottom level of Cell i should be used in the characterization of the Riemann
problem for the flux and source term computation at both interfaces i� 1/2 and i+1/2. It is easy
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to check that this formula allows static conditions to be preserved for all other possible bottom
configurations.

In addition, a momentum balance fix is used in the cells where the CFL exceeds a user-defined
threshold (usually set around 10). The purpose of this fix is to remove spurious oscillations in
the cell-averaged unit discharge profiles in the presence of steep topographical gradients combined
with large CFL. Indeed, while Eq. (21d) preserves static conditions, it yields artificial oscillations
in the cell-averaged unit discharge for steady state configuration involving a non-zero discharge.
The reason for this is detailed in Appendix B. Such oscillations do not indicate a violation of the
mass conservation principle, but only an inaccurate momentum balance due to the inaccuracy of
the source term discretization. The purpose of the fix, based on a minmax procedure with the
unit discharges in the neighbouring cells, is simply to adjust the local estimate of the topographic
source term so as to avoid artificial oscillations.

4 Linear stability analysis
The stability analysis is carried out for the 1D linear advection equation

@tu+ @x(�u) = 0 (31)

that can be extended to linear hyperbolic systems using the Riemann invariants. The purpose is
to provide an analysis of the convolution kernel as applied to the first-order upwind discretization
of Eq. (31):

un+1
i = un

i + ⌫
⇣
ũn
i�1/2,L � ũn

i+1/2,L

⌘
(32a)

⌫ = �
�t

�x
(32b)

ũn
i+1/2,L = wL ⇤ u(x, tn) ⇡

KX

k=1

fku
n
i�k+1�x (32c)

KX

k=1

fk�x = 1, �x =
D

K
(32d)

where the fk = f(xk) are the coefficients of the convolution kernel at abscissae k�x, and ⇤ denotes
the convolution product.

4.1 General framework
Following Von Neuman’s stability analysis, the solution is sought in the form

un
i = u0

0 exp(µt+ j�i�x) , j2 = �1 (33)
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where ��x = 2⇡/M 2 [0,⇡] (M is the wave number, ranging from 2 to infinity). The numerical
amplification factor is given by

AK ⌘ un+1
i
un
i

= 1 + ⌫
�
1� ej��x

� KX

k=1

fke
�jk��x�x

= 1 + ⌫0K
�
1� ej��x

� KX

k=1

fke
�jk��x�x

= 1 + ⌫0D
KX

k=1

fk
⇣
e�jk��x � e�j(k�1)��x

⌘

(34a)

⌫0 ⌘ ⌫

K
=

��t

K�x
=

��t

D
(34b)

where j2 = �1. The writing with ⌫0 is more convenient than that with ⌫ for furter analysis
because ⌫0 is independent of K. This makes it possible to consider the limit case �x ! 0, that
yields infinite K and ⌫ while leaving ⌫0 unchanged.

Two amplification factors are defined.

Definition 1 (Numerical amplification factor). For any given D > 0, �x, � 2 (0,⇡/�x], ⌫0 > 0
and any positive kernel function f with support [0, D], we rewrite the numerical amplification factor

(34a) as:

AK(�) = 1 + ⌫0
�
↵K(�) + j�K(�)

�
, (35)

↵K(�) = D
KX

k=1

fk
�
cos(�xk)� cos(�xk�1)

�
, (36)

�K(�) = �D
KX

k=1

fk
�
sin(�xk)� sin(�xk�1)

�
, (37)

(38)

where we recall that j is the unit imaginary number.

Definition 2 (Asymptotic amplification factor). For any given D > 0, � > 0, ⌫0 > 0 and any

positive kernel function f with support [0, D], we define A1 as the limit expression for AK as K
tends to infinity:

A1(�) = 1 + ⌫0
�
↵(�) + j�(�)

�
, (39)

↵(�) = �D�

ˆ D

0
f(x) sin(�x) dx, (40)

�(�) = �D�

ˆ D

0
f(x) cos(�x) dx. (41)
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Figure 2 provides a graphical representation of AK and A1 in the complex plane.

10-1

AK

A
∞

Figure 2: Representation of AK and A1 in the complex plane. Bold solid line: set of the possible
locations for Ak for all ��x. Bold dashed line : set of locations for A1 for all �. Thin, dashed
line: unit circle. AK and A1 are drawn for the same �.

The following practical results are derived in the sequel of the present section:

(S1) There exists a value for ⌫0 such that the numerical amplification factor AK lies within the
unit circle for all � �x  ⇡, thus ensuring stability of the numerical solution.

(S2) Let A1 be the limit location of AK in the complex plane for K ! 1. There also exists a
positive ⌫0 such that A1 lies within the unit circle.

Note that since f is a kernel function, f is non-negative,
´D
0 f = 1 and

IK =
KX

k=1

xkfk �x > 0, (42a)

I =

ˆ D

0
xf(x) dx > 0 (42b)

In order to analyse the stability of the upwind scheme (32a), we first prove an asymptotic
result for A1(�) (see Theorem 1), before studying the numerical amplification factor AK(�) (see
Theorem 2).
In all lemmas hereafter, we will use the following equalities:

|A1(�)|2 = 1 + ⌫0
⇣
2↵(�) + ⌫0

�
↵2(�) + �2(�)

�⌘
(43a)

|AK(�)|2 = 1 + ⌫0
⇣
2↵K(�) + ⌫0

�
↵2
K(�) + �2

K(�)
�⌘

(43b)

4.2 Asymptotic Stability
We now prove the following three lemmas.
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Lemma 1. Let ⌫01 = I/(5D), there exists �⇤
1 > 0 such that:

8(⌫0,�) 2 (0, ⌫01)⇥ (0,�⇤
1), |A1(�)|  1

Proof. Elementary computations yield

↵(0) = 0, ↵0(0) = 0, ↵00(0) = �2ID (44a)

�(0) = 0, �0(0) = �D (44b)

Consequently, there exists �⇤ > 0 such that, for every 0 < � < �⇤:

� 3ID�2/2 < ↵(�) < �ID�2/2, (45a)

� 2D� < �(�) < �D�/2. (45b)

Define �⇤
1 = min(�⇤, 2/(3I)) and choose ⌫0 > 0 such that ⌫0 < ⌫01 = I/(5D). For � < �⇤

1 and
⌫0 < I/(5D) one has

2↵+ ⌫0(↵2 + �2) < ��2
⇣
ID � ⌫0D2( 9I

2

4 �2 + 4)
⌘

< ��2D(I � 5⌫0D)
< 0

(46)

Using Equation (43a) concludes the proof.

Lemma 2. There exists ⌫02>0 such that:

8(⌫0,�) 2 (0, ⌫02)⇥ [�⇤
1 , 2⇡/D], |A1(�)|  1

Proof. Let � : [�⇤
1 ;

2⇡

D
] �! R

� 7�! �2↵(�)

↵2(�) + �2(�)

.

The function � is positive and continuous on a compact set, so it is bounded. In particular there
exists �min > 0 such that:

8� 2 [�⇤
1 ;

2⇡

D
],�(�) � �min (47)

Let us now set ⌫02 = �min > 0, then for every � 2 [�⇤
1 ;

2⇡
D ], equations (47) and (43a) lead to

|A1(�)|  1.

Lemma 3. There exists ⌫03>0 such that:

8(⌫0,�) 2 (0, ⌫03)⇥ [2⇡/D,+1), |A1(�)|  1

Proof. The result comes directly from (43a), together with trigonometry considerations and relying
on the fact that f is a positive, continuous, non constant, decreasing function.

Finally, we are now able to state the following asymptotic stability theorem:

Theorem 1. For every D > 0 and every decreasing kernel function f over [0, D],

9⌫⇤ > 0 : 8(⌫0,�) 2 (0, ⌫⇤)⇥ [0,+1), |A1(�)|  1
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Proof. If f is constant, then A1(�) can be computed explicitly and ⌫⇤ = 1 is sufficient.
If f is not constant, the proof relies on Lemmas 1, 2 and 3, choosing

⌫⇤ = min(⌫01, ⌫
0
2, ⌫

0
3) > 0

and recalling that A1(0) = 1 for every ⌫0 > 0.

4.3 Discrete stability
The scheme behaviour is investigated for a vanishing �x = D/K and a fixed time step. We recall
that AK can be written as:

AK(�) = 1 + ⌫0
�
↵K(�) + j�K(�)

�

We have the following lemmas for AK(�):

Lemma 4. Let ⌫04 = IK/(5D), there exists �⇤
1 > 0 such that:

8(⌫0K ,�) 2 (0, ⌫04)⇥ (0,�⇤
1), |AK(�)|  1

Lemma 5. There exists ⌫05>0 such that:

8(⌫0K ,�) 2 (0, ⌫05)⇥, [�⇤,⇡/�x], |AK(�)|  1

The proofs for lemmas 4-5 are similar to the ones of Lemmas 1-2 and will not be repeated here.
We can now state the following stability theorem:

Theorem 2. For every D > 0, every K 2 N⇤
and every decreasing kernel function f over [0, D],

9 ⌫⇤K > 0 : 8(⌫,�) 2 (0, ⌫⇤K)⇥ [0,⇡/�x], |AK(�)|  1

Proof. If f is constant, then AK(�) can be computed explicitly and ⌫⇤ = 1 is sufficient.
If f is not constant, the proof relies on Lemmas 4 and 5, choosing

⌫⇤K = min(⌫04, ⌫
0
5) > 0

and recalling that AK(0) = 1 for every ⌫0K > 0.

4.4 Practical computation of the stability constraint
In practice, ⌫⇤K is needed to compute the maximum permissible time step �tmax as

�tmax = min
i

✓
⌫⇤K

�xi

�i

◆
(48)

Let ⌫
0 max
K be the maximum ⌫0 for which the numerical amplification factor AK = 1+⌫0(↵K +j�K)

remains within the unit circle. Let A, B, B’ and C be respectively the points z = 1, z = 1+↵K+j�K ,
z = 1+ ⌫0(↵K + j�K) = AK and the intersection of (AB) with the unit circle in the complex plane
(Figure 3). The numerical solution is stable provided that B’ remains within the unit circle for
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all �. In other words, AB’  AC is a necessary and sufficient condition for linear stability. Since
AB0 = ⌫0AB, stability is equivalent to

⌫0  AC
AB

=
�2↵K(�)

↵2
K(�) + �2

K(�)
8 � (49)

Consequently

⌫
0 max
K = min

�

�2↵K(�)

↵2
K(�) + �2

K(�)
(50)

From a practical point of view, Equation (50) is applied for a large number (typically 100) of �
within [0,⇡/�x] and the minimum value is retained.

Remark 3. It is noted that the constraint (50) depends on K and is not mesh-independent.

However, numerical experiments seem to indicate that, for convolution kernels given by decreasing

functions over [0, D] such as those presented in Appendix A,

⇢K =
���
AK � 1

A1 � 1

���  1, 8K 2 N⇤ (51)

which implies that ⌫⇤K > ⌫⇤ for every K 2 N⇤
. The consequence would be a mesh-independent

stability condition, obtained from the limit case K ! 1. Whether Property (51) actually holds is

left for further research.
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1 + aK(s) A

B

C

B’
1 + n ’ aK(s)

Figure 3: Computation of the maximum permissible ⌫0. Definition sketch in the complex plane,
with aK(�) = ↵K(�) + j�K(�).

5 Computational examples

5.1 Linear advection
The method is first tested for the linear advection equation

@tu+ @x(cu) = 0 (52)
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where c is the advection velocity and u is a scalar. The initial condition is

u(x, 0) =

⇢
u0 for x 2 [x1, x2]
0 otherwise (53)

The computational grid is irregular. All cells have a width �x0, except for cell 101, with a width
�x1 significantly smaller than the others. The numerical values of the parameters are given in
Table 1.

parameter meaning value
c advection velocity 1 m s�1

u0 step height 0.5 m
x1 LH abscissa of the step 10 m
x2 RH abscissa of the step 60 m
�x0 default cell width 1 m
�x1 width of Cell 101 10�2 m

Table 1: Linear advection equation. Test parameters.

The equation is solved using two methods, with two different time steps (see Table 2). The first
is the classical explicit Godunov method, that is subjected to the unit CFL stability constraint
(here, �t = 10�2 s). The second is the proposed LCFL method, with a time step such that the
CFL in the coarse cells in unity (therefore, the CFL in the narrow cell is 100). The convolution
kernel is given by (15), with D = 2 m and b = 1.5. The CPU times for the two methods are shown
in Table 2.

Method �t Max. CFL CPU time
Godunov 0.01 s 1 13.25 s
LCFL 1.2 s 100 0.14 s

Table 2: Linear advection equation. CPU times for the classical, explicit Godunov method and
the LCFL algorithm. Kernel function: Eq. (15), with (D, b) = (2 m, 1.5).

The computational results are shown in Figure 4. The Godunov solution is subjected to extreme
numerical diffusion owing to the very small time step enforced by the narrow cell. This results in
a CFL value of 0.01 in the coarse cells, hence the strongly damped profile. In contrast, the LCFL
solution is subjected to a much milder damping. Besides, the CPU time is reduced by two orders
of magnitude compared to the Godunov solution.

5.2 Burgers equation
As in Subsection 5.1, a Burgers-type equation

@tu+ @x
�
ku2

�
= 0 (54)

where k is a constant, is solved over an irregular grid using the classical Godunov and the proposed
LCFL methods. The mesh charateristics and initial conditions are the same as those of the previous
test (see Table 1), the constant k in Eq. (54) is set to unity. The convolution kernel is the same as
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Figure 4: Linear advection equation. Top : Godunov solution. Bottom: LCFL solution. The
narrow cell (x = 100 m) is indicated by the vertical grey line in the graphs.

.

that of the previous test. Given the initial conditions, the wave propagation speed � = 2ku ranges
between 0 and 1 m s�1. The computational time step, maximum CFL value over the computation
and the CPU times for this test are given in Table 3.

Method �t Max. CFL CPU time
Godunov 0.01 s 1 21.55 s
LCFL 1.0 s 100 0.188 s

Table 3: Burgers equation. CPU times for the classical, explicit Godunov method and the LCFL
algorithm. Kernel function: Eq. (15), with (D, b) = (2 m, 1.5).

Figure 5 shows the profiles obtained using the two numerical methods. The self-sharpening
character of the shock contributes to a reduced numerical diffusion in the Godunov solution com-
pared to the linear advection case. The LCFL solution is slightly sharper than the Godunov
solution, but the main advantage of the latter over the former is the CPU time reduced by two
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orders of magnitude owing to the much larger permissible time step.

 

 0

 1

 0  150

u (m/s)

x (m)

Initial
Numerical
Analytical

Explicit Godunov, max. CFL = 1.0

 0

 1

 0  150

u (m/s)

x (m)

Initial
Numerical
Analytical

LCFL, max. CFL = 100

Figure 5: Burgers equation. The narrow cell (x = 100 m) is indicated by the vertical grey lines in
the graphs.

5.3 Shallow water equations: dambreak problem over flat bottom
This test consists in solving the following Riemann problem

[h, q]T (x, 0) =

(
[hL, 0]T if x < 0

[hR, 0]T if x > 0
(55)
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The analytical solution is detailed in [35]. The parameters used in the present application are
provided in Table 4. The problem is solved numerically using three approaches. Firstly, the

Parameter meaning numerical value
g gravitational acceleration 9.81 m s�2

hL water depth on left-hand side of dam 10 m
hR water depth on right-hand side of dam 5 m
�x0 default cell width 1 m
�x1 width of cells 101 and 202 10�2 m

Table 4: Dambreak problem parameters.

Godunov scheme is used over a regular grid with �x = 1 m and computational time step �t
corresponding to the classical unit CFL stability constraint. Secondly, the Godunov scheme is
used over an irregular grid with �x = �x0 = 1 m everywhere, except at x = ±50 m, where
�x = �x1 = 10�2 m. There again, �t is such that the maximum CFL is unity, yielding a time
step 100 times as small as in the first case. Thirdly, the LCFL algorithm is used, with three possible
values for D (D = 2 m, D =5 m and D = 10 m) and a fixed ⌫0 = 0.85. The numerical parameters
and the CPU times are given in Table 5.

Method �t max. CFL CPU time
Godunov, regular grid �x = 1 m 8.8⇥ 10�2 s 1.0 0.438 s
Godunov, irregular grid �x0 = 1 m, �x1 = 0.01 m 8.8⇥ 10�4 s 1.0 43.0 s
LCFL, irregular grid, D = 2 m 0.15 s 170 0.28 s
LCFL, irregular grid, D = 5 m 0.3 s 340 0.18 s
LCFL, irregular grid, D = 10 m 0.6 s 680 0.11 s

Table 5: Dambreak problem. Numerical parameters and CPU times.

Figure 6 shows the water depths obtained from the three approaches at t = 10 s. The top
graph shows the solution given by the Godunov scheme over the regular grid with a maximum
CFL equal to unity. The middle plot shows the water depth profile obtained using the Godunov
scheme on the irregular grid. With a CPU time almost 100 times larger, the solution is subjected
to substantial numerical diffusion owing to the small CFL (smaller than or equal to 10�2) in the
cells of width �x = 1 m. The bottom plot shows the solution obtained using the LCFL algorithm
for a kernel support size D = 2 m. The LCFL algorithm allows for CFL values of 1.7 in the
cells with �x = 1 m and 170 in the two cells with �x = 10�2 m. The consequence is a milder
numerical diffusion and reduced CPU times. The LCFL scheme is even slightly faster than the
original Godunov scheme on the regular grid.

Figure 7 illustrates the sensitivity of the LCFL solution to the kernel support size D. As shown
in Table 5, larger �t values can be used as D increases because ⌫0 is fixed. Accordingly, the CPU
time decreases. As expected and can be seen in Figure 7, the numerical diffusion increases with
D. Numerical diffusion is minimized when D is close to the size of the wider cells in the domain.
Increasing D increases the number of cells of which the left and right states of the Riemann problem
are averaged, thus leading to solution smoothing. There is thus a trade-off to be found between
CPU time and solution accuracy.
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5.4 Shallow water equations: dambreak problem over sinusoidal bottom
The purpose of the present subsection is to illustrate the performance of the method in the presence
of a variable bottom elevation. More specifically, the well-balancing issues detailed in Subsection
3.3 and in Appendix B are addressed. This test uses the same initial conditions as in Subsection
5.3, but the bottom follows a continuous, sine wave law:

zb(x) = a cos
⇣
2⇡

x

L

⌘
(56)

with (a, L) = (1 m, 10 m). Four simulations are carried out. The first is the so-called refeence
simulation. It uses Godunov’s scheme with a regular cell width �x = 5 cm. Since no analytical
solution exists for the IVP over a sinusoidal bottom, the purpose of this simulation is to provide a
reference solution with which the remaining solutions are to be compared. In the second simulation,
the first-order Godunov scheme is used with a regular cell width �x = 1 m. In the third, the
Godunov scheme is used with �x = �x0 everywhere, except in Cells 101 and 202, where �x is set
to �x1. The fourth simulation is the same as the third, except that the LCFL approach is used
instead of the first-order Godunov scheme. The computational time steps, maximum CFL values
and CPU times for these simulations are provided in Table 6

Method �t max. CFL CPU time
Godunov, regular grid �x = 5 cm 4.5⇥ 10�3 1.0 315 s
Godunov, regular grid �x = 1 m 8.7⇥ 10�2 s 1.0 0.66 s
Godunov, irregular grid �x0 = 1 m, �x1 = 0.01 m 1.06⇥ 10�3 s 1.0 56.0 s
LCFL, irregular grid �x0 = 1 m, �x1 = 0.01 m 0.103 s 109.4 0.546 s

Table 6: Dambreak problem over sinusoidal bottom. Numerical parameters and CPU times.

Figure 8 shows the free surface elevation and unit discharge profiles resulting from the four
simulations. Figure 9 is a zoomed view over the central part of the domain.

5.5 Dambreak over discontinuous bottom
In the present subsection, the performance of the method is assessed for a transient propagating
over a discontinuous bottom

zb(x) =

(
z0 if x 2 [x1, x2]

z1 otherwise
(57)

The numerical values of the parameters are given in Table 7. This test is more challenging than
that reported in the previous subsection. In Subsection 5.4, the difference between the bottom
elevation of the cells decreases with �x, while it is fixed in the case of a discontinuous bottom.
Since the latter situation is as likely to occur as the former in practical applications, assessing the
behaviour of the LCFL method for this configuration is important. Six simulations are carried out.

The first simulation uses a uniform cell width �x = 10�2 m. The first-order Godunov scheme
is used to solve the dambreak problem numerically. The purpose is to provide a numerical solution
that can be considered as numerically converged to the exact one. In the second simulation, the
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Godunov scheme is used with �x = 1 m. The third and fourth simulations use the same uniform
cell width, except for the two cells at the bottom discontinuities. The cells on the lower side of the
bottom discontinuity are assigned a width �x = �x1 as given in Table 7. In the fifth and sixth
simulations, the same cell width distributions are used, but the numerical scheme is the proposed
LCFL approach.

Figures 10 and 11 show the profiles obtained for �x1 = 10�2 m and �x1 = 10�1 m respectively.
For �x1 = 10�2 m, the maximum CFL in the narrow cells is 120, while it is equal to 12 in the case
�x1 = 10�1 m. Figure 10 clearly shows that for �x1 = 10�2 m the amplitude and propagation
speed of the shock are erroneous. A correct amplitude and propagation speed are recovered for
�x1 = 10�1 m (Figure 11), by using a threshold ⌫thres = 2 in the source term limiter (see
Appendix B). This however is achieved at the expense of strong peaks in the water depth and unit
discharge profiles in the narrow cells in the immediate neighbourhood of the bottom discontinuity.
Numerical experiments (not displayed here for the sake of conciseness) show that these oscillations
are eliminated as soon as the narrow cells are not located next to the bottom discontinuity.

parameter meaning value
g gravitational acceleration 9.81 m s�2

x1 abscissa of left step �50 m
x2 abscissa of right step +50 m
z0 lower bottom elevation 0 m
z1 upper bottom elevation 3 m
zL initial free surface elevation on LHS of dam 10 m
zR initial free surface elevation on RHS of dam 5 m
�x0 default cell width 1 m
�x1 width of cells 101 and 202 0.1 m or 10�2 m

Table 7: Dambreak problem over discontinuous bottom. Test parameters.

Method �t max. CFL CPU time
Godunov, regular grid �x = 0.01 m 1.01⇥ 10�3 s 1.0 56.5 s
Godunov, regular grid �x = 1 m 8.8⇥ 10�2 s 1.0 1.22 s
Godunov, irregular grid �x0 = 1 m, �x1 = 0.01 m 1.01⇥ 10�3 s 1.0 113 s
Godunov, irregular grid �x0 = 1 m, �x1 = 0.1 m 1.01⇥ 10�3 s 1.0 10.2 s
LCFL, irregular grid �x0 = 1 m, �x1 = 0.01 m 0.105 s 120 1.11 s
LCFL, irregular grid �x0 = 1 m, �x1 = 0.1 m 0.105 s 12 1.12 s

Table 8: Dambreak problem over discontinuous bottom. Numerical parameters and CPU times.

6 Discussion - Conclusions
A large CFL, explicit finite volume algorithm for the solution of one-dimensional hyperbolic systems
has been presented, with a focus on the shallow water equations. The proposed algorithm is non-
iterative. It is based on a filtering technique that allows the stencils of the numerical schemes
to be extended to an arbitrary number of cells. Sample applications include the linear advection
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equation (Subsection 5.1), the inviscid Burgers equation (Section 5.2) and the one-dimensional
shallow water equations (Subsections 5.3 - 5.5). The following conclusions may be drawn.

(a) The method can handle arbitrarily large CFL numbers. This does not mean however that
the computational time step is unrestricted. It is subjected to a stability contraint similar to
the CFL condition, where the width of the computational cell �x is replaced with the size
D of the domain of dependence of the solution. Sample applications show that the method
performs well for local CFL values larger than 102.

(b) As shown in Appendix A, the smoothness of the numerical solution is influenced by the
form of the convolution kernel used in the filtering process. Decreasing power law kernel
functions are found to provide the best trade-off between kernel simplicity and permissible
computational time step length.

(c) The method being non-iterative and based on a linearization for the solution of the Riemann
problem, may produce oscillatory solutions in regions where the propagation speed of the
waves changes rapidly and/or cancels within a single or a few cells (see Section A.3).

(d) Applications to the shallow water equations in the presence of topography-induced source
terms show that the method allows static solutions to be preserved when used in combination
with classical well-balancing techniques. The method performs equally well when flows over
smooth (continous) topographies are simulated.

(e) However, in the presence of large CFLs and shocks moving over strongly discontinuous to-
pography, the well-balancing error in the discretization of the source term are exacerbated in
large CFL regions. This does not result in solution instability. Nevertheless, local, unphys-
ical oscillations, restricted to the cells with the largest CFLs, are observed in the numerical
solution. Besides, for large CFL values, weak solutions over discontinuous topography may
be locally wrong (inaccurate shock amplitude and propagation speed).

(f) The optimal size D results from a trade-off between solution accuracy and computational
rapidity, as illustrated by the sensitivity analysis in Subsection 5.3. The convolution kernel
acts as a smoothing procedure, the strength of which increases with the ratio D/�x. If D
is significantly larger than the average cell width in the computational domain, smoothing
occurs over large distances within the domain, thus yielding a strongly degraded solution.
Conversely, if D is significantly smaller than the average �x, the CFL number ⌫ is smaller
than unity over wide distances, thus yielding numerical diffusion over large parts of the
domain. Consequently, the optimal size D is deemed to be of the same order of magnitude
as the average size of the comutational cells.

(g) The maximum permissible pseudo-CFL number ⌫0 = ��t/D for stability depends on the
kernel function fw, the length D of its support and the number K = D/�x of computational
cells within D. For practical applications, it would be interesting to derive a stability con-
straint that does not depend on K in order to speed up the computation of the permissible
computational time step.

It is believed that the issue mentioned in (e) can be eliminated (or at least minimized to a large
extent) by devising higher-accuracy source term balancing techniques. It is not known yet if such
higher-order balancing may be borrowed directly from existing techniques or if they should be
developed specifically for the proposed large CFL algorithm.
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Paths for research include, but are not limited to the following aspects: (i) adapting the method
to the shallow water equations in the presence of dry beds, (ii) generalizing the method to the
solution of multidimensional hyperbolic systems, such as the 2D shallow water equations.

Appendix A. Performance of various convolution kernels
Necessary conditions are consistency and positivity

KX

k=1

fk = 1 (58a)

fk � 0 8k (58b)

In the present implementation of the kernel, several options verifying the above conditions have
been tested :

f (1) =
1

D
(59a)

f (2)(x) =
e�a(x/D)b

´D
0 e�a(x/D)bkdx

, a > 0, b > 0 (59b)

f (3) =
(1� x/D)b´D

0 (1� x/D)bdx
, a > 0 (59c)

The performance of the various kernels is llustrated by solving the linear advection and Burgers
equations

@tu+ @xu = 0 (60a)

@tu+ @x

✓
u2

2

◆
= 0 (60b)

for the following initial and boundary conditions

u0
i =

⇢
0 if K

�x  i  K
�x + 500

1
2 otherwise 8i (61a)

un
1/2 = 0 8 n (61b)

The parameters of the convolution kernels (see Figure 12) are given in Table 9. For a given

Kernel Parameters ⌫max ⌫0max

f (1) N = 60 60 1.0
f (2) (N, a, b) = (60, 1, 2) 50.27 0.838
f (2) (N, a, b) = (60, 3.5, 2) 34.98 0.583
f (2) (N, a, b) = (60, 3, 2) 37.27 0.621
f (3) (N, b) = (60, 0.5) 47.62 0.794
f (3) (N, b) = (60, 1.5) 33.86 0.564

Table 9: Sample simulations. Kernel parameters and maximum permissible CFL values.
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kernel support D, the maximum permissible CFL value ⌫max is strongly dependent on the type
and parameters of the function. As shown by the table, the quicker the function decreases, the
smaller ⌫max. The largest ⌫max value is obtained for the constant function f (3). With ⌫max values
smaller than 10, the inverse power function f (2) is of limited interest compared to the other three.

Figures 13 - 15 show the computational results obtained for the linear advection equation (60a)
for various function parameters and CFL values. All four plots show the same trends.

(a) Decreasing the CFL value contributes to increase numerical diffusion and yields smoother
numerical profiles. This is illustrated by the plots in Figs. 13 and 15 (compare top and
bottom).

(b) Kernels giving lighter weights to large x tend to yield smoother profiles than functions giving
heavier weights. This is illustrated by Figure 13, where the kernel f (1) is used. Of the three
kernels tested, this is the kernel that gives the heaviest weights to large distances. This is also
the kernel that yields the most irregular numerical profiles. The effect can also be observed
in Figure 14 (compare middle and bottom).

(c) However, the smoothing effect of a quickly decreasing kernel is balanced with the correspond-
ing decrease in the maximum CFL value. Consequently, for a given ⌫, decreasing the weight
of large distances induces a smaller ⌫max, thus a larger ⌫/⌫max. This explains the counter-
intuitive behaviour observed in Figure 15 (compare top and bottom). For the top graph, one
has ⌫/⌫max = 0.67, while ⌫/⌫max = 0.95 for the bottom graph.

Figures 16 - 18 show the computational results obtained for the Burgers equation (60b). The added
value of this test over the linear advection test is twofold. Firstly, the CFL is not uniform over
the domain, which provides additional insights into the performance of the method. Secondly, the
behaviour of the method in the presence of shocks can be assessed. The CFL value and kernel
parameters used in this test are identical to those used for the linear advection test. The following
conclusions may be drawn.

(d) All three solutions exhibit spikes at the tail of the rarefaction wave. This is due to a very
large error in the size of the domain of dependence. At the tail of the rarefaction wave, the
solution u is zero, which means that the domain of dependence of the exact solution has a
zero size in all cells located to the left of the tail. However, this is not accounted for by
the convolution approach, that is based on a fixed averaging size D. As a consequence, the
fluxes across the first few interfaces in the tail are strongly underestimated, which results in
a numerical solution almost identical to the initial one. This drawback is inevitable given
the non-iterative nature of the approach.

(e) As in the linear advection test, Kernel f (1) yields the most scattered results. The function
f (3) with b = 1.5 is the one giving the best performance (see Fig. 18).

In the light of these results, the function f (3) is retained for the applications presented in Section
5.
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Appendix B. Source term balancing issues
The present appendix is devoted to a detailed motivation of the source term oscillation fix used in
the algorithm. It is reminded from Subsection 3.1 that the mass and momentum equations

@th+ @xq = 0 (62a)

@tq + @xM = �gh@xzb , M =
q2

h
+

g

2
h2 (62b)

are discretized using finite volumes with fluxes computed by the HLL Riemann solver and source
term splitting handled by an upwinding procedure [2, 8]

hn+1
i = hn

i +
�t

�xi

�
qi�1/2 � qi+1/2

�
(63a)

qn+1
i = qni +

�t

�xi

�
Mi�1/2 �Mi+1/2 + si�1/2,R + si+1/2,L

�
(63b)

qi�1/2 =
�+qL � ��qR

�+ � �� � ���+

�+ � �� (zL � zR) (63c)

Mi�1/2 =
�+ML � ��MR

�+ � �� � ���+

�+ � �� (qL � qR) (63d)

si�1/2,L = � ��

�+ � �� si�1/2 (63e)

si�1/2,R =
�+

�+ � �� si�1/2 (63f)

where L and R indicate the left and right states for Interface i � 1/2 and si�1/2 (see Equation
(21d)) is the discretized version of the bottom source term. As shown in Subsection 3.3, the above
discretization preserves static conditions, that is

(zi, qi) = (z0, 0) 8 i =)

8
>><

>>:

qi�1/2 = 0 8 i
ML �MR + si�1/2 = 0 8 i
qn+1
i = qni = 0 8 i
zn+1
i = zni = z0 8 i

(64)

Consider now a steady state situation with a non-zero unit discharge Q. Without loss of generality,
assume zL < zR in Eq. (21d). From continuity considerations, the interface unit discharges are all
equal to Q. Consequently, one has from Eqs. (63c, 63d, 21d)

�+qL � ��qR
�+ � �� � ���+

�+ � �� (zL � zR) = Q 8 i (65a)

Q2

zL � zb,L
+
g

2
(zL�zb,L)

2� Q2

zR � zb,R
�g

2
(zR�zb,R)

2+
g

2

�
(zL � zb,R)

2 � (zL � zb,L)
2
�
= 0 8 i (65b)

In contrast with the static case, the configuration zL = zR does not fulfill Eq. (65b) because
Q2

zL�zb,L
6= Q2

zL�zb,L
when Q 6= 0 and zb,L 6= zb,R. Consequently, a non-zero flow steady state
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solution implies zL 6= zR, which means from Eq. (65a) that (qL, qR) 6= (Q,Q). Steady state
conditions thus require that the cell-averaged unit discharge q not be constant with respect to x.
This is often misinterpreted as a loss of continuity, while it only implies that the discretization of the
momentum equation lacks accuracy. The consequence of this is the presence of artificial oscillations
in steady state cell-averaged qi profiles, although the interface discharges qi�1/2 are constant with
respect to x. Such oscillations are exacerbated in the case of the large CFL algorithm because
the momentum discretization error is multiplied by the ratio �t/�x that may be 1 to 2 orders of
magnitude larger than in usual numerical schemes.

Bearing in mind that the oscillations in the cell-averaged q-profiles stem only from a low-order
discretization of the momentum equation and not from a loss of continuity, a straightforward
momentum correction is applied : the value for q is limited by a simple min-max procedure only
in the cells with the highest CFL values:

qn+1
i 7�! max(qmin,min(qmax, q

n+1
i )) if ⌫n+1

i > ⌫thres (66a)

qmax = max(qn+1
i�1 , q

n+1
i+1 ) (66b)

qmin = min(qn+1
i�1 , q

n+1
i+1 ) (66c)

where ⌫thres is a user-defined CFL value above which the correction is applied. In the present
applications, ⌫thres = 10 was selected.
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Figure 6: Dambreak problem. Top: solution computed by the Godunov scheme over a regular
grid. Middle: solution computed by the Godunov scheme over an irregular grid with two narrow
cells at x = ±50 m. Bottom: solution computed by the LCFL method over an irregular grid with
two narrow cells at x = ±50 m. The locations of the narrow cells are indicated by the vertical grey
lines in the middle and bottom graphs.
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Figure 7: Dambreak problem. Solution computed by the LCFL method over an irregular grid with
two narrow cells at x = ±50 m. Top: D = 2 m, �t = 0.15s. Middle: D = 5 m, �t = 0.3s.
Bottom: D = 10 m, �t = 0.6s.
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Figure 8: Dambreak problem over sinusoidal bottom. Top: solution computed by the Godunov
scheme over a regular grid. Middle: solution computed by the Godunov scheme over an irregular
grid with two narrow cells at x = ±50 m. Bottom: solution computed by the LCFL method
over an irregular grid with two narrow cells at x = ±50 m. The locations of the narrow cells are
indicated by the vertical grey lines in the middle and bottom graphs.

31



 

 7

 8

-50  0  50

h (m)

x (m)

Reference
Numerical

Godunov regular grid, max. CFL = 1.0

 20

 22

-50  0  50

q (m2s-1)

x (m)

Reference
Numerical

Godunov regular grid, max. CFL = 1.0

 7

 8

-50  0  50

h (m)

x (m)

Reference
Numerical

Godunov irregular grid, max. CFL = 1.0

 20

 22

-50  0  50

q (m2s-1)

x (m)

Reference
Numerical

Godunov irregular grid, max. CFL = 1.0

 7

 8

-50  0  50

h (m)

x (m)

Reference
Numerical

LCFL irregular grid, max. CFL = 170

 20

 22

-50  0  50

q (m2s-1)

x (m)

Reference
Numerical

LCFL irregular grid, max. CFL = 170

Figure 9: Dambreak problem over sinusoidal bottom. Zoomed graphs over the central parts. Top:
solution computed by the Godunov scheme over a regular grid. Middle: solution computed by the
Godunov scheme over an irregular grid with two narrow cells at x = ±50 m. Bottom: solution
computed by the LCFL method over an irregular grid with two narrow cells at x = ±50 m. The
locations of the narrow cells are indicated by the vertical grey lines in the middle and bottom
graphs.
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Figure 10: Dambreak problem over discontinuous bottom. Top: solution computed by the Godunov
scheme over a regular grid. Middle: solution computed by the Godunov scheme over an irregular
grid with two narrow cells �x1 = 10�2 m at x = ±50 m. Bottom: solution computed by the LCFL
method over an irregular grid with two narrow cells at x = ±50 m. The locations of the narrow
cells are indicated by the vertical grey lines in the middle and bottom graphs.
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Figure 11: Dambreak problem over discontinuous bottom. Top: solution computed by the Godunov
scheme over a regular grid. Middle: solution computed by the Godunov scheme over an irregular
grid with two narrow cells �x1 = 0.1 m at x = ±50 m. Bottom: solution computed by the LCFL
method over an irregular grid with two narrow cells at x = ±50 m. The locations of the narrow
cells are indicated by the vertical grey lines in the middle and bottom graphs.
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Figure 12: Sample simulations. Kernel functions for the parameters in Table 9.
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Figure 13: Linear advection equation. Solution for kernel function f (1). Max. permissible CFL
value: 60.
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Figure 14: Linear advection equation. Solution for kernel function f (2). Max. permissible CFL
values: 50.27 (top), 34.98 (middle), 37.27 (bottom).
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Figure 15: Linear advection equation. Solution for kernel function f (3). Max. permissible CFL
values: 47.62 (top, middle), 33.86 (bottom).
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Figure 16: Burgers equation. Solution for kernel function f (1).
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Figure 17: Burgers equation. Solution for kernel function f (2).
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Figure 18: Burgers equation. Solution for kernel function f (3).
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