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Strategic Investments in Distributed Computing: A Stochastic Game Perspective

Swapnil Dhamal1,∗, Walid Ben-Ameur1, Tijani Chahed1, Eitan Altman2, Albert Sunny3, Sudheer Poojary4

Abstract

We study a stochastic game with a dynamic set of players, for modeling and analyzing their computational investment strategies in
distributed computing. Players obtain a certain reward for solving a problem, while incurring a certain cost based on the invested
time and computational power. We present our framework while considering a contemporary application of blockchain mining, and
show that the framework is applicable to certain other distributed computing settings as well. For an in-depth analysis, we consider
a particular yet natural scenario where the rate of solving the problem is proportional to the total computational power invested
by the players. We show that, in Markov perfect equilibrium, players with cost parameters exceeding a certain threshold, do not
invest; while those with cost parameters less than this threshold, invest maximal power. We arrive at an interesting conclusion
that the players need not have information about the system state as well as each others’ parameters, namely, cost parameters and
arrival/departure rates. With extensive simulations and insights through mean field approximation, we study the effects of players’
arrival/departure rates and the system parameters on the players’ utilities.

Keywords: Stochastic games, Markov perfect equilibrium, Distributed computing, Blockchain mining

1. Introduction

Distributed computing systems comprise computers which
coordinate to solve large problems. Distributed computing has
gained more popularity than ever, owing to the advent of block-
chain which has found applications in various fields [1], such as
cryptocurrencies, smart contracts, security services, and Inter-
net of Things. Its functioning relies on a proof-of-work (PoW)
procedure [2], where miners (i.e., investors of computational
power) collect block data consisting of a number of transac-
tions, and repeatedly compute hashes on inputs from a very
large search space. A miner is rewarded for mining a block, if it
finds before all the other miners, one of the rare inputs that gen-
erates a hash value satisfying certain constraints (hence these
rare inputs constitute the solution space). Given the crypto-
graphic hash function, the best known method for finding such
an input is randomized search (i.e., iteratively drawing elements
from the search space until an element belonging to the solu-
tion space is found). Since the PoW procedure is computation-
ally intensive, successful mining requires a miner to invest sig-
nificant computational power, resulting in the miner incurring
some cost. Once a block is mined, it is transmitted to all the
other miners, and the process repeats for mining a new block.

In the block mining scenario, when running a randomized
search algorithm, the probability of a miner being the first to
solve the problem and hence winning the reward for mining
a block, is proportional to its invested power at the time. A
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miner’s objective is to maximize its utility based on the offered
reward for mining a block before others, by strategizing on the
amount of power to invest. There is a natural trade-off: a higher
investment increases a miner’s chance of solving the problem
before others, while a lower investment reduces its incurred
cost. The model that we propose in this paper effectively cap-
tures the blockchain setting (and as we shall show, the model
also applies to the classical distributed computing setting where
the providers of computational power are rewarded in propor-
tion to their invested power). The focal point of this paper is to
study a stochastic game where players (miners) can arrive and
depart during block mining, and can strategize on their invest-
ment policies so as to maximize their own utilities.

1.1. Preliminaries

We now provide a non-technical introduction to the con-
cepts used in this paper. We will describe their technical details
once we propose our model in the next section.
• Stochastic Game. A stochastic game [3] is a dynamic game
with probabilistic transitions across different system states. Play-
ers’ payoffs and state transitions depend on the current state and
the strategies of all players. The game continues until it reaches
a terminal state, if any. Stochastic games are thus a generaliza-
tion of both Markov decision processes and repeated games.
They naturally capture interacting adaptive players since the
players’ strategies depend on the system state as well as the
strategies of all the players.
•Markov Perfect Equilibrium (MPE). MPE [4] is an adapta-
tion of subgame perfect Nash equilibrium to stochastic games.
A player’s MPE policy is a function describing its strategy for
each state, while ignoring history. Each player computes its
strategy in each state by foreseeing the effects of its actions on



the state transitions and the resulting utilities, as well as the
strategies of other players in each state. A player’s MPE policy
is a best response to the other players’ MPE policies.

While solution concepts such as MPE and Nash equilibrium
may seem impractical due to the common knowledge assump-
tion, they provide a profile which can be recommended to play-
ers (e.g., by a mediator) from which no player would unilater-
ally deviate. Alternatively, if players play the game repeatedly
while observing each other’s strategies, they are likely to settle
at such a profile.

1.2. Related Work

Stochastic games have been studied from the theoretical
perspective as well as in applications such as networks, queuing
systems, multiagent reinforcement learning, and complex liv-
ing systems. We enlist some of the works on stochastic games,
relevant to ours. Altman and Shimkin [5] consider a processor-
sharing system, where an arriving customer observes the cur-
rent load on the shared system and chooses whether to join it
or to use a constant-cost alternative. Nahir, Orda, and Raz [6]
consider a similar setup, with the difference that customers con-
sider using the system over a long time scale and for multiple
jobs. Hassin and Haviv [7] propose a version of subgame per-
fect Nash equilibrium for games where players are identical,
and each player selects a strategy based on its private infor-
mation regarding the system state. Wang and Zhang [8] in-
vestigate Nash equilibrium in a queuing system, where reen-
tering the system is a strategic decision. Hu and Wellman [9]
use the framework of general-sum stochastic games to extend
Q-learning to a noncooperative multiagent context. There ex-
ist works which develop algorithms for computing reasonably
good, not necessarily optimal, strategies in a state-learning set-
ting [10, 11].

Distributed systems have been studied from the game the-
oretic perspective [12, 13]. Wei et al. [14] study a resource
allocation game in a cloud-based network, with constraints on
quality of service. Chun et al. [15] analyze a selfish caching
game, where selfish server nodes incur cost, either for repli-
cating resources or for access to a remote replica. Grosu and
Chronopoulos [16] propose a game theoretic framework for ob-
taining a user-optimal load balancing scheme in distributed sys-
tems. Kishora, Niyogia, and Veeravalli [17] study a multi-
objective load balancing problem in distributed systems by for-
mulating it as a non-cooperative game.

Zheng and Xie [1] present a survey on the challenges in
blockchain and recent advances in tackling these challenges.
Liu et al. [18] present a survey reviewing game models pro-
posed in the literature for addressing common issues in the
blockchain network, with a focus on security issues (e.g., self-
ish mining, majority attack, denial of service attack), mining
management issues (e.g., computational power allocation, re-
ward allocation, pool selection), and issues regarding block-
chain economic and energy trading.

Eyal and Sirer [19] were among the first to conduct a game
analysis on blockchain miners, by introducing selfish mining
wherein a miner possessing enough computational power does

not propagate a block immediately, but generates forks inten-
tionally by propagating a block selectively only when another
honest miner generates a block. Sapirshtein, Sompolinsky, and
Zohar [20] study selfish mining attacks, where a miner post-
pones transmission of its mined blocks so as to prevent other
miners from starting the mining of the next block immediately.
Lewenberg et al. [21] study pooled mining, where miners form
coalitions and share the obtained rewards, so as to reduce the
variance of the reward received by each player. Eyal [22] mod-
els a game between two pools employing ‘block withholding’
attack, and hence discovers the miner’s dilemma wherein the
revenues of both pools diminish in Nash equilibrium. Kwon
et al. [23] propose ‘fork after withholding’ attack, which se-
lectively alternates between performing withholding and self-
ish mining attacks; the corresponding reward is greater than
or equal to that using the block withholding attack. Wang et
al. [24] aim to solve the security and efficiency problems of
consensus protocols in blockchain with the help of a reputation
scheme that incentivizes nodes to participate in network collab-
oration and exhibit cooperative behavior. Zappalà et al. [25]
propose a game theoretic framework for characterizing the ro-
bustness of blockchain systems, as they are prone to classical
fault patterns as well as various agent behaviors that exist in
typical economic systems.

Pass and Shi [26] present a new blockchain protocol, which
is shown to be approximately fair in terms of reward guarantee,
coalition-safe with regard to coalitions controlling less than a
majority of the computing power, and having a low variance
of mining rewards (thus lessening the need for mining pools).
Chen et al. [27] present an axiomatic theory of incentives in
PoW blockchains at the time scale of a single block and a set of
desirable properties that any good reward allocation rule should
satisfy, and hence study the properties satisfied by Bitcoin’s al-
location rule as well as other reward allocation rules.

Xiong et al. [28] consider that miners can offload the min-
ing process to an edge computing service provider; they study
a Stackelberg game where the provider sets price for its ser-
vices, and the miners determine the amount of services to re-
quest. Chen et al. [29] consider a Stackelberg game with mul-
tiple edge computing service providers and miners, and hence
compute an equilibrium solution wherein each service provider
achieves the maximum revenue and each miner obtains utility-
maximized resources under budget constraints. Qiu and Li [30]
attempt to prevent bid-rigging in mobile blockchain edge com-
puting resource allocation with the help of an auction mecha-
nism whose reserve price is obtained using a simulated anneal-
ing algorithm; it is experimentally shown to achieve individual
rationality and incentive compatibility, as well as increase the
edge service provider’s revenue.

Altman et al. [31] model the competition over several block-
chains as a non-cooperative game, where a player’s strategy
comprises which blockchains to mine for and which edge com-
puting service providers to request computing power from; the
existence of pure Nash equilibria is shown using a congestion
game approach. When formulating a game where players aim
to determine the amount of power to invest, the authors model
the utility function along the lines of [32]. A critical shortcom-



ing of the model (as acknowledged in [32]) is that an explicit
consideration of time is missing. In particular, the utility func-
tion therein inherently assumes that the incurred cost does not
depend on the time spent for mining (or alternatively, the time
required for mining a block is independent of the amounts of
power invested by the players). That is, the utility function does
not capture a practical scenario where the cost incurred would
depend on the time spent for mining a block, which in turn may
change based on the change in the combined power invested by
the players. This scenario shall be captured in the utility func-
tion formulated in our paper.

Haghighat and Shajari [33] model the block withholding
game as a stochastic game with finitely many states and actions,
and hence analyze it using a reinforcement learning method.
Kiayias et al. [34] consider a stochastic game, where each state
corresponds to the mined blocks and the players who mined
them; players strategize on which blocks to mine and when to
transmit them. Biais et al. [35] study a stochastic game where
a state contains information regarding the tree of solved blocks,
and a player’s strategy comprises which chain to consider for
mining the next block. The authors show that there generally
exists MPE such that on the equilibrium path, players always
mine the chain that they perceive to be the longest.

In general, there exist game theoretic studies for distributed
systems, as well as stochastic games for applications including
blockchain mining (where a state, however, signifies the state
of the chain of blocks). To the best of our knowledge, this work
is the first to study a stochastic game for distributed computing
considering the set of players to be dynamic. We consider the
most general case of heterogeneous players; the cases of homo-
geneous players as well as multi-type players (which also have
not been studied in the literature) are special cases of this study.
Moreover, in the current literature, there do not exist mathemat-
ical models which capture the game in our studied distributed
computing scenario. Hence, we first present our model, fol-
lowed by our analysis of MPE in the induced stochastic game.

1.3. Our Contributions

• We develop a stochastic game model which captures the ar-
rival and departure of players in the studied distributed com-
puting scenario, with particular emphasis on mining in block-
chain. We hence derive a closed form expression for a player’s
utility function (Section 2).

• We present a game theoretic analysis and prove that in MPE,
players with cost parameters exceeding a certain threshold,
do not invest; while those with cost parameters less than this
threshold, invest maximal power. This shows that players are
not required to have common knowledge with respect to the
system state and other players’ parameters (Section 3).

• We formulate different types of expected utilities that a player
can compute depending on whether the player is present, ab-
sent, or agnostic with respect to its presence in the system,
using results from Engset’s system. We obtain closed-form
expressions that approximate these expected utilities, using a
mean field approach (Section 4).

Table 1: Notation
r reward parameter

γ rate constant of proportionality for the problem being solved

ci cost incurred by player i when it invests unit power for unit time

λi arrival rate corresponding to player i

µi departure rate corresponding to player i

U universal set of strategic players

` amount of fixed power

S set of strategic players currently present in the system

x(S )
i strategy of player i in state S

x(S ) strategy profile of players in state S

x policy profile

Γ(S ,x(S )) rate of problem getting solved in state S under strategy profile x(S )

R(S ,x)
i expected utility of i computed in state S under policy profile x

• We study the effects of the arrival and departure rates and
other system parameters on players’ utilities, using extensive
simulations and insights through mean field approximation.
In particular, we study the trade-off among factors such as
alterations in the competition, the likelihood of staying out
of the system, and the rate of problem getting solved (Sec-
tion 5).

2. Our Model

We now model the distributed computing scenario wherein
players receive a certain reward for being the first to solve a
problem, such as mining in blockchain. We later briefly discuss
that the obtained utility function generalizes to certain other dis-
tributed computing scenarios.

2.1. Model Description

In what follows, we will use ‘miner’ and ‘player’ inter-
changeably for ease of exposition. Let r be the reward offered
to a miner for successfully mining a block, i.e., finding a PoW
solution before all the other miners.
• Players. We consider that there are broadly two types of play-
ers (miners) in the system, namely, (a) strategic players who can
arrive and depart while a problem is being solved (e.g., during
the mining of a block) and can modulate the invested power
based on the system state so as to maximize their respective ex-
pected utilities and (b) fixed players who are constantly present
in the system and invest a constant amount of power for large
time durations (e.g., large mining firms). In blockchain min-
ing, the universal set of players during the mining of a block
consists of all those who are registered as miners at the time.
We denote by U, the universal set of strategic players during
the mining of the block under consideration. We denote by `,
the amount of fixed power (i.e., the constant amount of power
collectively invested by the fixed players) throughout the min-
ing of the block. We consider ` > 0 (thanks to mining firms);
so the mining does not stall even if the set of strategic players
is empty. Since the fixed players are constantly present in the
system and invest a constant amount of power, we denote them



as a single aggregate player k, who invests a constant power of
` irrespective of the system state.

As it may not be practically feasible for a player to manually
modulate its invested power as and when the system changes
its state, we consider that the power is modulated by a pre-
configured automated software on the player’s machine. The
player can strategically devise its policy (how much to invest
if the system is in a given state). In fact, we will later see that
in the blockchain mining scenario, a player’s MPE policy com-
prises a strategy that is common for all the states; so the state
knowledge assumption turns out to be redundant.
• Cost Parameters. We consider that players are Markovian,
that is, a player aims to maximize its expected utility (i.e., the
expected reward it would obtain minus the expected cost it would
incur) from the current time onwards; it is not specially con-
cerned about the reward obtained or the cost incurred thus far.
A rationale behind such a player is that since the past utility
is unalterable, maximizing its expected utility during the past
and future as a whole, is equivalent to maximizing its expected
utility from the current time onwards. This is a common as-
sumption inherently made in several game models in the liter-
ature, including those concerning mining in blockchain (e.g.,
[31, 32]). We denote by cost parameter ci, the cost incurred by
player i for investing unit amount of power for unit time. It is
important to note that while the cost parameters of all the play-
ers are considered to be common knowledge, our analysis will
prove that a player’s MPE policy depends on only its own cost
parameter; so the common knowledge assumption with respect
to cost parameters turns out to be redundant. Nonetheless, it is
an interesting future direction to design incentives for players
to reveal their true costs.
• Properties of Computation. A natural theoretical model can
be developed based on the nature of computation involved in
block mining. As described earlier, the computation involves a
randomized search over the search space for finding an element
belonging to the solution space. The search space is exponen-
tially large as compared to the solution space. For instance, as
of year 2022, the odds of finding a solution in Bitcoin mining
is one in tens of trillions [36, 37]. When a player randomly
draws an element from the search space, it is with near-zero
probability that the same element will be drawn again. So, it
is immaterial whether the previously drawn elements are mem-
orized. Hence, the search is memoryless, owing to which the
time required to find a solution in the large search space is in-
dependent of the search space explored thus far. Consequently,
this time is exponentially distributed since, if a continuous ran-
dom variable has the memoryless property over the set of reals,
it is necessarily exponentially distributed. This can be easily
corroborated by simulating a randomized search over a given
search space; it can be observed that the time to find an ele-
ment belonging to a given solution space is exponentially dis-
tributed. To put forth the aforementioned argument concisely,
the pseudo-random properties of cryptographic hash functions
make mining, a memoryless process [38], owing to which the
Nakamoto protocol [2] essentially formalizes an exponential
race [18]. The memoryless property of mining and hence the

exponential distribution of the mining time, are well accepted
conventions in the literature (e.g., [18, 32, 35, 38]).
• Arrival and Departure of Players. We consider a standard
setting for modeling the arrivals and departures of players. A
player j, who is not in the system, arrives after time which is
exponentially distributed. Let the expected time after which
player j would arrive, if it is not already in the system, be de-
noted by 1

λ j
(hence, λ j can be interpreted as the rate parameter).

Such a stochastic arrival of players is natural, like in most ap-
plications. Further, a player would depart by shutting down its
computer or terminating the computationally demanding min-
ing task (by closing the automated software) so as to run other
critical tasks. Similar to arrival, the departure time of a player
j, who is in the system, is exponentially distributed with rate
parameter µ j (the expected time after which player j would de-
part is 1

µ j
). Such a stochastic departure can be attributed to the

memoryless nature of computation and the Markovian nature of
players. In particular, owing to the memoryless nature of com-
putation, players have no incentive to account for the time and
power they have invested thus far for mining an ongoing block,
since the additional time that would be required to mine the
block is independent of this information. Moreover, the Marko-
vian players are concerned about the expected utility from the
current time onwards, and not about the time and hence cost
incurred thus far for mining an ongoing block. Owing to these
two factors, players are oblivious to the block mining progress
or the time and power they have invested thus far for mining an
ongoing block, and hence depart stochastically.

Note that players could potentially have their own individ-
ual arrival and departure rate parameters. So, it is more suitable
to view the arrivals/departures of different players as indepen-
dent events with their individual rate parameters, rather than ag-
gregating them like in a queueing setting. Hence, we consider
the most general case where players are heterogeneous. Our
analysis and results directly apply to the special cases, namely,
the multi-type case where ci = c j, λi = λ j, µi = µ j for play-
ers i, j of the same type; and the homogeneous case where
ci = c j, λi = λ j, µi = µ j for all i, j. Further, note that the
homogeneous case is mathematically equivalent to a queueing
setting.
• State Space. Due to the arrivals and departures of strategic
players, we could view this as a continuous time multi-state
process, where a state corresponds to the set of strategic play-
ers present in the system. So, if the set of strategic players in
the system is S (which excludes the fixed players), we say that
the system is in state S . Hence, S ⊆ U, i.e., S ∈ 2U . The
players involved at any given time would influence each others’
utilities, thus resulting in a game. The stochastic arrival and de-
parture of players makes it a stochastic game. As we will see,
there are also other stochastic events in addition to the arrivals
and departures, and which depend on the players’ strategies.
• Players’ Strategies. Let x(S ,τ)

i denote the strategy of player
i (amount of power it decides to invest) at time τ if the system
is in state S . As explained earlier, the time required to find a
solution is independent of the search space explored thus far.
Owing to this memoryless property, a player has no incentive



to change its strategy amidst a state, if no other player changes
its strategy. Hence in our analysis, we consider that no player
changes its strategy within a state. So, we have x(S ,τ)

i = x(S ,τ′)
i

for any τ, τ′; hence player i’s strategy could be written as a func-
tion of the state alone, that is, x(S )

i . For a state S where j < S ,
we have x(S )

j = 0 by convention. Let x(S ) denote the strategy
profile of the players in state S . Let x = (x(S ))S⊆U denote the
policy profile.
• Rate of the Problem Getting Solved. As explained earlier,
the time required to find a solution in a large search space is
independent of the search space explored thus far, and this time
is exponentially distributed. Let Γ(S ,x(S )) be the corresponding
rate of problem getting solved in state S , when players’ strat-
egy profile is x(S ). Further, Zeng and Zuo [39] show that if the
number of solutions is ξ, the distance of the probability of a
player finding a solution before others, from being proportional
to the player’s invested power, is Õ( 1

ξ
). Since ξ is typically large

in blockchain mining, this distance is practically insignificant.
Hence, in practice, the probability that a player finds a solution
before others at time τ is proportional to its invested power at
time τ. This is a widely accepted convention in the literature
(e.g., [31, 32, 35]).

Note that the time required for the problem to get solved
is the minimum of the times required by the players to solve
the problem. Now, the minimum of exponentially distributed
random variables, is another exponentially distributed random
variable with rate which is the sum of the rates corresponding
to the original random variables. Furthermore, the probability
of an original random variable being the minimum, is propor-
tional to its rate. Let P(S ,x(S ))

j be the rate (corresponding to an
exponentially distributed random variable) of player j solving
the problem in state S , when the strategy profile is x(S ). So,
we have

∑
j∈S∪{k} P

(S ,x(S ))
j = Γ(S ,x(S )). Since the probability that

player i solves the problem before the other players is propor-
tional to its invested power at that time, we have that the rate

of player i solving the problem is P(S ,x(S ))
i =

x(S )
i∑

j∈S x(S )
j +`

Γ(S ,x(S )),

and the rate of other players solving the problem is Q(S ,x(S ))
i =∑

j∈(S \{i})∪{k} P
(S ,x(S ))
j =

∑
j∈S \{i} x(S )

j +`∑
j∈S x(S )

j +`
Γ(S ,x(S )).

• Discounting the Future. Consider that a player i perceives
its utility to be discounted by a factor of δ ∈ [0, 1) for every
future block, where δ = 0 means that the utility corresponding
to only the current block is valued while that corresponding to
future blocks is perceived as zero. Note that while we consider
a common discounting factor for all players, our analysis goes
through as is even if different discounting factors are considered
for different players.

• The Continuous Time Markov Chain. Owing to the play-
ers being Markovian, when the system transits from state S to
state S ′, each player j ∈ S ∩ S ′ could be viewed as effectively
reentering the system. So, the expected utility of player i as
computed in state S , say R(S ,x)

i , could be written in a recursive
form, which we now derive. Table 1 presents the notation. The
possible events that can occur in a state S ∈ 2U are:

1. the problem gets solved by player i with rate P(S ,x(S ))
i , player

i gets a reward of r, and the system stays in state S for the
mining of the next block where i’s expected utility would be
perceived as δR(S ,x)

i ;

2. the problem gets solved by one of the players in (S \{i})∪{k}
with rate Q(S ,x(S ))

i , player i gets no reward, and the system
stays in state S for the mining of the next block where i’s
expected utility would be perceived as δR(S ,x)

i ;

3. a player j ∈ U\S arrives with rate λ j, and the system transits
to state S ∪ { j} where i’s expected utility would be R(S∪{ j},x)

i ;

4. a player j ∈ S departs with rate µ j, and the system transits
to state S \ { j} where i’s expected utility would be R(S \{ j},x)

i .

In what follows, for avoiding confusion, we use the term
fixed power when referring to the power invested by the fixed
players, and we do not use the term fixed players. So, hence-
forth, players would always refer to strategic players. Also,
we unambiguously write j ∈ U \ S as j < S , for brevity. Since
P(S ,x(S ))

i +Q(S ,x(S ))
i = Γ(S ,x(S )), the sojourn time in state S is (Γ(S ,x(S ))+∑

j<S λ j +
∑

j∈S µ j)−1. Let B(S ,x) = Γ(S ,x(S )) +
∑

j<S λ j +
∑

j∈S µ j.
The expected cost to be incurred is calculated by multiplying
the cost parameter ci with the power to be invested and the ex-
pected time to be spent. So, the expected cost to be incurred by

player i while the system is in state S is ci x
(S )
i

B(S ,x) .

• Utility Function. The probability of an event occurring be-
fore any other event is equivalent to the corresponding exponen-
tially distributed random variable being the minimum, which in
turn, is proportional to its rate. So, player i’s expected utility as
computed in state S is

R(S ,x)
i :=

Γ(S ,x(S )) x(S )
i∑

j∈S x(S )
j +`

B(S ,x) ·(r + δR(S ,x)
i ) +

Γ(S ,x(S ))
∑

j∈S \{i} x(S )
j +`∑

j∈S x(S )
j +`

B(S ,x) ·(0 + δR(S ,x)
i )

−
ci x

(S )
i

B(S ,x) +
∑
j<S

λ j

B(S ,x) ·R
(S∪{ j},x)
i +

∑
j∈S

µ j

B(S ,x) ·R
(S \{ j},x)
i

⇐⇒ R(S ,x)
i :=

Γ(S ,x(S )) x(S )
i∑

j∈S x(S )
j +`

B(S ,x) ·r +
δΓ(S ,x(S ))

B(S ,x) ·R
(S ,x)
i −

ci x
(S )
i

B(S ,x)

+
∑
j<S

λ j

B(S ,x) ·R
(S∪{ j},x)
i +

∑
j∈S

µ j

B(S ,x) ·R
(S \{ j},x)
i (1)

Note that Equation (1) is defined for a state S even if S = i.

Other Applications

We derived Equation (1) for the expected utility by consid-
ering the application of mining in blockchain, where the proba-
bility of player i being the first to solve the problem and hence
obtaining reward r, is proportional to its invested power at the
time. Now, consider a classical distributed computing setting
such as volunteer computing where players are rewarded in pro-
portion to their invested power. Here, a central entity aims to



complete certain tasks, which would generally be computation-
ally demanding [40, 41], for which it seeks computational in-
vestment from players (volunteers) in return of some reward.
Define a segment to be section of time between consecutive in-
stances of dispensing reward. The length of a segment may co-
incide with the task completion time or may be determined by
the center based on the set of players present and their invested
powers. One such natural distribution for segment’s length is
exponential when the said task involves computation with mem-
oryless property (e.g., block mining, finding solution to NP-
hard problem, etc.). Let Γ(S ,x(S )) be the rate parameter, which
can be dependent on S and x(S ) in general.

Let r be the expected total reward that the center can dis-
pense per segment. Consider that as a segment initiates, the
center keeps a continuous-time account of the reward amount
that a player should receive at each time instant, and dispenses
the aggregate amount at the end of the segment. Say the reward
allocated to a player at a time instant is proportional to its in-
vested power at that instant. Consider that in state S , the total
reward accounted per unit time is rΓ(S ,x(S )), of which the allo-

cation to a player i is x(S )
i∑

j∈S x(S )
j +`

rΓ(S ,x(S )). With this formulation,

it can be seen that for any segment, the expected total reward
dispensed would be r and that dispensed to a player would be
proportional to its invested power over the segment, which is
as desired. Additionally, the continuous-time accounting lets
players compute the reward they would be allocated at a time
instant if they invested a certain power at that instant.

Consequently, as computed in state S , player i’s profit per

unit time is x(S )
i∑

j∈S x(S )
j +`

rΓ(S ,x(S )) − cix
(S )
i . Similar to mining in

blockchain, the possible events that can occur in state S are: the
ongoing segment terminating with rate Γ(S ,x(S )), a player j < S
arriving with rate λ j, and a player j ∈ S departing with rate
µ j. As the sojourn time in state S for an ongoing segment is

1
B(S ,x) = (Γ(S ,x(S )) +

∑
j<S λ j +

∑
j∈S µ j)−1, the net expected profit

made by player i in state S before any arrival/departure or ad-

vancing to the next segment, is

x(S )
i∑

j∈S x(S )
j +`

rΓ(S ,x(S ) )−ci x
(S )
i

B(S ,x) . Note that
this is equal to the combination of the first and third terms
in Equation (1). Thus, the mathematical form of player i’s
expected utility as computed in state S (i.e., R(S ,x)

i ) stays un-
changed, and so Equation (1) is applicable here as well.

Note also that apart from mining in blockchain at individ-
ual level, our model is applicable to mining pools offering pay-
per-share payouts (the argument goes on similar lines as given
above for volunteer computing). In general, our model is ap-
plicable to a variety of distributed computing applications that
share the same underlying concepts.

2.2. A Closed-form Expression for the Expected Utility

Let us define an orderingO on sets, which presents a one-to-
one mapping from a set S ⊆ U to an integer between 1 and 2|U|,
both inclusive. Let R(x)

i be the vector whose component O(S )
is R(S ,x)

i . We now show that R(x)
i computed using the recursive

Equation (1), converges for any policy profile x.

Let M(x) be the state transition matrix, among the states cor-
responding to the set of (strategic) players present in the system.
In what follows, instead of writing M(x)(O(S ),O(S ′)), we sim-
ply write M(x)(S , S ′) since it does not introduce any ambiguity.
So, the elements of M(x) are

M(x)(S , S ) =
δΓ(S ,x(S ))

B(S ,x)

for j<S : M(x)(S , S ∪ { j}) =
λ j

B(S ,x)

for j∈S : M(x)(S , S \ { j}) =
µ j

B(S ,x)

and all other elements of M(x) are 0

Here, B(S ,x) = Γ(S ,x(S )) +
∑

j<S λ j +
∑

j∈S µ j. Since ` > 0, we
have Γ(S ,x(S )) > 0. So, B(S ,x) >

∑
j<S λ j +

∑
j∈S µ j. Hence, M(x)

is strictly substochastic (i.e., sum of the elements in each of its
rows is less than 1).

Let F(x)
i be the vector whose componentO(S ) is F(S ,x)

i , where

F(S ,x)
i =

(
Γ(S ,x(S ))∑

j∈S x(S )
j + `

r−ci

)
x(S )

i

B(S ,x)

Lemma 1. The recursive equation for R(x)
i , Equation (1), con-

verges.

Proof. Let R(x)
i〈t〉 = (R(1,x)

i〈t〉 , . . . ,R
(2|U|,x)
i〈t〉 )T , where t is the

iteration number and (·)T stands for matrix transpose. The it-
eration for the value of R(x)

i〈t〉 starts at t = 0; we examine if it
converges when t → ∞. Now, the expression for the expected
utility (Equation (1)) in all states can be written in matrix form,
thus solving the recursion, as

R(x)
i〈t〉 = M(x)R(x)

i〈t−1〉 + F(x)
i =

(
M(x)

)t
R(x)

i〈0〉 +

( t−1∑
η=0

(
M(x)

)η )
F(x)

i

Now, since M(x) is strictly substochastic, its spectral radius is
less than 1. So when t → ∞, we have limt→∞(M(x))t = 0.
Since R(x)

i〈0〉 is a finite constant, we have limt→∞(M(x))tR(x)
i〈0〉 = 0.

Further, limt→∞
∑t−1
η=0(M(x))η = (I−M(x))−1 [42]. This implicitly

means that (I −M(x)) is invertible. Hence,

lim
t→∞

R(x)
i〈t〉 = lim

t→∞

(
M(x)

)t
R(x)

i〈0〉 +

( ∞∑
η=0

(
M(x)

)η )
F(x)

i

= 0 + (I −M(x))−1F(x)
i

Now, since the recursive equation for R(S ,x)
i converges, the val-

ues of R(S ,x)
i on both sides of Equation (1), at convergence,

would be the same. Hence, bringing all terms containing R(S ,x)
i

to one side, we get

R(S ,x)
i =

Γ(S ,x(S )) x(S )
i∑

j∈S x(S )
j +`

D(S ,x) ·r−
ci x

(S )
i

D(S ,x) +
∑
j<S

λ j

D(S ,x) ·R
(S∪{ j},x)
i +

∑
j∈S

µ j

D(S ,x) ·R
(S \{ j},x)
i

(2)



where D(S ,x) = (1 − δ)Γ(S ,x(S )) +
∑

j<S λ j +
∑

j∈S µ j.
In order to analyze the proposed stochastic game in depth,

we now consider a particular form of Γ(S ,x(S )). Recall that the
PoW procedure is the most time and computation intensive com-
ponent of the mining process. In particular, the time spent for
other procedures such as gathering transactions to be included
in a block, broadcasting a block post mining, and validating a
block mined by other miners, are negligible as compared to that
spent for the PoW procedure. As described earlier, the PoW
procedure is nothing but repeated computation of hashes and
moreover, the computations of different hashes are mutually in-
dependent and are completely parallelizable. Hence, the rate at
which the PoW procedure runs is proportional to the number of
hashes computed per unit time, which in turn, is proportional to
the amount of computational power. Since the PoW procedure
occupies almost the entire execution time of the whole min-
ing process and its execution rate is proportional to the amount
of power invested for it, we have that the rate of the mining
process is proportional to the amount of computational power.
Note that a similar reasoning would hold for other applications
such as volunteer computing if almost the entirety of the con-
cerned task can be parallelized. Hence, for such distributed
computing applications, it is reasonable to assume that the rate
of problem getting solved is proportional to the total power in-
vested by the investors of computation (i.e., miners in the block-
chain setting). We hence, for our detailed analysis, consider
Γ(S ,x(S )) = γ

(∑
j∈S x(S )

j + `
)
, where γ is the rate constant of pro-

portionality determined by the problem being solved. Such a
modeling of the problem solving rate can also be found in the
literature [32, 35], where it is typically expressed as the total
power divided by the problem difficulty (to build a correspon-
dence, γ can be viewed as the reciprocal of problem difficulty).

Considering Γ(S ,x(S )) =γ
(∑

j∈S x(S )
j + `

)
in Equation (2), player

i’s expected utility as computed in state S is

R(S ,x)
i = (γr − ci)

x(S )
i

D(S ,x) +
∑
j<S

λ j

D(S ,x) ·R
(S∪{ j},x)
i +

∑
j∈S

µ j

D(S ,x) ·R
(S \{ j},x)
i (3)

where D(S ,x) = (1 − δ)γ
(∑

j∈S x(S )
j + `

)
+

∑
j<S λ j +

∑
j∈S µ j.

We now derive a closed-form expression for the expected
utility. Let us define a matrix W(x) of size 2|U|×2|U|, where each
row/column corresponds to a state. In what follows, instead of
writing W (x)(O(S ),O(S ′)), we write W (x)(S , S ′) since it does
not introduce any ambiguity. Let the elements of W(x) be:

for j<S : W (x)(S , S ∪ { j}) =
λ j

D(S ,x)

for j∈S : W (x)(S , S \ { j}) =
µ j

D(S ,x)

and all other elements of W(x) are 0 (4)

Since ` > 0, we have Γ(S ,x(S )) = γ
(∑

j∈S x(S )
j + `

)
> 0. Also,

δ < 1. So, D(S ,x) >
∑

j<S λ j +
∑

j∈S µ j. Hence, W(x) is strictly
substochastic.

Let Z(x)
i be the vector whose componentO(S ) is Z(S ,x)

i , where

Z(S ,x)
i = (γr−ci)

x(S )
i

D(S ,x) (5)

It can be easily seen that when Γ(S ,x(S )) = γ
(∑

j∈S x(S )
j + `

)
,

we have I−W(x) = G(x)(I−M(x)) and Z(x)
i = G(x)F(x)

i , where G(x)

is the diagonal matrix with elements G(x)(S , S ) = B(S ,x)

D(S ,x) . Now,
from the result of Lemma 1, we have R(x)

i = (I −M(x))−1F(x)
i .

So, we can now write R(x)
i = (I−M(x))−1(G(x))−1G(x)F(x)

i = (I−
W(x))−1Z(x)

i , which leads to the following proposition providing
a closed-form expression for the expected utility.

Proposition 1. R(x)
i = (I −W(x))−1Z(x)

i

Owing to the requirement of deriving the inverse of I−W(x),
a general analysis of the concerned stochastic game when con-
sidering an arbitrary W(x) is intractable. However, for the dis-
tributed computing setting and the corresponding utility formu-
lation that we consider in this work, we show that the analysis
turns out to be tractable.

3. Analysis of Markov Perfect Equilibrium (MPE)

MPE is guaranteed to exist in a finite player game with a
finite state space and finite action spaces, if the horizon is ei-
ther finite, or infinite with the utility function being continuous
at infinity [4]. Since our considered game has infinite action
spaces in each state, it is not clear whether an MPE exists.

Let R̂(S ,x)
i be the equilibrium utility of player i in state S ,

that is, when i plays its best response strategy to the equilib-
rium strategies of the other players j ∈ S \ {i} (while foreseeing
effects of its actions on state transitions and resulting utilities).
We can determine MPE similar to optimal policy in MDP (using
policy-value iterations to reach a fixed point). Here, for maxi-
mizing R̂(S ,x)

i , we could assume that we have optimized for other
states and use those values to find an optimizing x for maximiz-
ing R̂(S ,x)

i . Since we have a closed form expression for vector
R(x)

i in terms of policy x (Proposition 1), we could effectively
determine the fixed point directly.

Now, from Equation (3), the Bellman equations over states
S ∈ 2U for player i can be written as

R̂(S ,x)
i = max

x

{
(γr − ci)

x(S )
i

D(S ,x) +
∑
j<S

λ j

D(S ,x) ·R̂
(S∪{ j},x)
i +

∑
j∈S

µ j

D(S ,x) ·R̂
(S \{ j},x)
i

}

where D(S ,x) = (1 − δ)γ
(∑

j∈S x(S )
j + `

)
+

∑
j<S λ j +

∑
j∈S µ j.

Lemma 2. For any state S and policy profile x, we have R(S ,x)
i <

1
1−δ

(
r − ci

γ

)
if γr>ci, and R(S ,x)

i > 1
1−δ

(
r − ci

γ

)
if γr<ci.

Proof. Let V (S ,x(S ))
i be the expected utility of player i in state

S computed without considering the arrivals and departures of
players (λ j = 0,∀ j < S and µ j = 0,∀ j ∈ S ). So, we have

V (S ,x(S ))
i = (γr−ci)

x(S )
i

(1 − δ)γ
(∑

j∈S x(S )
j +`

) =

(
r−

ci

γ

)(
1

1 − δ

)
x(S )

i∑
j∈S x(S )

j +`



Let V(x)
i be the vector whose component O(S ) is V (S ,x(S ))

i .
Let Z(x)

i = Y(x)V(x)
i . Note that when Γ(S ,x(S )) = γ

(∑
j∈S x(S )

j + `
)
,

we have that Y(x) is a diagonal matrix, with diagonal elements

Y (x)(S , S ) =
(1−δ)γ

(∑
j∈S x(S )

j +`
)

D(S ,x) . From the definition of W(x) in
Equation (4) and the fact that D(S ,x) = (1− δ)γ

(∑
j∈S x(S )

j + `
)
+∑

j<S λ j +
∑

j∈S µ j, we have that W(x) +Y(x) is a stochastic matrix
(the sum of elements in each of its rows is 1).

Let U(x) = (I −W(x))−1Y(x)1, where 1 is the vector whose
each element is 1. It is clear that all the elements of U(x) are
non-negative. We will now show that ||U(x)||∞ ≤ 1, that is, the
maximum element of the vector U(x) is not more than 1. Let uS 0

be the element with the maximum value (one of the maximum,
if there are multiple). Suppose u(x)

S 0
= ||U(x)||∞ > 1. So, we

would have

U(x) = (I −W(x))−1Y(x)1 =⇒ U(x) = W(x)U(x) + Y(x)1

=⇒ u(x)
S 0

=
∑

S∈2U

u(x)
S W (x)(S 0, S ) + Y (x)(S 0, S 0)

=⇒ u(x)
S 0
< u(x)

S 0

∑
S∈2U

W (x)(S 0, S ) + u(x)
S 0

Y (x)(S 0, S 0)

(∵ maxS u(x)
S =u(x)

S 0
>1)

=⇒
∑

S∈2U

W (x)(S 0, S ) + Y (x)(S 0, S 0) > 1

This is a contradiction since W(x) + Y(x) is a stochastic ma-
trix. So, we have shown ||U(x)||∞ = ||(I −W(x))−1Y(x)1||∞ ≤ 1.
That is, (I −W(x))−1Y(x) is substochastic or stochastic. From
Proposition 1, R(x)

i = (I−W(x))−1Y(x)V(x)
i . Since (I−W(x))−1Y(x)

is substochastic or stochastic, R(S ,x)
i for each S is a linear com-

bination (with weights summing to less than or equal to 1) of
V (S ,x(S ))

i over all S ∈ 2U .

For each S , V (S ,x(S ))
i =

(
r − ci

γ

)(
1

1−δ

) x(S )
i∑

j∈S x(S )
j +`

. So, V (S ,x(S ))
i <

1
1−δ

(
r − ci

γ

)
if γr> ci, and V (S ,x(S ))

i > 1
1−δ

(
r − ci

γ

)
if γr< ci. Since

R(S ,x)
i for each S is a linear combination (with weights summing

to less than or equal to 1) of V (S ,x(S ))
i over all S ∈ 2U , we have

R(S ,x)
i < 1

1−δ

(
r − ci

γ

)
if γr > ci, and R(S ,x)

i > 1
1−δ

(
r − ci

γ

)
if γr <

ci.

Lemma 3. R(S ,x)
i is a monotone function of x(S )

i .

Proof. We define the following for simplifying notation.

A(S ,x)
i =

∑
j<S

λ jR̂
(S∪{ j},x)
i +

∑
j∈S

µ jR̂
(S \{ j},x)
i

and E(S ,x(S ))
i =

∑
j<S

λ j+
∑
j∈S

µ j+(1 − δ)γ
( ∑

j∈S \{i}

x(S )
j + `

)

Hence, we can write

R(S ,x)
i =

A(S ,x)
i + (γr − ci)x(S )

i

E(S ,x(S ))
i + (1 − δ)γx(S )

i

and hence,
dR(S ,x)

i

dx(S )
i

=
(γr − ci)E

(S ,x(S ))
i − (1 − δ)γA(S ,x)

i(
E(S ,x(S ))

i + (1 − δ)γx(S )
i

)2

The denominator is positive, while the numerator is a constant
w.r.t. x(S )

i , since A(S ,x)
i and E(S ,x(S ))

i do not depend on x(S )
i . So,

R(S ,x)
i is a monotone function of x(S )

i . Whether it is increasing
or decreasing, depends on the sign of (γr − ci)E

(S ,x(S ))
i − (1 −

δ)γA(S ,x)
i .

In what follows, let xi denote the maximal power available
to a player i.

Proposition 2. In MPE, for a state S 3 i, a player i invests
its maximal power xi if γr > ci, no power if γr < ci, and any
amount of power in the range [0, xi] if γr = ci.

Proof. Let W (S ,x) be the row O(S ) of W(x). Note that A(S ,x)
i =

(E(S ,x(S ))
i + (1 − δ)γx(S )

i )W (S ,x)R̂(x)
i . From the proof of Lemma 3,

dR(S ,x)
i

dx(S )
i

has same sign as (γr − ci)E
(S ,x(S ))
i − (1 − δ)γA(S ,x)

i , which

can be written as:

(γr − ci)E
(S ,x(S ))
i − (1 − δ)γA(S ,x)

i

= (γr−ci)E
(S ,x(S ))
i − (1 − δ)γ(E(S ,x(S ))

i + (1 − δ)γx(S )
i )W (S ,x)R̂(x)

i

= (γr−ci)E
(S ,x(S ))
i − (1 − δ)γ(E(S ,x(S ))

i + (1 − δ)γx(S )
i )(R̂(S ,x)

i − Z(S ,x)
i )

(∵ W(x)R(x)
i = R(x)

i − Z(x)
i from Proposition 1)

= (γr−ci)E
(S ,x(S ))
i −(1 − δ)γR̂(S ,x)

i (E(S ,x(S ))
i +(1 − δ)γx(S )

i )

+(1 − δ)γ
(γr−ci)x(S )

i

E(S ,x(S ))
i +(1 − δ)γx(S )

i

(E(S ,x(S ))
i +(1 − δ)γx(S )

i )

= (γr−ci)E
(S ,x(S ))
i −(1 − δ)γR̂(S ,x)

i (E(S ,x(S ))
i +(1 − δ)γx(S )

i )+(1 − δ)γ(γr−ci)x(S )
i

= (γr−ci)E
(S ,x(S ))
i −(1 − δ)γR̂(S ,x)

i E(S ,x(S ))
i +(γr−ci−(1 − δ)γR̂(S ,x)

i )(1 − δ)γx(S )
i

= (γr − ci − (1 − δ)γR̂(S ,x)
i )E(S ,x(S ))

i + (γr − ci − (1 − δ)γR̂(S ,x)
i )(1 − δ)γx(S )

i

= (1 − δ)γ
( 1
1 − δ

(
r −

ci

γ

)
− R̂(S ,x)

i

)
(E(S ,x(S ))

i + (1 − δ)γx(S )
i )

Since E(S ,x(S ))
i + (1 − δ)γx(S )

i and (1 − δ)γ are positive, and(
1

1−δ
(
r − ci

γ

)
− R̂(S ,x)

i

)
has the same sign as (γr−ci) from Lemma 2,

we have that dR(S ,x)
i

dx(S )
i

has the same sign as (γr−ci). Also, note that

if γr = ci, we have R(S ,x)
i = 0,∀S ∈ 2U from Proposition 1 when

Γ(S ,x(S )) = γ
(∑

j∈S x(S )
j + `

)
.

So, in any state S 3 i, it is a dominant strategy for a player
i to invest xi if γr > ci, no power if γr < ci, and any amount of
power in the range [0, xi] if γr = ci. This provides a consistent
solution to the Bellman equations.

Thus, the MPE strategy of a player follows a threshold pol-
icy, with a threshold on its cost parameter ci (whether it is lower
than γr) or alternatively, a threshold on the offered reward r



(whether it is higher than ci
γ

). Note the difference from the result
in [31, 32] where time is not explicitly considered as described
earlier; a player’s Nash equilibrium strategy therein follows a
smooth policy depending on how its cost parameter compares
with the other players’ cost parameters.

Since a player’s MPE strategy does not depend on S and
the other players’ parameters (namely, cost parameters and ar-
rival/departure rates), the assumption of state knowledge as well
as knowledge of other players’ parameters can be relaxed. It is
key to note that the MPE following a threshold policy profile
is a very interesting result and is obtained while considering
a form of Γ(S ,x(S )) (namely, γ

(∑
j∈S x(S )

j + `
)
), which is appli-

cable to most distributed computing settings including block-
chain mining. In particular, the studied form of Γ(S ,x(S )) results
in the cancellation of the factor that captures the total amount
of power (

∑
j∈S x(S )

j + `) in Equation (2), thus simplifying it to
Equation (3), and eventually leading to the obtained threshold
policy as MPE. The results will be inevitably very different for
other forms of Γ(S ,x(S )).

We now provide an intuition for why the MPE strategies are
independent of the arrival and departure rates. From Proposi-
tion 1, R(x)

i = (I −W(x))−1Z(x)
i . For γr > ci, when power x(S )

i

increases, Z(x)
i increases (in particular, elements Z(S ,x)

i for S 3 i)
and the values of elements in (I−W(x))−1 decrease (in particular,
the non-zero elements in rows corresponding to states S 3 i).
But R(x)

i increases with x(S )
i when γr > ci (shown in the proof of

Proposition 2), implying that the rate of increase of Z(x)
i domi-

nates the rate of decrease of the elements in (I−W(x))−1. So, the
effect of W(x) and hence the state transitions is relatively weak,
thus resulting in Markovian players playing strategies that are
independent of the arrival and departure rates. Similar argument
holds for γr ≤ ci. It would be interesting to study scenarios
where the rate of problem getting solved is a non-linear func-
tion of the players’ invested powers. While a linear function is
suited to most distributed computing applications, a non-linear
function could possibly see W(x) having a strong effect leading
to MPE being dependent on the arrival/departure rates.

To provide an intuition for the different investment strate-
gies of a player i based on the relation between γr and ci, con-
sider a simplistic scenario where players do not arrive or de-
part over time. If such a system is in state S , the expected
reward obtained by player i for a block is proportional to its

invested power, i.e., x(S )
i∑

j x(S )
j +`

r. Also, as the rate of problem get-

ting solved is γ
(∑

j∈S x(S )
j + `

)
, the cost incurred by the player is

ci

γ
(∑

j∈S x(S )
j +`

) x(S )
i . Considering also discounted utilities due to fu-

ture blocks, player i’s expected utility as computed in state S is(
x(S )

i∑
j x(S )

j +`
r − ci

γ
(∑

j∈S x(S )
j +`

) x(S )
i

)∑∞
α=0 δ

α = (γr−ci)
x(S )

i

(1−δ)γ
(∑

j∈S x(S )
j +`

) .
This expression can also be obtained by considering λ j = µ j =

0,∀ j, in Equation (3). Recall that x(S )
i = 0 if i < S . Since

x(S )
i∑

j∈S x(S )
j +`

is monotonically increasing in x(S )
i if i ∈ S , it is op-

timal for x(S )
i to be xi if γr > ci, zero if γr < ci, and any

value if γr = ci. This applies to all states S 3 i, which pro-

vides an intuition for the case-based investment strategies in
Proposition 2, albeit this intuition ignores transitions to other
states. For an intuition while accounting for transitions to other
states, observe Z(S ,x)

i (Equation (5)) which can be thought of
as the utility computed in state S before any player arrives or
departs (here, λ j, µ j , 0). Each element of Z(x)

i is written as
the product of γr − ci and a non-negative quantity. Now, from
Proposition 1 and the fact that W(x) is strictly substochastic,
R(x)

i = (I−W(x))−1Z(x)
i =

∑∞
η=0(W(x))ηZ(x)

i . As the elements
of W(x) are non-negative, each element of R(x)

i can also be ex-
pressed as the product of γr−ci and a non-negative quantity that
depends on x. Whether or not this quantity is increasing in x(S )

i ,
for a given S 3 i, is not readily clear. However, as one of the in-
tuitions provided earlier, with an increase in x(S )

i when γr > ci,
the rate of increase of Z(x)

i dominates the rate of decrease of the
elements in (I−W(x))−1, and so the said non-negative quantity
is increasing. Hence, given γr > ci, when x(S )

i = xi, each of the
said quantities is maximized, thus maximizing the elements of
R(x)

i . If γr < ci, the said non-negative quantity should be zero
since it would be multiplied by γr − ci < 0. This is achieved
when x(S )

i = 0, owing to which Z(x)
i = 0, and hence R(x)

i = 0. If
γr = ci, we have Z(x)

i = 0, leading to R(x)
i = 0, irrespective of

the value of x(S )
i .

4. Analysis of Players’ Expected Utilities

While we showed the players’ MPE strategies to be inde-
pendent of their arrival and departure rates, it is clear from
Equations (2), (3) and Proposition 1 that the players’ utilities
would depend on these rates. We now, in this section, build a
foundation for analyzing the players’ utilities as a function of
the arrival and departure rates, and in the next section, study
the effects of these rates and the other system parameters on
the utilities in MPE elaborately. As can be seen from Proposi-
tion 1, computation of expected utilities involves the inverse of
I −W(x), which is arguably infeasible to obtain analytically, in
general. With the aim of simplifying, we consider the (strate-
gic) players to be homogeneous (that is, the arrival/departure
rates and cost parameters corresponding to all players to be
equal); let λ, µ, c denote the common arrival rate, departure rate,
and cost parameter, respectively. Now, the players’ sets (states)
can be mapped to their cardinalities from the system’s perspec-
tive. From the perspective of a particular player i, the players’
sets can be mapped to their cardinalities while also capturing
whether they contain player i. That is, the state space comprises
the empty set (which clearly does not contain player i), the uni-
versal set (which clearly contains player i), and two states each
for all the other |U| − 1 cardinalities (the two states capturing
whether or not the set contains player i). This leads to a total
of 2|U| states, an exponential reduction from the general case
with 2|U| states. In order to reliably and accurately study the
effects of the arrival and departure rates, we consider that the
computation is dominated by the strategic players (that is, the
amount of fixed power is insignificant: ` → 0); we will study
the effect of ` subsequently.



Note that if c > γr, no player would invest (from Proposi-
tion 2). Also, if c = γr, each player’s expected utility computed
in any state would be zero. Hence, in what follows, we consider
that the values of parameters γ, r, c are such that c < γr. Con-
sidering that the maximum power available to all players is the
same, say x, the MPE policy profile x is such that each player
invests x in each state in which it is present.

Before diving into the expected utilities when there are tran-
sitions among the different states, let us understand the expected
utility of a player i in the homogeneous case when there are no
state transitions (i.e., λ = µ = 0) and ` → 0. It can be seen that
for the state corresponding to the players’ set having cardinality
s and containing player i, the expected utility of player i given
by Equation (3) simplifies to (γr−c)x

(1−δ)γsx = 1
1−δ

(
r
s −

c
γs

)
, implying

that it is inversely proportional to the number of players in that
state. This is intuitive, since in the homogeneous case, the re-
ward for mining a block would be won by the players that are
present in the system with equal probability (hence the term r

s ),
and the cost is reduced owing to the reduced time due to the
combined rate of the problem getting solved (hence the term
c
γs ). Also, owing to the perceived utility being discounted by
a factor of δ ∈ [0, 1) for every future block, the computed ex-
pected utility is

(
r
s −

c
γs

)∑∞
α=0 δ

α. On the other hand, for the
state corresponding to the players’ set of cardinality s and not
containing player i, the expected utility of player i is zero. Now
that we have an understanding of the expected utility without
state transitions, we proceed to analyzing the expected utility
for the general homogeneous case in the presence of state tran-
sitions. In what follows, we consider δ = 0, that is, players
consider the expected utility corresponding to only the current
block. The results for other values of δ ∈ (0, 1) are just scaled
versions of the results for δ = 0 and are qualitatively very simi-
lar. When δ = 0, the expected utility of a player i if the problem
gets solved when there are s players present in the system with-
out transiting to another state, is

1
s

(
r −

c
γ

)
, if player i is present

and 0, if player i is absent
(6)

We highlight the above expression as we will recall it when we
study a mean field approximation.

4.1. Types of Expected Utilities and their Formulation

In principle, a player can compute its expected utility in
each system state (recall that a state captures the total number of
players present and whether or not the given player is present).
It is, however, impractical for a player to exactly know the state
that the system is in. Nevertheless, a player can compute three
types of expected utilities, namely, (a) the conditional expected
utility given that it is present when the utility is being computed,
denoted by R3, (b) the conditional expected utility given that it
is absent when the utility is being computed, denoted by R=, and
(c) the overall expected utility without having to know whether
or not it is present when the utility is being computed, denoted
by 〈R〉. Note that we drop player i’s specification in the nota-
tion since it does not introduce ambiguity in the homogeneous

case. We now proceed to formulating these different types of
expected utilities. In what follows, let N = |U|.

Let Rs
3 be the expected utility as computed by the given

player when in the state that corresponds to the player being
present and a total of s players being present. Similarly, let
Rs
= be the expected utility as computed when the player is ab-

sent and a total of s players are present. We can now write
Equation (3) for two types of states given the number of play-
ers present, namely, that containing the given player and that
not containing the given player. In order to segregate the terms
based on whether or not the given player i is present, the last
summation in Equation (3), namely,

∑
j∈S

µ j

D(S ,x) R
(S \{ j},x)
i , can be

written as
∑

j∈S \{i}
µ j

D(S ,x) R
(S \{ j},x)
i +

µi
D(S ,x) R

(S \{i},x)
i , for S 3 i. That

is, Equation (3) can be rewritten as

R(S ,x)
i = (γr−ci)

x(S )
i

D(S ,x) +
∑
j<S

λ j

D(S ,x) ·R
(S∪{ j},x)
i +

∑
j∈S \{i}

µ j

D(S ,x) ·R
(S \{ j},x)
i +

µi

D(S ,x) ·R
(S \{i},x)
i

Hence, for computing a player’s utility Rs
3 in the state that

consists of s players and contains the given player (where s ∈
{1, . . . ,N}), the following events resulting from arrivals/departures
of players need to be accounted for: (a) any of the N − s players
which are not in the system, can arrive with rate λ each, thus
transiting the system to state Rs+1

3 consisting of s + 1 players
and containing the given player, (b) any of the s − 1 players
which are present in the system excluding the given player, can
depart with rate µ each, thus transiting the system to state Rs−1

3

consisting of s − 1 players and containing the given player, (c)
the given player can depart with rate µ, thus transiting the sys-
tem to state Rs−1

= consisting of s − 1 players and not containing
the given player. So, we have

Rs
3 = (γr − c)

x
Ds +

(N − s)λ
Ds Rs+1

3 +
(s − 1)µ

Ds Rs−1
3 +

µ

Ds Rs−1
= (7)

where Ds = γsx+ (N− s)λ+ sµ. Note that for s = N, the second
term vanishes.

For states that do not contain the given player, the first term
disappears because the given player is not a part of the system
and hence does not invest. On similar lines as above, for the
state that consists of s players and does not contain the given
player (where s ∈ {0, . . . ,N − 1}), Equation (3) transforms into

Rs
= =

(N − s − 1)λ
Ds Rs+1

= +
λ

Ds Rs+1
3 +

sµ
Ds Rs−1

= (8)

Note that for s = 0, the last term vanishes.
Now, for formulating the different types of expected utilities

introduced earlier (namely, R3, R= and 〈R〉), the minimal infor-
mation that the given player should have is of the probability
distribution over the number of players that are present. This
distribution can be obtained by exploiting the fact that the un-
derlying stochastic arrival and departure process here resembles
an Engset’s system [43]. Given the homogeneous player arrival
rate λ, departure rate µ, and population size N, let PN

λ,µ(s) be the



probability that the number of players present in the system is
s. It is known that

PN
λ,µ(s) =

(
N
s

) (
λ

λ + µ

)s (
µ

λ + µ

)N−s

It is also known that the probability of a player being present
(or the fraction of time during which a player is present) is λ

λ+µ
,

and the expected number of players present is λ
λ+µ

N. The mean
duration of a full cycle of the stochastic process is 1

λ
+ 1

µ
.

In absence of additional information, since all players are
equally likely to be present or absent, we have that if the number
of players present is s, a given player is present with probabil-
ity s

N and absent with probability N−s
N . So, the probability that

a total of s players are present, with the given player present is
PN
λ,µ(s) s

N , and that with the player absent is PN
λ,µ(s) N−s

N . Clearly,
the overall probability of the player being present is

∑
s PN

λ,µ(s) s
N ,

and that of being absent is
∑

s PN
λ,µ(s) N−s

N . Hence, we get

R3 =

∑
s Rs
3PN

λ,µ(s) s
N∑

s PN
λ,µ(s) s

N

(9)

R= =

∑
s Rs
=PN

λ,µ(s) N−s
N∑

s PN
λ,µ(s) N−s

N

(10)

〈R〉 =
λ

λ + µ
R3 +

µ

λ + µ
R= (11)

Since Equation (11) is not easy to analyze or get insights
into, we present an alternative derivation for 〈R〉 that would aid
our understanding of the overall expected utility. Let 〈Rs〉 de-
note the expected utility of the given player computed when the
number of players present is s. As earlier, if the number of play-
ers present is s, a given player is present with probability s

N and
absent with probability N−s

N . On similar lines as Equation (3),
we can write 〈Rs〉 recursively in terms of 〈Rs+1〉 and 〈Rs−1〉 as

〈Rs〉 =
s
N

(γr − c)x
Ds +

(N − s)λ
Ds 〈Rs+1〉 +

sµ
Ds 〈R

s−1〉 (12)

where Ds = γsx + (N − s)λ + sµ. Note that for s = N, the
second term vanishes while for s = 0, the last term vanishes.
Multiplying the above equation throughout by Ds, we get

γsx〈Rs〉 + (N − s)λ〈Rs〉 + sµ〈Rs〉 =
s
N

(γr − c)x + (N − s)λ〈Rs+1〉 + sµ〈Rs−1〉

Now, 〈Rs〉 = 〈Rs+1〉 = 〈Rs−1〉 = 1
N

(
r − c

γ

)
satisfies the above

equation. Owing to uniqueness of the solution and since 1
N

(
r − c

γ

)
is independent of s, we have that

∀s : 〈Rs〉 =
1
N

(
r −

c
γ

)
(13)

So, the expected utility of the player is a constant with respect
to the number of players present when the utility is being com-
puted. Hence, the overall expected utility is

〈R〉 =
1
N

(
r −

c
γ

)
(14)

Note that for obtaining the above closed-form expression for
〈R〉, it is critical that the maximum powers available to all play-
ers are equal and the amount of fixed power ` → 0. For in-
stance, if ` 9 0, we would have Ds = γ(sx+`)+(N−s)λ+sµ and
so, a simplified expression cannot be readily obtained. Now,
with the aim of obtaining simplified expressions for R3 and R=
as well, albeit approximate, we take a mean field approach.

4.2. Mean Field Approximation
Obtaining general closed-form expressions for R3 and R=

that could be analyzed theoretically, are arguably intractable,
as can be seen from Equations (9), (10) and the terms involved
therein (namely, Equations (7) and (8)). So, we proceed to ob-
tain closed-form expressions that can approximate their values
with reasonable accuracy, by way of a mean field approach. In
this approach, instead of the 2N states that captured the num-
ber of players present and whether or not the given player is
present in the system, we consider only two states, namely, (a)
S 3 that corresponds to the given player being present and (b) S =
that corresponds to the given player being absent. So, from the
given player’s perspective, when it arrives, the system transits
from state S = to S 3, while when it departs, the system transits
from state S 3 to S =. The mean field approximation will con-
sider that the system invariably consists of an average number
of players (say n), and the arrival/departure of the given player
does not affect this average number and so, also does not affect
the rate of problem getting solved. In particular, irrespective of
whether we are in state S 3 or S =, the number of players present
in the system is considered to be a constant, n = λ

λ+µ
N, which is

the expected number of players present in an Engset’s system,
and hence the rate of problem getting solved is consistently γnx.

Recall from Equation (6) that the expected utility of a player
if the problem gets solved when there are s players present in
the system without transiting to another state, is 1

s

(
r − c

γ

)
if the

player is present, and 0 if the player is absent when the utility
is being computed. Since in the mean field approach, we con-
sider the number of players being present in the system to be
n = λ

λ+µ
N, we have that the given player would get a utility

of 1
n

(
r − c

γ

)
if the problem gets solved while in state S 3, and a

utility of 0 if the problem gets solved while in state S =.
For computing the expected utility in state S 3, which is

nothing but R3, the following events need to be accounted for:
(a) the player can depart with rate µ, thus transiting to state S =,
wherein the expected utility computed would be R=, and (b) the
problem can get completely solved with rate γnx, in which case
the given player obtains a utility of 1

n

(
r − c

γ

)
. On the other hand,

for computing R=, the expected utility in state S =, the following
events need to be accounted for: (a) the player can arrive with



rate λ, thus transiting to state S 3, wherein the expected utility
computed would be R3, and (b) the problem can get completely
solved with rate γnx, in which case the given player obtains a
utility of 0 since the player is not present in the system. So, we
have

R3 =
µ

µ + γnx
· R= +

γnx
µ + γnx

·
1
n

(
r −

c
γ

)
R= =

λ

λ + γnx
· R3 +

γnx
λ + γnx

· 0
(15)

where n = λ
λ+µ

N. Solving the above two equations, we get the
following closed-form expressions:

R3 =
1
N

(
r −

c
γ

) (
1 +

µγNx
(λ + µ)2 + λγNx

)
(16)

R= =
1
N

(
r −

c
γ

) (
1 −

λγNx
(λ + µ)2 + λγNx

)
(17)

It can be easily verified that 〈R〉 = λ
λ+µ

R3+
µ
λ+µ

R= = 1
N

(
r − c

γ

)
.

It is important to note that while the above equations provide
closed-form expressions and are far easier and faster to compute
and analyze, these are essentially approximations to the actual
values of R3 and R=. Larger values of N would likely result in
better approximations, owing to the underlying assumption that
the average number of players present and the rate of problem
getting solved would not be affected by the arrival/departure
of the given player. For small values of N, for instance when
N = 1, the exact expressions give R3 = R= = r − c

γ
, while the

mean field approximation gives R3 > r − c
γ

and R= < r − c
γ
. So,

the mean field approximate expressions should not be viewed
as a replacement to the actual expressions, but rather an aid to
intuitively understand how R3 and R= are sensitive towards the
values of the different parameters.

5. Sensitivity Analysis: A Simulation Study

With the foundation for analyzing the players’ utilities in
place, we now conduct a simulation study for investigating the
effects of the arrival and departure rates as well as other system
parameters.

5.1. Parameters’ Values for Simulations

We take cues from Bitcoin mining for the parametric values
to be used in our numerical simulations. The currently offered
reward for successfully mining a block is 6.25 Bitcoins. As-
suming 1 Bitcoin ≈ $48,000, the reward translates to $3 × 105.
The Bitcoin problem complexity is set such that it takes around
10 minutes on average for a block to get mined. That is, the
rate of problem getting solved is 6 hour−1 on average. One
of the most powerful ASIC (application-specific integrated cir-
cuit) currently available in market is Antminer S9, which per-
forms computations of up to 13 TeraHashes per sec; let us call
this amount of computational power as 1 unit, without loss of
generality. So, we consider the maximum power available to
each player to be x = 1 unit. As per BitNode (bitnodes.
earn.com), a crawler developed to estimate the size of Bitcoin
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(a) when λ = µ = 0.1 (b) λ = 0.2, µ = 0.1

Figure 1: Expected utility of a player as computed when the system contains a
certain number of players

network, the number of Bitcoin miners is around 1.2 × 104,
providing a realistic estimate for N (i.e., |U|). Considering a
preliminary scenario wherein λ = µ, we would have the av-
erage number of players present in the system, say N̂, to be
λ
λ+µ

N = N
2 = 6 × 103. Hence, we should have that γxN̂ = 6

hour−1. As we consider x = 1 and N̂ = 6 × 103, we should
have γ = 10−3 hour−1. The aforementioned ASIC consumes
about 1.5 kWh in 1 hour, which translates to $0.18 hour−1 (at
the rate of $0.12 per kWh). Hence, we consider r = 3×105, γ =

10−3, c = 0.18, x = 1,N = |U| = 1.2 × 104. Note that for these
values of parameters, we have that the overall expected utility
〈R〉 = 1

N

(
r − c

γ

)
= 24.985.

5.2. Effect of Arrival and Departure Rates on Players’ Utilities
We now explicitly study the effects of the critical stochastic

components, namely, the players’ arrival and departure rates,
while considering the values of other parameters to be as de-
scribed earlier (r = 3 × 105, γ = 10−3, c = 0.18, x = 1,N =

1.2 × 104). In particular, we observe how the expected utilities
R3 and R= change with respect to the values of λ and µ.

Before proceeding, let us obtain a fundamental understand-
ing of how a player’s expected utility is influenced by the num-
ber of players present in the system (s) at the time of its utility
being computed, which we explain with the help of Figure 1.
It can be seen that the values of Rs

3 (where s ∈ {1, . . . ,N}) and
Rs
= (where s ∈ {0, . . . ,N − 1}) decrease as s increases; this is

owing to an increase in competition in the system as the num-
ber of players increases. In particular, for a higher value of s,
we have that Rs

3 is lower owing to a higher competition when
the given player is present in the system, and Rs

= is lower owing
to a higher competition if and when the given player arrives.
Note also that irrespective of the number of players present in
the system, if c ≤ γr, it is at least as advantageous for a player
to be present in the system and investing than being absent. So,
the utility computed when the given player is present is at least
as high as that computed when the player is absent, which is
why, the plot shows ∀s : Rs

3 ≥ Rs
=. As discussed earlier, if the

number of players present in the system is s, a given player is
present with probability s

N and absent with probability N−s
N and

so, we can write 〈Rs〉 = s
N Rs
3 + N−s

N Rs
=. Clearly, a higher value

of s results in a higher weightage to Rs
3 and hence, the graph

of 〈Rs〉 approaching that of Rs
3. Figure 1 validates numerically

that the value of 〈Rs〉 should be the same for all values of s



(as shown in Equation (13)). Furthermore, if the given player
is present in the system, a higher λ results in a higher proba-
bility of more players arriving before the problem gets solved,
and hence higher level of competition (if departure rate µ is un-
changed). So, for all values of s, the values of Rs

3 are lower for
a higher λ. This reasons why the graph of Rs

3 is lower when
λ = 0.2, µ = 0.1 as compared to when λ = µ = 0.1.

Now that we have an understanding of how Rs
3 and Rs

= are
influenced by the number of players present, let us continue to
studying the effect of λ and µ on R3 and R=. Note that these
could be illustrated by way of 3D plots, while showing R3 and
R= as functions of λ and µ; however we present two plots for
better clarity and understanding. In particular, we observe how
R3 changes as a function of λ for different values of µ, and as a
function of µ for different values of λ; we do the same for R=.
In order to consider a wide range of values, our plots have a
logarithmic X-axis. For instance, in Figure 2(a), while plotting
the change in R3 as a function of λ, we consider the values of λ
to be powers of 10 with the powers ranging from −3 to 3 with
increments of 0.2. While values more than 10 (i.e., arriving at
the rate of more than 10 times per hour, if not in the system)
may seem impractical, they are interesting for understanding
the limiting behavior. For this particular plot, the different val-
ues of µ that we consider are integral powers of 10 with the
values ranging from 10−3 to 10. It is worth highlighting that the
mean field approach described earlier, for approximating the
values of R3 and R=, gives a root mean squared relative error of
less than 0.05% and a mean absolute relative error of less than
0.01%.

As explained in the context of Figure 1, we have ∀s : Rs
3 ≥

Rs
= and so, the expected utility computed when the player is

present in the system (R3) is always at least as high as that
computed when the player is absent (R=) for any given set of
parameters’ values. Also, if all the parameters other than λ and
µ are unchanged, the overall expected utility 〈R〉 (which is a
weighted average of R3 and R=) stays unchanged and its value
is 1

N (r − c
γ
). Since R3 ≥ R= for any given values of λ, µ and

the weighted average of R3 and R= is a constant across differ-
ent values of λ, µ, we have that R3 ≥ 〈R〉 = 1

N (r − c
γ
) ≥ R=

across different values of λ, µ. Note that the best possible util-
ity Rs

3 that the given player can obtain is r − c
γ
, which is when

the player is the only one present in the system (i.e., no com-
petition) throughout the problem-solving process. So, we have
from Equation (9) that R3 ≤ r − c

γ
. Also, it is clear that R= ≥ 0

when c < γr. So, we have that 0 ≤ R= ≤ 〈R〉 ≤ R3 ≤ r − c
γ
,

across different values of λ, µ. This is what we also observe in
all the plots (Figures 2 and 3).

Figure 2 illustrates the effect of arrival and departure rates
on the given player’s expected utility given that the player is
present at the time of computing its utility. Figure 2(a) shows
the change in R3 with respect to λ for different values of µ. It
can be seen that R3 decreases monotonically with λ, and its de-
crease with respect to the logarithm of λ is a reverse sigmoid-
like function (for very low values of µ, the lower end of the
graph is outside the range of λ shown). To get an intuition, note
that for a particular value of µ, if λ increases, the probability of
more players being present in the system increases, thus lead-
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Figure 2: Effect of arrival and departure rates on a player’s expected utility if
the player is present in the system when the utility is being computed

ing to a higher competition and hence a reduced value of R3.
Figure 2(b) shows the change in R3 with respect to µ for dif-
ferent values of λ. The initial increase and subsequent decrease
in the utility as µ increases, exhibits a bell-shaped-like nature
with respect to the logarithm of µ. For any particular λ, if µ
increases, it is with a higher probability that less players are
present, thus leading to a lower competition and an increase in
R3. However, if µ increases beyond a certain threshold, it re-
sults in a higher probability of the given player departing and
staying out of the system when the problem gets solved, thus
resulting in a decrease in R3. We can estimate the peak of the
graph by equating the derivative of R3 with respect to µ to zero,
using its approximate expression from Equation (16); we get

dR3
dµ

= 0 =⇒ µ − λ = γx
λ

λ + µ
N =⇒ µ =

√
λ(λ + γNx)

We now provide an intuition for why the critical point is when
µ − λ = γxn, where n = λ

λ+µ
N is the average number of players

present. Note that if the given player is present, it is advanta-
geous if the problem gets solved faster, in particular, before the
player departs, and also if it arrives soon after in case it departs.
That is, it is advantageous to have the effective rate of depar-
ture (µ−λ) to be lower than the average rate of problem getting
solved (γxn). Note that for a lower λ, the rate γxn is lower. So,
for µ− λ to be lower than γxn, the optimal value of µ should be
lower, which is what we observe from the plots.

Figure 3 illustrates the effect of arrival and departure rates
on the given player’s expected utility if the player is absent
when its utility is being computed. Figure 3(a) shows the change
in R= with respect to λ for different values of µ. The initial
decrease and subsequent increase in the utility as λ increases,
exhibits an inverted bell-shaped-like nature with respect to the
logarithm of λ. For a given µ, if λ increases, it is with a higher
probability that more players are present, thus resulting in a
higher competition if and when the given player arrives in the
system, and hence a decrease in R=. However, if λ increases
beyond a certain threshold, it results in a higher probability of
the given player arriving and staying in the system when the
problem gets solved, thus resulting in an increase in R=. We
can estimate the trough of the graph by equating the derivative
of R= with respect to λ to zero, using its approximate expression
from Equation (17); we get
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Figure 3: Effect of arrival and departure rates on a player’s expected utility if
the player is absent from the system when the utility is being computed

dR=
dλ

= 0 =⇒ λ − µ = 0 =⇒ λ = µ

To provide an intuition for why the critical point is at λ−µ = 0,
note that if the given player is absent, a first and essential con-
dition for it to obtain a positive utility is that it arrives and stays
in the system. Hence, it is advantageous to have a higher prob-
ability of arriving while not departing soon after, i.e., to have
the effective rate of arrival (λ−µ) to be positive, which explains
the critical point. Figure 3(b) shows the change in R= with re-
spect to µ for different values of λ. R= increases monotonically
with µ, and its increase with respect to the logarithm of µ is a
sigmoid-like function. To get an understanding of this observa-
tion, note that for a particular λ, if µ increases, it is more likely
that there are less players present, thus resulting in a lower com-
petition if and when the given player arrives in the system, and
hence a higher value of R=.

In all the plots in Figures 2 and 3, it can be seen that as λ
or µ increases to a very high value, both R3 and R= converge to
〈R〉. While this is mathematically clear from Equations (16) and
(17), this phenomenon has a natural reasoning. If the values of
both λ and µ are very high, particularly very high as compared
to the average rate of problem getting solved, the mean duration
of a full Engset’s cycle ( 1

λ
+ 1

µ
) would be very low as compared

to the time that would be taken for the problem to get solved.
So, it is very likely that the given player would depart if it is
present, and arrive if it is absent. This would diminish the ef-
fect of the given player being present or absent in the beginning
when the utility is being computed, thus diminishing the dif-
ference between R3 and R=. On the other hand, if the value
of λ is very high but not that of µ, it is very likely that each
player would be present for a significant amount of time while
the problem is being solved, irrespective of whether it is present
when the utility is being computed. Similarly, if the value of µ
is very high but not that of λ, it is with high probability that
each player would be absent for a significant amount of time
while the problem is being solved, irrespective of whether it is
absent when the utility is being computed. So, both R3 and R=
approach 〈R〉 in these cases, owing to the diminished effect of
being present or absent at the time of computing the utility.
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Figure 4: Effect of arrival and departure rates on the expected time taken to
solve the problem

5.3. Effect of Arrival and Departure Rates on Time Taken to
Solve the Problem

We now discuss how the arrival and departure rates influ-
ence the expected time taken to solve the problem, say 〈T 〉. Let
T s be the expected time to solve the problem if the number of
players currently present in the system is s. Recall that the rate
of the problem getting solved when there are s players present,
is γsx. Similar to the recursive equations for expected utili-
ties, we can write recursive equation for the time to be taken
for solving the problem while accounting for the change in the
number of players present in the system, as follows:

T s =


1

Bs +
(N−s)λ

Bs T s+1 +
sµ
Bs T s−1 if 1 ≤ s ≤ N − 1

1
B0 + T 1 if s = 0
1

BN +
Nµ
BN T N−1 if s = N

where Bs = γsx + (N − s)λ + sµ.
Multiplying the equation corresponding to T s by Bs and

bringing all terms containing {T s′ }Ns′=0 to one side, the above
system of equations can be written in matrix form as HT = 1,
where T is a vector whose components are: T (s) = T s, 1 is a
vector of all ones, and H is a matrix of size (N + 1) × (N + 1)
whose elements are:

H(s, s) = Bs

H(s, s − 1) = −sµ (if s ≥ 1)

H(s, s + 1) = −(N − s)λ (if s ≤ N)

and all other elements are 0

We can thus obtain the expected time T s to solve the prob-
lem, given that there are s players in the system, by comput-
ing T = H−11. Hence, the average time to solve the problem
〈T 〉 can be computed (just as we computed the overall expected
utility 〈R〉 from 〈Rs〉), by taking an expectation over the num-
ber of players present in the system, based on the steady-state
probabilities corresponding to the Engset’s system. So, we have
〈T 〉 =

∑N
s=0 Pλ,µ(s)T s.

Figure 4 presents the effect of arrival and departure rates on
the expected time taken to solve the problem. It can be seen
that the expected time decreases with λ and increases with µ.
The decrease of 〈T 〉 with λ is convex in nature, while its in-
crease with µ is linear. We can get an understanding of these



observations using a mean field approximation of the time that
would be taken to solve the problem. Since the average num-
ber of players present in the system is λ

λ+µ
N, the expected time

taken to solve the problem would be 1
γx( λ

λ+µ N)
= 1

γNx

(
1 +

µ
λ

)
.

This says that the decrease with respect to λ would be hyper-
bolic and converging to 1

γNx , while the increase with respect
to µ would be linear with a slope of 1

λ
( 1
γNx ). It is to be noted

again that the mean field approach provides an approximation
and cannot replace the actual expression for 〈T 〉 exactly. As an
example, when N = 1, we have T 0 =

γx+λ+µ
λγx , T 1 =

λ+µ
λγx , and

hence 〈T 〉 =
µ
λ+µ

T 0 + λ
λ+µ

T 1 = 1
γx( λ

λ+µ )
+

µ
λ(λ+µ) . This is clearly

not equal to 1
γx( λ

λ+µ )
that is given by the mean field approach.

A Note on the Fraction of Time for which a Given Player is
Present in the System during the Problem being Solved

In an Engset’s system, the fraction of time for which a given
player is present is λ

λ+µ
. However, this fraction holds valid over

a long enough period of time, and does not hold in general. For
instance, if we aim to obtain this fraction during the process of a
given problem being solved, it would depend on whether or not
the player is present at the starting time of solving the problem,
and also on how the mean arrival/departure times (and hence
the mean duration of a full Engset’s cycle) compare with the
average time that would be taken for solving the problem. Let
F denote the fraction of time for which a given player is present
while the problem is being solved. We know that the player’s
overall expected utility while the problem is being solved is
〈R〉 = 1

N (r − c
γ
), where r

N is the expected reward obtained and
c
γN is the expected cost incurred. Note that the expected cost in-
curred could be alternatively obtained as cx〈T 〉F , where 〈T 〉F
gives the expected time for which the given player is present
(and hence invests power x) while the problem is being solved.
Equating the two expressions for the expected cost incurred, we
get cx〈T 〉F = c

γN , and hence F = 1
γNx〈T 〉 .

In order to verify that the obtained fraction F is indeed dif-
ferent from λ

(λ+µ) , let us consider the example of N = 1. Here,
as discussed above, we have 〈T 〉 = 1

γx( λ
λ+µ )

+
µ

λ(λ+µ) , and hence

F = λ

(λ+µ)
(
1+

µγx
(λ+µ)2

) , which is different from λ
(λ+µ) . However,

it is intuitive that if the mean duration of a full Engset’s cy-
cle is significantly lower than the average time that would be
taken for solving the problem, the fraction of time for which a
given player is present in the system while the problem is being
solved, would be approximately equal to λ

λ+µ
.

5.4. Effects of Other Parameters on Players’ Utilities

We now study the effect of other parameters, namely, r, γ, x
on the different types of expected utilities of a player. While
studying the effect of a parameter, we consider the values of the
other parameters to be as mentioned earlier. Further, in order to
observe the asymmetry of R3 and R= around 〈R〉, we consider
λ , µ, in particular, λ = 0.2, µ = 0.1.

Figure 5 presents the effect of the offered reward on the
given player’s expected utility. It can be easily seen from the
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Figure 5: Effect of the offered reward on a player’s expected utility
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Figure 6: Effect of the rate constant of the problem getting solved on a player’s
expected utility

micro view that when r < c
γ

= 0.18
10−3 = 180, all types of ex-

pected utilities are zero, since the player does not invest (Propo-
sition 2). As the value of r crosses the threshold of c

γ
, it is

intuitive that the expected utilities would increase monotoni-
cally with the offered reward. We observe that the increase in
the overall expected utility is linear with respect to r, which
is as expected since 〈R〉 = 1

N

(
r − c

γ

)
. Moreover, the increase

in R3 and R= are also linear as can be understood from their
approximate expressions given by Equations (16) and (17), re-
spectively. Further, since we considered λ = 0.2, µ = 0.1, we
have that 〈R〉 = 2

3 R3 + 1
3 R=, which is why the graph of 〈R〉 is

closer to that of R3 than to R=.
We know that a higher γ leads to the problem getting solved

faster, thus resulting in a lower cost to the given player. Figure 6
presents the effect of γ on the given player’s expected utility. It
can be seen from the micro view that when γ < c

r = 0.18
3×105 =

0.6 × 10−6, all types of expected utilities are zero, as the player
does not invest. As the value of γ crosses the threshold of c

r ,
there is a steady increase in all types of expected utilities. It can
be understood that the overall expected utility increases mono-
tonically with γ since 〈R〉 = 1

N

(
r − c

γ

)
. Moreover, the mono-

tone increasing graph of R3 as well as the subsequent decrease
in the value of R= can also be understood from Equations (16)
and (17), respectively. Intuitively, if the given player is present
at the time of computing its utility for solving the current prob-
lem, a higher value of γ would result in a higher probability of
the problem getting solved before the player departs, thus lead-
ing to a higher utility. On the other hand, if the given player
is absent at the time of computing its utility, a higher value of
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pected utility

γ would result in a higher probability of the problem getting
solved before the player arrives, thus leading to a lower utility.
Equations (16) and (17) and the expression for 〈R〉 also explain
why the effect of γ on the expected utilities diminishes beyond a
certain value. In particular, 〈R〉 converges to r

N , R3 approaches
the value r

λ
λ+µ N

(recall that λ
λ+µ

N is the expected number of play-

ers present in the Engset’s system), and R= converges to 0.
While the overall expected utility is not affected by the max-

imum power available to players (x) since 〈R〉 = 1
N

(
r − c

γ

)
, its

influence on R3 and R= is very similar to that of γ (as can be
seen from Figure 7). However, there are a couple of subtle
differences, which can be understood from Equations (16) and
(17). First, while the expected utilities rise from 0 gradually
when γ crosses the threshold c

r , they jump from 0 to 1
N

(
r − c

γ

)
when x goes from 0 to an infinitesimally small value, with a dis-
continuity at x = 0. Another difference from the effect of γ is
that, for a very large value of γ, we have R3 converging to r

λ
λ+µ N

,

while for a very large value of x, we have that R3 converges to
1
λ
λ+µ N

(
r − c

γ

)
. It can be seen that R= converges to 0 for a very

large value of x (same as that for a very large value of γ).

5.5. Effect of the Fixed Power (`)
Throughout our simulation study, we considered the amount

of fixed power (i.e., power invested by the fixed players) ` to
be practically zero. It is to be noted that the nature of the plots
studied thus far are similar when we consider ` 9 0, albeit with
decreased utility values, and an important difference being that
the overall expected utility 〈R〉 is no longer a constant (which
was 1

N

(
r − c

γ

)
). We hence present an interesting aspect here

regarding how the fixed power influences a player’s expected
utility that is computed when a certain number of players are
present in the system. For this set of simulations, we consider
λ = 0.2, µ = 0.1 and the values of the other parameters to be as
described earlier.

Recall that Figure 1 illustrated the expected utility of a player
as computed when a certain number of players are present in
the system, when the amount of fixed power ` → 0. Fig-
ure 8 presents the plots corresponding to when the fixed power
amounts to (a) one-tenth of the total maximum power available
to the players ( N

10 x) and (b) exactly the total maximum power
available to the players (Nx). It is clear as we compare Figure 1
and Figure 8(a)-(b) that all types of expected utilities (namely,
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Figure 8: Effect of the fixed power on the expected utility of a player as com-
puted when the system contains a certain number of players (λ = 0.2, µ = 0.1)

the one computed when the given player is present in the sys-
tem, the one computed when it is absent, and the overall ex-
pected utility) decrease with an increase in the amount of fixed
power. This is owing to the increase in competition and the re-
sulting decrease in the probability of the given player winning
the reward, irrespective of which state the system is in (which
depends on the number of players present in the system and
whether the given player is present in the system).

It can also be seen that, while the overall expected utility
was a constant in Figure 1 when ` → 0, it increases with the
number of players that are present in the system in Figure 8
(` 9 0). Further, a higher ` results in a higher relative increase
in the overall expected utility. This can be explained with the
relative increase in competition in the two cases. Note that as
the number of players in the system increases, the relative in-
crease in the total computational power (and hence the relative
increase in competition) is lower for a higher value of `. For
instance, the relative increase in the total computational power
when the number of players in the system increases from s to
s + 1 is ((s+1)x+`)−(sx+`)

sx+`
= x

sx+`
, which is lower for a higher value

of `. When ` → 0, we observed that the computed overall ex-
pected utility did not change with an increase in the number
of players that are present in the system; the advantage of an
increased probability of the given player being present in the
system was balanced out by the disadvantage of an increased
competition. However, when ` 9 0, the relative increase in
the competition with an increase in the number of players in the
system, is lower as compared to the case where ` → 0. So, the
advantage of an increased probability of the given player being
present in the system does not balance out, thus resulting in an
increase in the overall expected utility as the number of players
in the system increases. Further, a higher value of ` results in
a higher relative increase in the overall expected utility as the
number of players in the system increases.

6. Conclusion

This work modeled a stochastic game where players can
arrive and depart over time in a distributed computing setting,
wherein players obtain a certain reward for solving a problem,
while incurring a certain cost based on the invested time and
computational power. We formulated the utility function and
derived a closed form expression for it. We then presented a



game theoretic analysis for determining Markov perfect equi-
librium (MPE). We showed that in MPE, players with cost pa-
rameters exceeding a certain threshold, do not invest; while
those with cost parameters less than this threshold, invest max-
imal power. Thus, the state knowledge as well as the common
knowledge assumptions are shown to be redundant. Using the-
ory of Engset’s system, mean field approximation, and exten-
sive simulations, we studied the effects of the arrival and depar-
ture rates and other system parameters on players’ utilities. In
our study, we considered three types of expected utilities that a
player can compute depending on whether the player is present,
absent, or agnostic with respect to its presence in the system.
Following is a summary of the findings of our simulations:

• When studying the effects of arrival and departure rates on
the different types of expected utilities of a player, we typi-
cally observed a trade-off between the level of competition
and the player’s likelihood of being present in the system
when the problem gets solved. A higher arrival rate led to a
higher competition but also a higher likelihood of the player
arriving if it was absent at the outset, while a higher depar-
ture rate led to a lower competition but with a compromise
that the player could depart if it was present.

• The expected utility computed at a time when the player is
present, was at least as high as that computed at a time when
it is absent. Further, if the fixed power is practically zero,
the overall expected utility was a constant with respect to the
arrival/departure rates and the number of players present.

• Concerning the expected time taken to solve the problem, its
decrease with respect to the arrival rate was hyperbolic, while
its increase with respect to the departure rate was linear.

• An increase in the offered reward (beyond our derived thresh-
old) led to a linear increase in all types of expected utilities.

• An increase in the rate constant of the problem getting solved
resulted in a steady increase followed by a forking of the dif-
ferent types of expected utilities (that computed when present,
increased; that computed when absent, decreased; and the
overall expected utility stayed constant), which eventually
converged to distinct peculiar values.

• The effect of the maximum power available to players was
similar to that of the rate constant of the problem getting
solved; an exception being that the different types of ex-
pected utilities forked at an infinitesimally small value itself.

• While the overall expected utility was a constant with respect
to the number of players present when the fixed power was
practically zero, it visibly increased with the number of play-
ers present when the amount of fixed power was not ignor-
able; the increase depended on how the fixed power com-
pared with the total power available to the (strategic) players.

Future Work
We believe that our model enables us to lay a theoretical

foundation for analyzing strategic investments in distributed com-
puting and take a first step towards solving a very challenging

problem, which leaves ample scope for it to be developed fur-
ther. In order to develop a more sophisticated stochastic model,
one could obtain real data concerning the arrivals and depar-
tures of players and their investment strategies. We considered
the rate of problem getting solved to be proportional to the to-
tal computational power being invested, which is applicable to
most distributed computing settings including blockchain min-
ing; one could motivate and study other scenarios wherein the
rate of problem getting solved has different forms. From the
perspective of mechanism design, it would be interesting to de-
sign incentives so as to elicit the true cost parameters of the
players. Alternatively, one could devise a method for deduc-
ing these latent variables (namely, cost parameters) from the
observed players’ actions and game situations. It would be in-
teresting to analyze the game under bounded rationality. An-
other promising possibility is to incorporate state-learning in
our model. One could study the game by accounting for pos-
sibility of players forming coalitions. It is an interesting fu-
ture direction to study a Stackelberg game with the system as
the leader (which decides the amount of reward to offer) and
investors of computation as the followers (which decide how
much power to invest based on the offered reward), by model-
ing system’s utility as the difference between a practically rele-
vant function of the received computational resources, and the
offered reward.
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