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Quasi-stationary behavior for a piecewise deterministic
Markov model of chemostat: the Crump-Young model

Bertrand Cloez! Coralie Fritsch?

Abstract

The Crump-Young model consists of two fully coupled stochastic processes model-
ing the substrate and micro-organisms dynamics in a chemostat. Substrate evolves fol-
lowing an ordinary differential equation whose coefficients depend of micro-organisms
number. Micro-organisms are modeled though a pure jump process whose jump rates
depend on the substrate concentration.

It goes to extinction almost-surely in the sense that micro-organism population
vanishes. In this work, we show that, conditionally on the non-extinction, its distri-
bution converges exponentially fast to a quasi-stationary distribution.

Due to the deterministic part, the dynamics of the Crump-Young model are highly
degenerated. The proof is therefore original and consists of technically precise esti-
mates and new approaches for quasi-stationary convergence.

Keywords : Quasi-stationary distribution - Chemostat model - Lyapunov func-
tion - Crump-Young model - Piecewise Deterministic Markov Process (PDMP)
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1 Introduction

The evolution of bacteria in a bioreactor is usually described by a set of ordinary differential
equations derived from a mass balance principle, see [SW95, [HLRS17]. However, in 1979,
Kenny S. Crump and Wan-Shin C. O’Young introduced in [COT9] a piecewise deterministic
Markov process, as defined in [Dav93|, to model such a population.

This model consists in a pair of cadlag processes (Xy, S;)i=0 where S; is the nutrient
concentration at time ¢t and obeys a differential equation, and X; is the bacteria population
size at time ¢ and obeys a Markov jump process. More precisely, they are defined by the
following mechanisms:

e bacterial division: the process (X;);>0 jumps from X; to X; + 1 at rate u(S;)Xy;
e bacterial washout: the process (X;);>0 jumps from X; to X; — 1 at rate DXy;

e substrate dynamics: between the jumps of (Xi)i>0, the continuous dynamics of
(St)t=0 are given by the following ordinary differential equation

Si = D (sin — St) — k u(Se) X, (1)

where p: Ry — Ry and D, s;,, k > 0 are the specific growth rate, the dilution rate of the
chemostat, the input substrate concentration and the inverse of the yield coefficient (i.e.
the proportion of cell formed per unit of substrate concentration consumed) respectively.
Note that we do not consider the death of bacteria in this model. However, the results
of this article can be generalized, under suitable assumptions, with a bacterial loss rate
d(X¢, St) + D, taking into account a death rate d(X:,S;) in addition to the bacterial
washout, due to the output flow of the chemostat, at rate D.

Formally, the generator of this Markov process is the operator £ given by

,Cf(SC,S) = [D(Sin - S) - kﬂ(s) CC] 6’5f(93, S) + M(S)SC (f(l’ + 175) - f($)8))
+D.’E(f(ﬂf—]_,8)—f($,8)), (2)
for all x € N (with N = {0,1,2,...} the set of natural numbers including 0), s > 0 and

feCP (N xR,), with CO%(N x R, ) the space of functions f : N x R, — R such that for
reN, s— f(z,s) e CH(R,).



Since the work of Crump and Young, several chemostat models have been introduced to
complete the modeling approach of the chemostat. In particular if the bacteria population
size is not too small, it can be relevant to use stochastic continuous approximation of
the process (X¢); as in [CJLV11l [FRRS17, ICF17]. Conversely, [CJLV11] also propose a
discrete version for the process (S;):, which is relevant in a small number of substrate
particles. Models with a mass-structured description of the bacteria population are also
been proposed in stochastic version through individual based models [CF15, FHCI15] or
in deterministic version through partial differential equations [FRT67, Ram79]. See also
[WHB™16| for a panorama in mathematical modelling for microbial ecology.

Despite the simplicity of the Crump-Young model and the fact that it has been stud-
ied in several articles (e.g. [CO79, [CILV11l [CMMSM13|, [CF17, WHB*16]), the long-time
behavior of this process is not well understood. It is well known that, under suitable as-
sumptions, it goes extinct in finite time with probability one. However, it can be relevant
to look at the distribution of the population size at time ¢ given that the process is not
extinct. In fact numerical simulations suggest that, under suitable assumptions on the
growth rate p and if the bacteria population is not too small, the Crump-Young model
converges towards a stationary type behavior before the extinction [CF17]. It then be-
comes interesting to study, not the stationary behavior of the process, which is extinction,
but its quasi-stationary distribution (QSD). QSD refers to the stationary distribution of
the process conditioned on not being extinct (see Equation below).

Crump and Young, in their original work [CO79], propose an approximation of the
moments of a “quasi-steady-state” (in fact the quasi-stationary behavior, even if it is not
rigorously defined in this way in their article). They made the approximation that the
expectation of the process admits an equilibrium which is the non-trivial equilibrium (i.e.
with a non-extinct bacteria population) of a deterministic model. This approximation is
valid at least in large population size of the bacteria population since the Crump-Young
model converges in distribution towards the deterministic model in large population size
(see [CF17T]). More recently, the existence of a QSD, as well as some regularity properties
of this QSD, was proved in [CMMSMI13]. As stated above, we illustrated in [CF17], the
convergence of the Crump-Young model towards this QSD. In addition, we also illustrated
in [CE17], the validity of the approximation of Crump and Young in large population
size. Nevertheless, the long-time behavior of the process before extinction (as defined in
[MV12, [CMSM13|, vDP13]) was, until now, unknown. In particular, the convergence of
the non-extinct process was not proved.

In this work, we prove that, under suitable assumptions, there exists a unique QSD 7
which admits some moments (existence was proved in [CMMSM13], but not uniqueness).
Moreover, we prove that this QSD is also a Yaglom limit, that is for all (z,s) € N* x R
and bounded function f: N* x Ry — R (with N* = N\{0} = {1,2,...}), we have

tli)rg) E(x,s) [f(Xt7 St) ‘ Tex > t] = 7T(f),

with Tgyt := inf {t > 0 | X; = 0} the extinction time of the process. That is for all initial
condition, conditionally on the non-extinction, the law of process converges toward the
QSD 7.

This limiting result is the main result of the present article. It is stated in Corollary [2.3]



This corollary is a consequence of Theorem This theorem gives a more complete
description of the quasi-stationary behavior. It describes the uniqueness of 7w through
integrability /moment properties; moreover it gives an exponential speed of convergence
to it for a certain class of initial distributions.

Convergence to QSD is usually proved using Hilbert space methods [CMSM13,|CCL™09,
VD91]. However, our process of interest is not reversible, therefore its infinitesimal gen-
erator cannot be made self-adjoint on a suitable Hilbert space. To overcome this prob-
lem, we use recent results [CV23] [CV20, BCGM22| [CG20] which are a generalization of
usual techniques to prove convergence to stationary distribution [MT12]. These tech-
niques are applicable to general Banach spaces that are not necessarily Hilbert spaces,
for processes that are not necessarily reversible or when the existence of the principal
eigenvector is unknown. A drawback is that sharp estimates are needed on the paths such
as uniform bounds on hitting times. These estimates are often obtained through irre-
ducibility properties, however proving irreducibility properties for piecewise deterministic
processes is an active and difficult subject of research [BLBMZ15|, [BS19, BHS18, [(Cos16].
See for instance the surprising behavior of some piecewise deterministic Markov processes
in [LMRI15, BLBMZ14]. A main part of our proof is nevertheless based on such result.

An important feature of the Crump-Young model is that it is not irreducible. Indeed,
fixing the number of bacteria x, the flow associated to the substrate dynamics has a unique
equilibrium s,, which is never reached. In the following, we demonstrate that the hitting
times of other points are finite. However, since the hitting times of points (z,5,) are
infinite, it is challenging to obtain uniform estimates for the other hitting times, which
are fundamental for the QSD existence and convergence.

The deterministic part of the substrate dynamics leads to additional difficulties. This
non diffusive behavior prevents the dynamics from reaching any point in short time. This
adds difficulty in obtaining the previous uniform estimates which are necessary for applying
the results of [CV20, BCGM22].

All these difficulties are usual in piecewise deterministic models. Finally, even though
our model may seem very specific, our proof could be replicated in other contexts and
therefore open doors for other applications where this type of processes is applicable.
These applications include, but are not limited to, neuroscience [GL16, PTW10], genomics
[Gor12, HBEGI1T7], and ecology [Cos16].

The paper is organized as follows. We establish our main results in Section first
we state the exponentially fast convergence of the process towards a unique QSD for
initial distributions on a restrictive subset of N* x R, (Theorem then we extend
the convergence towards the QSD for any initial condition of the process in N* x R,
(Corollary . Section |3| is devoted to the proof of Theorem based on results of
[BCGM22] and [CV20] which give conditions leading to the existence and the uniqueness
of the QSD as well as the convergence statement. We begin by detailing the scheme of
our proof establishing sufficient conditions for applying [BCGM22] and [CV20]. These
conditions, proved in Section [3.4] are mainly based on hitting time estimates, established
in Section[3.3] These hitting time estimates represent the main challenges and validate the
originality of our work, since our process is not irreducible and contains a deterministic
component. Section [4]is devoted to the proof of Corollary For a better readability of



the main arguments of the proofs, we postpone technical results in two appendices. The
first one establishes bounds and monotony properties of the underlying flow associated
to the substrate dynamics as well as some classical properties on the probability of jump
events. The second one contains the proof of the above-mentioned hitting time estimates
and some properties based on Lyapunov functions bounds. We remind in a third appendix
the useful results of [BCGM22] and [CV20).

Notation: In the following, PP, ;) denotes the distribution of the process (X, St)i=0
conditioned on the event {(X¢, So) = (,s)}. For all probability measure £ on N* x R, , P¢
denotes the distribution of the process whose the initial condition is distributed according
to &, that is Pe(-) = { <R P, ()§(dx,ds). The associated expectations of P¢ and P, )
are denoted by E¢ and E(, ) respectively.

For any probability measure £ on the space F, with £ = N* x (0,51) or E = N* xR,
and any function f : F — R, we will denote by £(f) the integral of f w.r.t to £ on E, that
is g(f) = SE f(:C, 5) f(dxvds)'

2 Main results

In all the paper, we will make the following assumption.

Assumption 2.1. The specific growth rate p : Ry — Ry satisfies to following properties:
pe CL(Ry) and is an increasing function such that p(0) = 0 and u(s) > 0 for all s > 0.

Under Assumption it is well known that the process (X:);=0 goes extinct in fi-
nite time with probability one (see [CF17, Theorem 4 and Remark 7] and [CMMSMI3),
Theorem 3.1]); namely

]P)(x,s) (TExt < +OO) =1, V(m,s) e N* x R+. (3)

The stationary behavior of the process is then the extinction of the bacteria population.
We are then interested in the quasi-stationary behavior of the process. Recall that a QSD
, for the process (Xi, S;):, is a probability measure on N* x R, such that

Pﬂ— ((Xt,St) S | TExt > t) =T, Vit > 0, (4)

that is 7 is a stationary distribution for the process conditioned on the non-extinction.
From [MV12, Proposition 2] or [CMSM13, Theorem 2.2], if 7 is a QSD, there exists a
non-negative number A\ > 0 such that

Pr (T > t) = e, VYt =0. (5)

Then, if the extinction time Tgy¢ is almost surely finite (which is the case for our process by
(3), then starting from the QSD, Ty follows an exponential law with parameter A > 0,
hence the mean time to the extinction is 1/A.

We denote by s; € (0,s;,) the unique solution of D(s;, — $1) — ku(s1) = 0 (see
Lemma[A.2)). Following the lines of the proofs of [CMMSM13| Proposition 2.1 and Corol-
lary 3.1], we can show that N x (0, s;,) is an invariant set for (X, S¢)i>0 and that N* x (0, s1)



is an invariant set for (X, S¢)i>0 until the extinction time Tgy. Consequently, for any
initial distribution £ on N* x (0, 51), the process evolves in (N* x (0,571)) u ({0} x (0,s4,)),
where {0} x (0, sy,) is the absorbing set corresponding to the extinction of the process.

Theorem below states, under the assumption p(s;) > D, the existence and the
uniqueness (under integrability conditions) of a QSD on N* x (0, 51). Equation () gives the
convergence of the law of the process conditioned on the non-extinction toward this QSD
for initial distributions £ in N* x (0, s1) (satisfying an integrability condition). Moreover,
it gives an exponential speed of this convergence for this class of initial distributions.
Closely related, Equation @ describes the speed of convergence toward the extinction set
{0} x (0, s;,) of the law of the process without conditioning. The statement of this theorem
is based on Lyapunov functions which are used to prove contraction properties entailing
the existence of a QSD 7 as well as the convergence. For an easier reading of this theorem,
the reader can refer to the comments just below Theorem [2.2]

Corollary below states that the convergence toward the QSD also holds for all
initial conditions (z,s) € N* x R, that is 7 is a Yaglom limit.

For p > 1 and p > 0, let define for all (z,s) € N* x (0, 51)

L1 1
Wyp:(x,8) — p +g+m and U (x,8) — x.

Theorem 2.2. We assume that pu(s1) > D. Then there exists a unique QSD m on

N* x (0,81) such that there exist p > 1 and p € (O, %) satisfying 7(Wy,p) < +00.

Moreover, for each p > 1 and each p € (O, %) the QSD 7 satisfies (W, p) < 400,

and there exist C,w > 0 (depending on p and p) such that for any initial distribution § on
N* x (0,51) such that §(W,,p) < +00, and for all t > 0, we have

su . min EWpp) EWpp) "
s B0 5) | Tosa > 1] = (1) < C ( o), 00 ) (©)

and

sup [N Ee [£(Xi, ) Lpgol = EM) 71| < CEWpp) ™", (™)

where h defined for every (z,s) € N* x (0,51) by

h(xa S) : IIH% eAtP(z,s) (TExt > t) € (07 +OO)7 (8)

_t_)

is such that supys (0,5,) h/Wpp < 00 and where A, defined by , satisfies
0<A<D. (9)

Assumptions on p are quite standard. For the classical deterministic model [SW95],
there assure the convergence of the model towards a unique non-trivial steady-state. In
the same way, for our stochastic model, the assumption p(s;) > D implies that when
the bacteria population is small (at the minimum when there is only one bacterium in



the bioreactor), it tends to increase rather than go extinct. In fact, when X; = 1, the
substrate concentration then converges (until the next jump of the process (X;);) toward
its equilibrium s; (see Section |[A.1]). Therefore the division rate p(S;) converges towards
1(81) and, if there is no jump of (X});, becomes larger that the washout rate D. A classical
choice for p is the so-called Monod rate. See also [CF17] where numerical simulations
illustrate the impact of different growth rates i on the long-time behavior of the Crump-
Young model.

The uniqueness of the QSD 7 as well as the set of initial distributions & for which
the exponential convergence holds, depends on integrability properties of the Lyapunov
function W,, w.r.t. m and . Consequently, choosing large parameters p and p ensures
that the QSD 7 admits moments of large order. Conversely, choosing small parameters p
and p will give that uniqueness holds in a large set of measures, and that the convergences
@ and hold for a large class of initial distributions £. In addition, we can see that the
heavier the tail &, the slower the convergence in @—. Moreover, if the tail is too heavy
then the convergence may not occur. It is then possible to have a second heavy-tailed
quasi-stationary distribution 7 as it is the case for the Galton-Watson process (see for
instance [MV12]). In this case, for any p > 1 and p € (O, %), we would have
T(Wpp) = +0.

Equation [6] describes the speed of convergence toward 7 of the laws conditioned on non-
extinction (these laws evolve according to a non-linear dynamics due to the conditioning).
Equation[7] describes the speed of convergence to the extinction set {0} x (0,s;,) of the laws
without conditioning (which evolve linearly). These two inequalities are not rewritings of
each other.

Function A is defined from Equation (where Equation states that the limit in the
definition of h is well defined, positive and finite). From this expression, we can see that
starting from (z, s), the population has approximately h(x,s)/h(z’, s’) times more chance
of survival in the long term than starting from (z’,s’). This function then describes the
impact of the initial position on surviving probabilities. As a side result, in addition to
the existence of h, Theorem also gives that this non-explicit function verifies

| 1
h(z,s) < C,p (,0 + S + (8_1—8)p>
for some C, ), > 0 and any € N*, s € (0,51), p > 1 and p > 0 small enough. Closely
related, the inequality A < D means that the population will not become extinct at a
faster rate than the dilution rate (as one would expect).

Theorem which is a consequence of [CV20, BCGM22|, implies that 7, h, —\ are
the eigenelements of the semigroup defined by . In particular, 7 and h are the left
eigenmeasure and the right eigenfunction associated with the eigenvalue —\, respectively.
In addition, several properties which can be useful in practice (spectral properties, the
definition of the so-called Q-process, i.e. the process conditioned to never be extinct...)
can be deduced from [CV20, BCGM22]. Since the main objective of our paper is to give
a method to verify that results of [CV20, BCGM22] hold for hybrid processes with a pure
jump component and a continuous one, we do not list these consequences here. For more
details, the reader can refer to these two references.



Obviously, the QSD = satisfies the properties established in [CMMSM13], in particular
for any x € N*, the measure 7(z, .) is absolutely continuous with respect to the Lebesgue
measure, with C®-density on the set R\{0,s,}, where s, is defined in Lemma (see
[CMMSM13|, Proposition 5.1].

A direct consequence of @ is the convergence of the law of the process conditioned
on the non-extinction towards the QSD = for any initial condition (z,s) € N* x (0, 51).
The following corollary states that this convergence actually holds for any initial condition
(z,s) e N* x Ry, ie. 7 is a Yaglom limit.

Corollary 2.3. Assume that u(s1) > D. For every (x,s) € N* xR, and bounded function
f:N* xR, —> R, we have

tlLHo%) E(x,s) [f(Xt’ St) | Tpxt > t] = ﬂ-(f)

that is, the QSD 7 is the Yaglom limit of the process.

Remark 2.4. Assuming that p is locally Lipschitz instead of p € CY(Ry) is sufficient
to obtain the convergences established in Theorem and Corollary [2.3. The condition

pE <0 M) then becomes p € <0, lllj(ilk);lfz ) for any local Lipschitz constant ky, in a

» D+E p/(51)
neighborhood of s1. See the end of Sections[B.3] and[4).

We will see that the process (X, S¢)i=0 is not irreducible on N* x (0, +0). In general,
such non-irreducible processes may have several quasi-stationary distributions and the
convergence to them depends on the initial condition of the process; see for instance the
Bottleneck effect and condition H4 part of [BCP18|, Section 3.1]. In our setting, we will
show, using Lyapunov functions, that the convergence holds for any initial distribution on
N* x (0, +00) because N* x (0, s1) is attractive.

3 Proof of Theorem 2.2

We fix p > 1 and p € (0, %). We will prove that [BCGM22, Theorem 5.1] and
[CV20, Corollary 2.4] (which are recalled in Appendix, see Theorems and [C.4)) apply

to the continuous semigroup (My)=¢ defined by

Mtf(x’ 8) = E(z,s) [f(Xta St) 1Xﬁﬁ0] (10)

for (z,s) € N* x (0,51) and f : N* x (0,51) — R such that sup, gensx (0,5, “J;((Zi))‘ < 0,
where V' defined below is such that ¢y W,, <V < oW, ,, for ¢1,c2 > 0. Theorem is
then a combination of these two results. The former gives the bound {(W, ;) /¢(h) whereas
the latter gives the bound &(W,,)/¢(v) in (6)). Note that the reason for working with V/
rather than W, is that the bound below is easier to obtain.

Let us fix a and 6 such that

p(D +kp'(51)) + D
w(31) = (p(D + k' (51)) + D)

a2 9> >0 (11)



and set, for all (z,s) € N* x (0,s1)

X S
SNLICSE W U (12)
log(p) 5 (51— o)
Note that 1 < ¢ <V on N* x (0,57). For convenience, we extend the definition of 1) on
the absorbing set by (0, s) = 0 for s € (0,s;,) such that (X, S;) 1x,.0 = ¥(Xy, St).
We will show that the following three properties are sufficient to prove Theorem
and we will then prove them.

Y (x,8) — x, Vi(z,s)

1. Bounds on Lyapunov functions: There exist n > D and ¢ > 0 such that, for all
(x,s) e N* x (0,81) and ¢t > 0,

E(I,S) [V(Xt7 St) 1Xt;é0] < e_ntv(xa 3) + Ct 1?(% 3) ’ (BLFl)
Ers) [0(X1, S0)] = e Php(x, 5), (BLF2)

u(s1)-D)t

. (
with ¢ 1= (<1

2. Minorization condition: for every ¢ > 0, for every subset K := [1, N] x [d1,d2] <
N* x (0,81), with N € N* and dy > §; > 0, there exist a probability measure v such
that v(K) = 1, and € > 0 satisfying

V(z,s) € K, P26 ((Xt,St) € -) = ev(-). (MC)

3. Mass ratio inequality: for every compact set K of N* x (0, s1), we have

sup sup IE(gv,s) [sz(Xtv St)]
(z,s),(y,r)eK t=0 E(y,r) [¢(Xt, St)]

< 400 (MRI)

We first establish, in Section that the three properties above (Bounds on Lyapunov
functions (BLF1|) and (BLF2); Minorization condition (as defined in [MT12]) and
Mass ratio inequality ) are sufficient conditions for proving Theorem This three
properties are then proved in Section [3.4]

Bounds on Lyapunov functions are established using classical drift conditions on the
generator (see, for instance, [BCGM22, Section 2.4]). The originality of our approach lies
in the proof of the minorization condition and the mass ratio inequality .
The proofs of these two properties are based on irreducibility properties that we describe
in Section (3.3l The minorization condition establishes that with a positive probability
€, every starting point leads the dynamics to the same state at the same time, ensuring
in particular that the process is aperiodic. The set of starting points which satisfy this
property is usually called a small set (see for instance [MT12]). A natural approach to
proving this result is to show that the measures §, ) M; admit of density functions with
respect to some reference measure (such as counting measure for fully discrete processes,
or Lebesgue measure for diffusion processes) and demonstrate that these densities have
a common lower bound. Unfortunately, due to the deterministic part of the dynamics,



for every y € N*| the measure 5(%3)Mt(dy, .) keeps a Dirac mass component in addition
to a density w.r.t. the Lebesgue measure. Furthermore, we need to show that it holds
for any time ¢t > 0 which becomes difficult when the process is neither diffusive nor
discrete. The mass ratio inequality implies that the extinction time does not vary greatly
with respect to the initial condition. It was shown in [CG20] that this condition can be
reduced to estimating hitting times. Once again, a natural approach is to prove that the
measures 0, ) M; admit of density functions but with moreover a common upper bound
(see for example [BL12]). To our knowledge, there is no such result for quasi-stationary
distributions in relation to this kind of processes.

3.1 Sufficient conditions for proving Theorem

We will show that (BLF1))-(BLF2); (MC) and (MRI) imply that conditions of [BCGM22],
Theorem 5.1] and [CV20, Corollary 2.4] hold.

Let us first detail how these three properties imply [BCGM22, Assumption A] (see
Assumption in Appendix) on N* x (0,57). First (BLF1)) implies that for all (z,s) €
N*x (0,51) and for all t = 0, E(, o) [V (X, St) 1x,20] < (e +¢()V (z, s) and then (My)i=0o

actually acts on functions f : N* x (0,51) — R such that sup, genex(0,5,) |‘];((ZZ))| < 0.

Let 7 > 0 and Kgr := {(z,s) € N* x (0,81), V(z,s) < Ri(z,s)}, with R chosen
sufficiently large such that K is non empty and such that R > S_Dfﬁ, where n > D
and ¢ > 0 are such that holds. By definition of V' and 1, we can easily show
that K is a compact set of N* x (0,51). We choose 61,92 > 0 and N € N* such that
Kp ¢ K := [1,N] x [01,02] € N* x (0,51). Then using the fact that ¢» < V/R on the
complementary of Kg, for all (z,s) € N* x (0,51), we obtain from ,

1

E(m,s) [V(X7,57) 1x, 20] < (6 o+ R<T> Vi(z,s) + ¢ l(z,s)eKR¢(xa s)
1

< (74 56 ) Vi) + G Lgerct(ons)

and the bound on R ensures that

1
<6”T + RCT> <e P7.

Consequently (BLF1)) and (BLF2) imply that Assumptions (A1) and (A2) in [BCGM22]
are satisfied.

From (BLF1|) and the fact that 15 < ¢ <V, for any positive function f and (z, s) € K,

we have

E(e) [f (X7, S0) ¥ (X7, SH)] 1 E(z,s) [
E(z,s) [1/’ (X7, ST)] - (e + () supg V. ()

f(X7'7 ST)l(XT,ST)EK] )

and then, since K was chosen of the form [1, N] x [d1, 2], by (MC)), Assumption (A3) in
[BCGM22] is also satisfied.

10



Moreover (MRI) ensures the existence of some constant C' > 1 such that for every
(x,s),(y,r) € K and t = 0, we have

E(g,s) [¥(Xt, St)] E(y,r [ (Xt, St)]
Y(z, s) Y(y,7) ’

then integrating the last term w.r.t. v(dy,dr) on K leads to Assumption (A4) in [BCGM22].

Therefore Theorem 5.1 of [BCGM22| implies that there exist a unique QSD 7 on
N* x (0, 51) such that (V) < 400, a measurable function h : N* x (0,51) — R, such that
SUD(3,5)eN* x (0,51) (T 8)/V (2, 8) < o0 and constants A, C’, w' > 0 such that for any initial
distribution & on N* x (0, 51) such that £(V') < +00 and for all ¢ > 0,

< E(a:,s) [w(Xb St)] < C’IE(y,T) [¢(Xta St)] <CN

V)

up |E S « —r(f)| < 'Lt
and ,
sup_[eX Be [(X0, 81) Lx,0] — €(r) 7(f)| < O (V) e (14)

I fleo<1

Taking f =1 and § = J(, ) with (z,5) € N* x (0,51) in leads to the expression of
h given by and choosing £ = 7 ensures that A satisfies (5)). In addition [BCGM22]
Lemma 3.4.] ensures that h > 0 on N* x (0,5;). Moreover from and , for all
t >0, E; [¢(X:, )] = e Mr(y), then integrating with respect to 7w gives the
bounds @

Let us now detail how the three properties imply that (M, ;)nen satisfies Assumption G
in [CV20] (see Assumption |C.3]). We consider the same compact K = [1, N] x [y, d2] as
before. By (MC]), for all (z,s) € K and all measurable A ¢ K,

IE(x,s) [V(XTa S‘I‘) ]-Xr?é(] 1(X7—,S7—)6A] =€ J:A V(ya ’l“) V(dya d?") = gV(A) V(l‘, 5)

. ~ . infy pex V(y,r) . . . .
with € := EW > 0, then Assumption (G1) in |[CV20] is satisfied. Assump-

tions (A1) and (A2) in [BCGM22| imply Assumption (G2) in [CV20], then it holds. Since
for all (y,r) € K, 1 < 9¥(y,r) < N, then directly implies Assumption (G3) in
[CV20]. Moreover, as holds for all ¢ > 0, then Assumption (G4) in [CV20] is also
satisfied. Finally, by (BLF1)) and (BLF2), for all (x,s) € N* x (0,51) and all t € [0, 7],

IE(z,s) [V(Xt7 St) ]-Xt?é(]] E(ac,s) W(Xm St)] Dt
=e .
Vi(z,s) U(z,s)
Therefore, from [CV20), Corollary 2.4.], there exist C” > 0, w” > 0 and a positive measure

vp on N* x (0, 51) satisfying vp(V') = 1 and vp(¢)) > 0 such that for any initial distribution
¢ on N* x (0,81) such that £(V) < +00, we have

EMy f
M,V

<1+¢ and

l/p(f)‘ < C’”e_w”tg((:;)), vt > 0. (15)

[fllo<1

11



Following the same way as [BCGM22, Proof of Corollary 3.7], for all f such that | f]s < 1,

from triangle inequality and since %’ < 1, we have
a1 o) = e (e 0] | age )
EM 1 wp(1)] M1 \[EMV EMV
MV M, M1
<O (|Sas —up<f>| o~ e}

Applying first to f and second to 1 gives
‘ EM,f _ vp(f) ‘ EMV 20" —ot§(V)

e )
EMy 1 wp(1)] €M1 ()
Moreover, applied to 1 also leads to
EM: 1 v —ur 1 V)
>vp(l)—C"e™ '~
anv =W £(v)
then for t > 1 log (%) we have % > VP2(1) and then
‘fMtf . VP(f)‘ < 4 Cllefw”tg(v)
EMy1 vp(l)] - vp(1) ()
Furthermore, for ¢ < % log <% , we obtain
EMf _ VP(f)’ <9< 4 O ot §&(V) '
M1 vp(1) vp(1) ()
Therefore,
VP(f) 4 " — ”tg(v)
sup |E X, 8 | Text > t] — ‘s Cle @ t>2—=| 16
i [FelF 50 o = = oy < ) ORI

Finally, from and ([L6]), we have m = 1) Moreover, on N* x (0, s1), we have

60151
min{log(p) 1,1 W, <V<max{l+9,}w7a
{log(p) }Wop log (p) PP

then (6)) and . hold with w = min{w’,w”} and C' = max {1 +6,E log( )} max {C”, V‘;C(;/) }
Note that (7) and (8], which have been proved using [BCGM22, Theorem 5.1}, could
also have been proved using the second part of [CV20, Corollary 2.4], where holds

with A\g = =X and np =

_h__
vp(1)”
The previous QSD 7 = 7, , depends on p and p. However, for any initial distribution

¢ on N* x (0, 51) such that {(W, ) < 4o forallp>1,pe (0, %) (Dirac measures

on N* x (0,351) for example), (6) gives that
Jim P [(Xy, Se) €. | Tixe > 1] = mpyp

then by uniqueness of the limit, all QSD indexed by p and p are the same.

12



3.2 Additional notation

We can extend the notation [s1, s2] and [s1, s2) to the case where s; > sy by considering
the set of values between sy and s;. In other words,

[s1,82] if 51 < 59, [s1,52) if 51 < s,
[s1,82] = . [s1,82) = .
[s2,s1] if 81 > s9, (s2,81] if s1 > s9.

This allows us to use the same notation regardless of whether s; is greater than or less
than ss.

Let us begin by giving additional notation relative to flow associated to the ordinary
differential equation ; namely this concerns the case when the number of bacteria is
constant, that is the behavior between the population jumps.

For all (¢,s0) € N* x Ry, let t — ¢(¢,so,t) be the flow function associated to the
substrate equation with £ bacteria and initial substrate concentration sg. Namely, ¢
is the unique solution of

{ 40e0) — D(s,, — $(L, 50, 1)) — b (6 (L, 50, 1) an
(4, s50,0) = sg.
This flow converges when ¢t — o to 5y which is the unique solution of
Disy, — 5) — ku(5) € = 0 (18)

where the sequence of points (Sp)s>1 is strictly decreasing (see Lemmas and .
Due to monotony properties, (see Lemmas and we can build inverse functions
of t — ¢(¢, so,t) and sy — ¢(¢, so,t) (both applications are represented in Figure . On
the one hand, for all £ € N* and sg € R, such that sy # Sy, the application t — ¢(¢, sg, )
is bijective from R, to [so,5¢). We denote by s — ¢; (£, 50,5s) the continuation of its
inverse function, defined from R, to R, by

t such that ¢(¢, so,t) = s if s € [so, Sp),
+0o0 if not.

d)t_l(é’ 8075) = {

It represents the time that the substrate concentration needs to go from sy to s with a
fixed number ¢ of bacteria (without jump event). If s is not reachable from sy with ¢
individuals, then this time is considered as infinite. By definition, ¢; (£, s, ¢(£, so,t)) =t
and if s € [sg, 5) then ¢(¢, so, ¢; *(£, s0,5)) = s.

On the other hand, for all £ € N* and ¢ € R, the application sy — ¢ (¥, sp, t) is bijective
from Ry to [¢(£,0,t), +00). Let s — ¢3*(¢,s,t) be the continuation of its inverse function,
which is defined from R, to Ry by

h that (¢ t) = if s> 6(0.0.4),
¢5_01(£,S,t) = {SO suc a ¢( » S0, ) S if s ¢( )

if not.

For s = ¢(¢,0,t), it represents the needed initial substrate concentration to obtain
substrate concentration s at time t by following the dynamics with ¢ individuals. By
definition, (;55_01(6, ol s0,t),t) = sp and if s = ¢(£,0,1), then ¢(¢, d)_:ol (4, s,t),t) = s.
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5t _

s=o¢(l,s, ,tj 8

s=¢(£,s0,t)

S 6(£,0,t)

t=¢, " (£,5,5) 0 EN :425;01 (L,s,t) St

(a) t — ¢4, s0,1) (b) so — &4, so,1)
Figure 1: Graphical representation of t — ¢(¢, sg,t) and sg — ¢ (¥, so, t).

3.3 Bounds on the hitting times of the process

In this section, we will develop some irreducibility properties of the Crump-Young process
through bounds on its hitting times, which will be useful to prove the mass ratio inequality
in Section To that end, let K be a non empty compact set of N* x (0,57) and let
Sk = Ming, gex s and S = max(, gex 5. We will prove that each point of K\ | J,-,(¢, 5¢)
can be reached, in a uniform way, from any point of K. Points (¢, S;) can not be reached.

There exists Ls,, € N*, such that sy < sk for all £ > L, (see Lemma , let
then set Lx = max{max( sex ¢, Lsi}. The constants sk, Sk and Lk satisfy K <
[1,Lk] x [sk,Sk] < [1,Lk] % (SLy,S1)-

Let also

tmin := max {@; ' (1,50, k), ¢¢ ' (Lk,51,5K)} (19)

be the maximum between the time to go from 57, to Sk with one individual and the
time to go from s; to sk with Lx individuals. Since both times are finite then ¢, < co.
Note that, from the monotony properties of the flow (see Lemma for all s1,s9 such
that 57, < s1 < s2 < Sk, then ¢;'(1,51,80) < &' (1,50,,5k) < tmn and for all
s1,82 such that sxg < so < s1 < 5y, gbt_l(LK,sl,sQ) < (bt_l (Lk,51,58K) < tmin. Then
tmin is the minimal quantity such that, for all sq, sy satisfying 57, < s1 < so < Sk or
s < s9 < 51 < 51, there exists L € [1, Li], such that ¢; '(L, s1,52) < tmin (i.e. the
substrate concentration sy is reachable from s; in a time less than t,,;, with a constant
bacterial population in [1, Lk]).

Proposition 3.1. For all 79 > tmin, 7 > 709, € > 0 and § > 0, there exists C > 0, such
that, for all (z,s) € K, for all (y,r) € K satisfying |r — 5,| > 0, we have

IP’(&S)(T—a gTw <7)=0C>0,

where QN’W = inf{t = 10, (Xt, St) = (y,r)} is the first hitting time of (y,r) after 1.
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The proof of Proposition relies on a sharp decomposition of all possible combina-
tions of initial conditions. Instead of giving all details on the proof, we will expose its
main steps and the technicalities are postponed in Appendix.

Proof. Let

g := min 3min{SK_§LK, gl_SK} 4min{5K—§LK’ §1—SK}D(7'O_tmin)/2
= max{D s, ku(s1) Lx} * max{Dsy, ku(31) Lx} (1 + D (1o — tmin)/2) )

We assume, without loss of generality, that 0 < & < min{r — 79;&} because if the

result holds for all € > 0 sufficiently small, then it holds for all € > 0. Assuming
3 min{sx—5r,.,51—SKk} _ _ _
0 <e < mai{giin,slsﬁ(;l)LKK} ensures that, for (y,r) € K, sLK < qﬁsOl(y, r5) < 81
(and consequently that 57, < gbs_o (y,r, ) < 31)' see Lemma 1| and Remark [A.§ -
Consequently = [[1 LK]] X [d)So (y7 73) ¢50 (y7 74)] [[1 LK]] X [SLK,Sl]

To prove Proposmon we will prove that, with positive probability, the process:

1. reaches the set Sp . before 7o;
2. stays in this set until the time 7 — ¢;
3. reaches (y,r) in the time interval [T — ¢, 7].

These steps are illustrated in Figure [2] and the associated probabilities are bounded from
below in lemmas below. These ones are proved in Appendix [B] To state them, let us

introduce & ., defined by

Egr =AUy, )[Le[l, L] and 50 =75 .} U{((, Ry, ) [ L€ [1,Lg] and 5, < R} .} = S

y7">

where r; . = ern((bsO (y,r ,3) d)sO (y,r, %)) and R, = max(d)so (y,r ,3) d)so (y,7,%)). The
set & . represents the points (£,s) € S, such that s belongs to the bounds of the substrate

part [qbso (y,7, %), qbso (y,r, 4)] and £ is such that the flow t — ¢(, s,t) leads the dynamics

tO Sta‘y ln [(z)so (y7 7 3) (rbSo (y7 7 4)] at leaSt fOI' Sma‘u t lf ¢So (y7 7 3) # (Z)So (y7 7 4) (that
is if r # 5y). Note that &7, is well defined if r = 5, and we obtain & 5 = [1, Lk] x {5,}.

Lemma 3.2. For all 7o > tmin, there exists C{° > 0, such that, for all (x,s) € K, for all

4 Inin{gl—SK7 SK—SL }D (T()—tmin)/Q
(y, T‘) e K and fOT’ O<e< maX{DSin,ku(gl)LK}ﬁJrD (T0—tmin)/2)’

P(w,s) (TS;T < TO) = CI—O,

where Tg; = inf {t , (X1, St) € €§7r}.

Lemma 3.3. Let 0 < ¢ < gmn;zl{{;zfgiK’_gl_SK}, § >0 and T > 0. Then there exists
in> M(SI)LK}

Cg’d’T > 0, such that, for all (y,r) € K satisfying |r — 5, > 0, for all (v,s) € &,

]P(:C75) ((Xt, St) e &8¢

y,r?

vie[0,T]) = c5°7.
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stepl: step 2 {ostep3 i
reachgsi stays in S,,, : 75 reache?? :
Spr B oy 1o

_ 1 1 1 1 1
TS: To T—E T T

T y,r

Figure 2: Illustration of the three steps of the proof of Proposition Step 1: starting
from (z,s), the process (Xy, S¢); reaches the set Sy, before 9. Step 2: the process stays
in §; . until 7 —e. Step 3: the process reaches (y,r) before 7.

s gr B |
Lemma 3.4. Let 0 < e < 3r$${{;iinfgﬁ(’;1) LKK}} and 6 > 0. Then there exists C§’5 > 0,

such that, for all (y,r) € K satisfying |r — 5,| > 0, for all (z,s) € S

y?r7

P(x,s) <Tyﬂ" < 5> = C?&

with Ty, = inf{t > 0, (X, S¢) = (y,7)} the first hitting time of (y,r).

Although not optimal, some explicit expressions of C]°, C;’é’T, C’§’5 of the previous
lemmas are obtained in Appendix [B] Let us show below that they imply the conclusion
of Proposition [3.1

~

P(z,s)(T —e< Tyﬂn < ’7')

=P, ({Tg;r <7} N {(Xe, S) € Sy

YVt e [ngi,r’ T — E]}
m{7—e<fym <T})
> Plas) (Te;, < 70)

X ]P)(m,s) ((Xt, St) €S

y,r Vt e [TS;T, T = 5] | T‘SZ,T < TO)

X P(m,s) (7’ —e < Tyﬂ« <7 ’ Tg;yr < 79, (Xt, St) S Syir’

Vte [Te: . 7— 5]) .
(20)
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By Lemma |3.2] m the first probability of the last member of (20)) is bounded from below
by a constant C{° > 0. By Lemma and the Markov property the second probability
is bounded from below by a constant C’EJT > 0. By definition, Ty,r > 79, moreover
(y,r) ¢ S; ., therefore on the event

{(XOaSO) = (1‘,8), T&j,,« < 7o, (Xt,St) €S,

Y, Vit e [Tgé’r, T—S]}

we have fw > 7 — € almost surely. By Lemma and the Markov property, the third
probability is bounded from below by a constant C§’5 > (), which achieves the proof. [

3.4 Proof of the sufficient conditions leading to Theorem

We prove in this section that the three conditions — Bounds on Lyapunov functions (BLF1))
and ; Minorization condition and Mass ratio inequality — hold. Since
it was proved in Section that they imply Theorem it will conclude the proof of
this theorem.

Bounds on Lyapunov functions (BLF1) and (BLF2|) are given by Lemma Mi-
norization condition is given by Lemma Mass ratio inequality is given by
Lemma [3.91

3.4.1 Bounds on Lyapunov functions

Let V(z,5) = V(2,5) Lzoensx (0.5 for all (z,5) € (N* x (0,51)) U ({0} x (0,s,,)), where
we remind that V' is defined on N* x (0,s1) by . Assumptions and a simple
computation lead to the following lemma, whose the proof is postponed in Appendix (see

Section [B.5).
Lemma 3.5. There exist n > D and { > 0 such that
LV <=V + (o,
n (N* x (0,51)) u ({0} x (0,s:,)), where L is the infinitesimal generator of (X4, St)i=0
defined by .

Using well-known martingale properties associated to the Crump-Young model, Lemma
extends into the following lemma.

Lemma 3.6. There exist n > D and ( > 0, such that for allt >0, x € N* and s € (0, 51),
we have

e Pt = P, 5) < By [0(Xe, S0)] < eFOD D (e, 5) = oDl (21)

and ~
e(u(s51)=D)t

]E(Z,S) [V(Xt7 St) ]'Xt?é()] < e_ntv(l‘v S) +¢ n— D

P(x,s). (22)
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Proof. Tt is classical (see for example Section 4 of [CF15]) that, for f € C%'(N x R, ), the
process

t
(706,80 = 10 50) — [ £ 5,000 (23)

0 =0
is a local martingale. Since ¢ < V on (N* x (0,51)) U ({0} x (0,s.,)), from Lemma
V satisfies LV < (V for some ¢ > 0. Then using classical stopping time arguments (see
[BCGM22, Section 6.2.] or [MT93, Theorem 2.1] and its proof for instance), we can show

~

that it is a martingale when f =V and then that (E(, [V (X¢, S¢)])seo,r) is bounded for

all T'> 0. Consequently, is also a martingale for f = ¢, because ¥ < V. Then, from
the dominated convergence theorem and the fact that, from the expression of 1,

—Dy < Ly < (u(s1) — D)o,
we obtain . Similarly, by the linearity of £, from Lemma and ,

& ¢ & ¢ & ¢

then, for all (z,s) € N* x (0, 51)

B [V (X1, 1) Lxiso] = Be ) [ V(0,50

< e—ntﬁ'(aj, s) + - (E(x,s) [¥(Xy, S1)] — e " (x, 8))

n—D
and holds. O

This part is similar to the approach used in the proof of [CMMSM13, Theorem 4.1]. In
fact, in order to prove the existence of the QSD, tightness is sufficient and is ensured by the
use of Lyapunov functions (see for instance [CMMSMI1l, Theorem 4.2]). The significance
of our work lies in proving the minorization condition and the mass ratio inequality
, for our process, which is not irreducible and includes a deterministic component.
These properties are the objectives of the next two sections.

<e MV(x,s)+ e(“(gl)_D)tw(m, s).

3.4.2 Minorization condition

Let K be a compact set of N* x (0,51). In agreement with the notations of Section
let sk := ming, gex s and Sk = min(, i s be respectively the minimal and maximal
substrate concentration of elements of K.

Our aim in this subsection is to prove the minorization condition established
page [J] by introducing the coupling measure v. The proof is based on Lemma below.

Lemma 3.7. Let 7 > 0, let 0 < sg < si, s1 > sg and x € N*. Then there exists ¢g > 0
such that, for all (y,r) € K,

P(y,r) ((XT, ST) € {:B} X [80, 81]) = €.
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Lemma is proved in Appendix (see Section . As for Proposition its proof
relies on sharp pathwise estimates. From this, we deduce the next result which is one the

cornerstone of the proof of Theorem

Lemma 3.8. For every T > 0, there exist € > 0 and a probability measure v on N* x (0, 51)
such that

V(y, T) € K, IP>(y,7’) ((X.,-, S‘r) € ) = €v. (24)

If moreover K = [1, N] x [01,d2], for some N € N* and d2 > 01 > 0, then we can choose
v such that v(K) = 1.

Proof. Starting from (y,r) € K, the discrete component can reach any point z of N* in
any time interval with positive probability, so we can easily use any Dirac mass J, (times a
constant) as a lower bound for the first marginal of the law of (X, S;). Let us use z = 1.
For the continuous component, we can use the randomness of the last jump time to prove
that its law has a lower bound with Lebesgue density. Consequently to prove (24)), we
consider the paths going to {2} x [sg, s1] for some s1 = so well chosen, then being subjected
to a washout, and we study the last jump to construct a lower bound with density.

Let us consider some 57 > s1 > sy > 0 such that sy < sx and 0 < 79 < 7 which will
be fixed at the end of the proof. On the one hand, from Lemma there exists ¢y > 0
such that for all (y,r) € K,

Plyr) (Xr—ry, S7—ry) € {2} X [0, 51]) = eo. (25)
On the other hand, let f be any positive function, s € [so,s1] and ¢ > 0. By condi-
tioning on the first jump time and using the Markov property, we have

t
By g [f(Xe, Sp)] = e 2P 72 lon(0Zsuddu ¢ (9 (2 s, 1))

t
+ J;) 2D 672Dv72 SO H(@(2s,u))du E(1,¢(2,s,v)) [f(Xt—’Ua St—v)] dv

t
+ J;) 2 :U'<¢<27 S, ’U)) e 2Pv2 o (@2 .u))du E(3,¢(2,s,v)) [f(Xt—vy St—v)] dv

t
> J 5 D e=2Dv=2 § u(é@sw)du o o~ (t—v) D—J5 p(6(1,6(2,8:0).u))du
0

X f (17 ¢(1, ¢(2a va)at - U)) d’U,

where the last bound comes from a second use of the Markov property on the second
term. Roughly, we bounded our expectation by considering the event “the first event is a
washout and occurs during the time interval (0,¢) and no more jump occurs until ¢”.

Since s — ¢(z,s,u) and z — ¢(x, s,u) are respectively increasing and decreasing (see
Lemma [A.1)) and y is increasing, we have for all s € [sg, 1]

M(¢(27 S, u)) < M(¢(17 81, u))?

hence

t
Ea.g) [f(X1, )] = 2D e 2Pte2 fouldsiu)du f f(1,0(1,6(2,5,0),t —v)) dv.
0
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By the flow property and Lemma for 0 < e <t —w, we have

¢(17¢(27377})7t - ’U) = ¢(17¢(17¢(27370)7€>7t - (U + E))
> o(1,0(2,0(2,8,v),e),t — (v+¢))
=o(1,6(2,s,v+¢),t — (v+¢))

and then v — ¢(1,¢(2,s,v),t — v) is strictly decreasing on [0,¢]. Moreover from
the derivative of u — ¢(1,s,u) is bounded from above by Ds;,. Since r — ¢(1,7,t — v)
is increasing for r < s; from Lemma then from the expression ¢(1,r,t —v) = r +
é_U(D(sin —o(1,ru)) — ku(p(l,r,u))) du, we have 0 < %qb(l,r,t —v) < 1. In addition,
either s < 52 and %qb(Q, s,v) = 0 or s < Sy and from and Lemma %qb(Q, S,v) =
—2k u(s2). So finally, from the chain rule formula

d d d d

ad)(]-a ¢(27 S, U)a t— /U) = @¢(27 S, /U) @gb(l’ T, t— ’U)|T:¢(2757v) - @

the derivative of v — ¢(1, ¢(2, s,v),t—wv) is then bounded from below by —D s;, —2 k 1(52).
By a change of variable, for every sg < s1, we have for ¢g = [Ds,, + 2k u(52)] " and for
s € (s0,51)

Qb(lv ¢(27 S, U)’ u)|u:t—v’

. d(1,s,t)
B [£(Xe ) > 2 De 2Pl Gutotlonanin [0 41, wydu
?(2,s,t)
o(1,50,1)
> g2 De 2 Pte? Séu(¢(1781’“))d“f i J(1,w)dw,
¢(2,81,t)

where the last term is non negative as soon as ¢(2,s1,t) < ¢(1, so,t). First, we fix any
so < Sk. Since ¢(2,s0,t) < ¢(1,50,t), by continuity, we can find s; > s¢ satisfying
?(2,51,t) < ¢(1, so,t). Fixing such two points sy and s; for t = 79 with 0 < 79 < 7, then
leads to

Vs € [s0,51], P (Xny, Sn) €7) = €1v, (26)
with 1 (s)
_ [¢(275177-0)7¢(17307TO)] s
V(dy, dS) B 51 (dy) ¢(1a S0, TO) - ¢(27 S1, 7-0) dS7
and

€61 =co2De 2P0 72 §o° ulestuDdu (b1 0. 70) — B(2, 51,70)).-

As a consequence, from and , Equation holds with € = €ge1, by the Markov
property.

If K =[1,N] x [d1, 2], even if it means choosing 7y small enough, sy and s; can be
chosen such that they furthermore satisfy ¢(1,sg,70) > 01 and ¢(2,$1,79) < d2. Then
v(K) > 0 and holds with € and the probability measure v, satisfying 7(K) = 1,
defined by

U=

gl = €1 Z/(K)
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Note that if 79 < ¢; '(2,0,02) (i.e. ¢5'(2,02,70) > 0) then such so and s; exist. In
fact, we can choose sg and sy such that sy € (gbs_ol(l,él,m),él A qbs_ol(Q,ég,To)) and s; €
(so0, <b;01(2,52,70) A qﬁ;ol(2, #(1,s0,70),70)). Since §; < 51 and because £ — ¢;01(€, s,70) and
5 — qb;ol (¢, s,709) are both increasing (by definition of (;55_01 and by Lemma , we can
check that d; and d9 are well defined. Moreover sg and s; are such that sg < §1 = sg and
sp < s1, and by Lemma [AT] we have

¢(1,50,70) > &(1, ¢, (1,61, 70), 70) = d1;

¢(2331a7-0) < ¢(27¢s_01(2,5277_0)a7-0) = 527
¢(2, 817t) < ¢(27¢s:)1(27¢(178077—0>77_0)77—0) = o(1, 30;'7—0)' O

3.4.3 Mass ratio inequality

Our aim in this subsection is to prove the mass ratio inequality (MRI) given on page |§| by
using our bounds on the hitting time given in Proposition

Lemma 3.9. Let K be a compact set of N* x (0,51), then

sup sup y 'r) [,¢(Xt7 St)]
(z,5),(y,r)eK t=0 E(x s) [(X¢, S)]

< +00.
Proof. We set L = max(, gex T, Sk = Ming gex s and Sk = max ek 5. Let

()<(5<rnin{1 min |§y—§z\;§1—S’K}. (27)
y,2€ K, y#z

Note that from Lemma 2| elements of (3g) cexc are all distinct and then the right member

of (27) is then strictly positive. Let also K := [1, L+ 1] x [min{sg, 5.}, max{Sk, 55}] be a

Compact set of N* x (0, s1) such that K < K and let tmin defined by . ) for the compact

set K. Let 7 > tmin, from .,

IE(y ) [¢(Xtv St)]
sup  sup

DT < foo,
(z,8),(y,r)eK t<T E(x s) [ (X4, S)]

N

then it remains to prove that there exist C' > 0, such that for all (z,s), (y,r) € K and
t = 7, we have

E(yr [(Xt, St)] < CE g ) [¥( Xy, S1)] - (28)

We first show by Proposition [3.1| that holds for (y,r) € K\ (ULH{E} x B(5y, 5))

with B(8p,0) := {r, |r — 5¢| < 0}. Then for (y,r) € K n U£:1{£} x B(Sy,0), conditioning
on the first event, either no jump occurs and we make use of , or a jump occurs and
the process after the jump belongs to K\ (UL+1{€} x B(sy, 5)) which then allows to use

9.
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By the Markov property, for all 0 < u < ¢, for all (y,7) € K, By [¥(Xe, S1)] =
E(yr) [Ex, w5 w) [0(Xu, Su)]]. Applying (1) to E(x, s, ) [¥(Xu, Su)], we then obtain

e DU By [V(Xi—u Simu)] < By [(Xe, S)] < eWEI™PME S [0(Xy 0, Si-u)] - (29)

Mimicking the arguments of the proof of [CG20, Theorem 1.1], we then deduce that
for every (z,s) € K < K and (y,7) € K\ (ULH{E} x B(5y, 5)), forallt =1

B [0(Xt,5¢)] = Eg s [1TW$T x By [ (Xi—u, st,u)]lu:%]
> Pgs) (Tyr < T)fo Eyry [ (Xi—u, St—u)] o5 (du)

= CN'J;) e‘(#(§1)—D)uJZ”f (du)[E(yﬂ [@b(Xt, St)]
> Ce V=T [(Xy, S1)] (30)

with Ty, := inf{t > 0, (X¢,S;) = (y,r)} the first hitting time of (y,r) and C > 0. In the
first line, we used the strong Markov property, in the second line oy represents the law
of T, conditionally to {((Xo,5) = (z,s)) n (T},» < 7)} and the third line comes from

and Proposition

It remains to extend the previous inequality to (y,7) € K n Ué::l{ﬁ} x B(s¢,d). By
conditioning on the first jump and using the Markov property, we have

Eyr) [(X, §1)] = e~ Dvev lon@radduy, (y o(y 1, 1)

t
+ J; yD e—Dyv—y Jo (g (yraw)du E(y—l,(;ﬁ(y,’ryv)) [¢(Xt—va St—v)] dv

¢
! f y @y, 0))e PV W OURDE ) [D(Xe, Seo)] o

0
(31)
First notice that, since 6 < s1 — Sk, then (y, ) necessarily satisfies y > 2. Therefore

(y—1,6(y,r,v)) € K and (y + 1, ¢(y,7,v)) € K (see Lemma .A'3)'
From the definition of v and ., we have, for any (x,s) € K

U (Y, 6y 1) = 2 (,8) < 2 eP B [0(X0, 5] (32)
From ,
IE(g/—l,¢>(y,r,1))) ['(b(thm Stfv)] <6Dv E(y—l,qﬁ(y,r,v)) [d}(Xta St)] .

Now since (y,r Ue 1{(} x B(5¢,9), then r € B(Sy,9), and ¢(y,r,v) € B(5y,0) for all
v=0 because of Lemma (i.e. equilibrium points are attractive). Thus, by definition
of §, we have

’¢<y,7“, ’U) - gy—l’ = ’gy—l - §y| - ‘¢(ya T?”) - §y| >20—0= 6a
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then
L
(y = 1,6y, r,0)) ¢ (16 x B(5¢,9).
/=1

We can then apply and to obtain

E(y—1,¢(y,r,v)) [@Z)(Xt*v’ St*’U)] < eDv E(y—1,¢(y,r,v)) [w(Xtv St)]
<ePrCTlHETITR G [B(X, S)] . (33)

Similarly, we have
E(y+1,¢(y,r,v)) [w(Xt—vv St—v)] geD’U C’\;71e(lu(gl)iD)TE(:v,s) [Iﬁ(Xt, St)] : (34)
From —— and , we then obtain

t
By [¥( X, S1)] < Eos) [¢(X, S1)] (e_D(y_l)t_y fo nlg(y:ru)du ¥

L G (s —D)r f
0

< (L N é_le(u(gl)_D)T) IE(ac,s) [¢(Xtv St)]

t
“ (1 N f D e~ D =1 vy §§ u(@(y.r.u))du dv),
0

x
t
Yy (D + M(¢(y7 T, U))) G_D (y=1)v—y {5 n(d(y,ru))du dU) )

Since y = 2, then
t " t
f D e=D =1 o= yn(oyraw)du g, < f DeDPvdy < 1
0 0

and holds with € := 2 (L A C~teE)=D)7) which finishes the proof. O

4 Proof of Corollary

Let us now show that the convergence towards the quasi-stationary distribution m, estab-
lished in Theorem extends for initial measures with support larger than N* x (0, 7).
The proof is in two parts, first we extend the convergence to initial conditions in N* x
(0, 4+00) and then for Sy = 0.

For the first part of the proof, it is sufficient to show that h can be extended for all
(x,s) € N* x [s1, +00) such that h(z,s) € (0,00) and

thﬁrgj ektE(m,s) [f(Xta St)] = ﬂ-(f) X h(SE, 5)7 (35)

for any bounded function on N x R such that f(0,-) = 0. In fact, if such function h exists,
then choosing f(z,s) = 1,0 leads to h(z,s) = lim;_,« eMIP’(x’S) (Tgxt > t) (extending the
definition of h given by on N* x R ) and the result holds.

Let € > 0 and set Tt = Ty (0,5,—¢] being the hitting time of N* x (0,51 — €]. We have

E (2,0 [f (Xt, S0)] = Ea o) [f (Xt, S) Lt atinee)<t] + Ea,s) [ (X, St) L1, ATie) >t
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On the one hand, from Lemma we can choose € sufficiently small such that, from
the Markov inequality,

]P)(z,s) (TE A Teye > t) < E(%S) [6(D+C)(TEATE’“)] 67(D+C)t < Aeﬁsei(DJrC)t, (36)

where A, 5 and C' are positive constants (which depend on €) given by Lemma Since
A<D by @D, we then have

ektE(x,s) [f(Xta St)]-Te /\TExt>t] |f||00€ tP(z s) (T A Text > t)

<|
< [ fllooAe™e™ — 0 0.
On the other hand, noting that f(Xy, S¢)17,,.<t = 0, from the strong Markov Property
e)\tE(;r,s) Lf (X, SO aTe)<t] = e/\tE(I,S) [f(Xe, Se)17,<t]
= eME () [E(XTe,STE) [f (X, S, o 1Te<t:| . (37
Moreover, fixing p > 1 and p € (O, %), for all 0 < @ < w (with w depending

on p and p), since holds replacing w by @ and as, by continuity of the process (S;)¢,
(X7.,57.) € N* x {5] — ¢} « N* x (0,51) on the event {T, < t}, we obtain

ME ., [E(Xz; s [F(Xu S, 1T€<t] —E(zs) [eATe h(Xr,, St )W(f)1T5<t”
TR vy sy [F (X, Su)ljycig, = MX1; ST )T ’ 1T€<t]

< |1fll € €™ By gy |+ T W, (X, 1)1t (38)

< E(%s) [GATE

In addition,
E(f,s) |:€<A+a) TE WP,P(XTH STe)lTegt] < éE(x,s) I:e()‘+‘:)) Té %(XTE7 STe) 1Te<t:|

with C' = log(p) e 178 4+ (5, — €)1 + € P and V; defined by Vy(z,s) = p* e*5/log(p) for
all (z,s) € N x Ri. In the same way as in Section for all n > 0, there exists C;, > 0
such that L(Vo(z,s) — Cy) < —n(Vo(x,s) — Cy) for all (z,s) € N* x Ry. And by the same
arguments used in the proof of Lemma ((Vb(Xt, St) —Cy) e”t) , is a submartingale.
Then by the stopping time theorem and remarking that {T, < t} < {T, < Tgxt}, we obtain
forn=A+a

Ee,s) [e(/\ﬂz) T W p( X, STe)lTest]
<C ‘E(m) [e(A+a) Tt (Vo (X ats ST pt) — Cn)” +C CyE [e(A+a) TelTegt]
< C [Vo(e,) = Cy| + C Cy ) [ema) <T6ATE,¢>] ' (39)

By @, A < D. Then, for 0 < @ < w sufficiently small (smaller than the constant C' of
Lemma , Lemma and lead to

E(z.s) [e(“@ TeW, (X1, STe)lTégt] < C [Vo(z,5) — Cy| + CCpAes. (40)
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Hence, , and gives
e’\tE(z,s) [f (X, St)]-(Te/\TExt)gt] — o T(f) Ez,s) [e’\Teh(XTe, ST€)1T5<OO] ,

where we used that h < C, W,, on N* x (0,351), and the dominated convergence
theorem. Then, holds with h(z,s) = E(, 4 [eMh(X71,,57,)11,<c0] for all (z,s) €
N* x [s1, +00), which is finite by the previous arguments. Moreover Lemma ensures
that h(z,s) > 0.

It remains to show the result for s = 0. Let x € N* the Markov property gives for
t'>t>0,

Blaay /(X0 00 | T > ] = Z0 T S o
x, Ext
B0 [ (X, Se) >t | Texe > t]
- E(2,0) [1Tg>t | Toxt > t]
- Ewup) [Ex,s0) [f(Xe—t: Sy—t) 1rge=—] | Text > t]
- Ew0) [Exi,s0) [1rgest—t] | Text > t]
Ee [ f(Xy—t: Sp—t) L= (-1 ]
EE [lTExt>t’7t]
= Ee [ f(Xp—t, Sp—t) | Taxe > (' —1)]

where £ is the law of (X, S;) conditioned on the event {Trxs > t} n {(Xo,S0) = (z,0)}.
Assume that £ is a probability distribution on N* x (0, 51), then, from @,

2 (B (Xt Soe) | T > # 1] = (1) < Comin (5 (g(v,;’;”, § gg;’)p)) et =1)

withp >l andpe (0, %). Since £(v) # 0 (or £(h) # 0 because from Theorem
h(y,r) € (0,00) for all (y,r) € N* x (0,51)), then Corollary 2.3 holds for s = 0 if in addition
EWpp) = Ewoy[Wop(Xe, St) | Texe > t] < +00. So let us prove that, for p sufficiently
small, £ is a probability distribution on N* x (0,5;) and that £(W,,) < 400, which both

consist of proving that
1
E — | Trxt > t] < 4o0.
(,0) [ s, | Thxt

Indeed, note that conditionally on the non-extinction Sy < ¢(1,0,t) < s1. Moreover (X;);
can be stochastically dominated by a pure birth process with birth rate p(s1), whose the
law at time t is a negative binomial distribution with parameters z and e #GVt Then,
for 1 < p < (1—etEINT B o) [pY | Taxe > t] < (€760 p/(1— p(1 — emrEIH))e,

Since the process (X;); dominates a pure death process with death rate (per capita)
D, we have P, o)(Text > t) = e~ Pt then it is sufficient to prove that for all (sufficiently
small) t > 0,

1
E(a:,O) |:St:| < +00.
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Instead of using a Lyapunov function, we prove this bound using a coupling method. On
[0,t], from and given that Sy = 0, we have the following upper-bound

Vu € [0,t], Sy < (So+ Dsiut) A s, < Dsit,
and also the two following ones
Vs € [0, Dsint],  p(s) < fie, p1'(s) < fiy,

for some constant jiz, iy > 0. Consequently, we can couple (Xu)uefo,s) With a Yule process
(Zu)uelo) (namely a pure birth process) with jumps rate (per capita) pi; in such a way

Vu<t, Xu<Zu

In particular, X, < Z;. From this bound and the evolution equation of the substrate ,
we have

Vue [0,t], S., = D(swm— Su)— kit;SuZs, (41)
and then, by a Gronwall type argument,

Ds;,

Dsin
>
D + kpZ,

(1 _ efD’lL*k/jL;Ztu) > (1 _ e*D’U,)‘

t ” = —
Yu e [0,t], S DT kil Z,

Finally using the classical equality for pure birth processes E(, ) [Z;] = ettt we obtain

1 D + kpjzeltt
(x,0)

— <
St Ds;, (1 — e~ P

which ends the proof.
Note that relaxing the assumptions as in Remark even if it means choosing ¢ small
enough, 1} can be replaced by a local Lipschitz constant in a neighborhood of 0 in .

A Classical and simple results on the Crump-Young process

In the present section, we gather some basic properties of the Crump-Young process, under
Assumption
A.1 Preliminary results on the flow

In this subsection, we expose simple results on the flow functions relative to the substrate
dynamics with no evolution of the bacteria. We begin by results on the behavior of ¢,
defined by , and then we give bounds on ¢, L and gbs_ol.

Lemma A.1. The flow satisfies the following properties: for all s, s€ Ry, ¢ >0, ¢, e N*
such that s <3 and £ < (

1. ¢(l,s,t) > (0, 5,1) ;
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2. ¢, 5,t) < p(L,5,1).

Proof. The first inequality comes from the decreasing property of £ — D (s, —s)—k pu(s) £.
The second point comes from the Cauchy-Lipschitz (or Picard-Lindelof) theorem. O

Lemma A.2. For every { € N*, Equation , that is
D(Sin — 54) — ku(gg)g =0,

admits a unique solution in (0,s,,). Furthermore the sequence (Sy)e=1 is strictly decreasing
and limy_,, sp = 0.

Proof. The map gy : s — D(si, — 8) — k u(s) ¢ is strictly decreasing, ¢;(0) = Ds;, > 0,
ge(sim) = —k p(sin)¢ < 0 then admits a unique solution in (0, s;,). Moreover, for every
s > 0, the sequence (g¢(s))e=1 is strictly decreasing then (5¢)¢>1 is also strictly decreasing
and

. — . D (Sin - gf)
A = I =
then, by Assumption limy_,o 50 = 0. O

Lemma A.3. For everyse Ry, e N* andt >0,
1. if s < 8y, then u — ¢({, s,u) is strictly increasing from Ry to [s,3y);
2. if s > 3¢, then u — ¢(¢, s,u) is strictly decreasing from Ry to (Sy, s].

In particular
|5 - §K| = |¢(£’Sat) - §Z| .

Proof. By Lemma if s < 5, then ¢(¢,s,t) < 5, for every t = 0. On [0, 5,), oip(¥, -, t)
is strictly positive because, by Assumption gr s — D(sy, —s) — ku(s) is strictly
decreasing and g¢(s¢) = 0. Finally,

s< Pl s,t) < Sp.

In the same way, on (Sg, +o0), 0;d(¢,,t) is strictly negative and s > ¢(¢,s,t) > s, for
s = 5y which ends the proof. O

Corollary A.4. For every sg,s1,82 € Ry and £ € N* satisfying so = s1 = 83 > 3¢ or
s < 81 < 89 < Sp then

b7 (¢, 50,82) = b (4, s0,51) + dp L4, 81, 82) < +00.

Proof. The result directly comes from the monotony properties of the flow given by
Lemma and the flow property. O

Lemma A.5. For all{e N*, s>0, andt >1 >0,

bl (0ys,1) > 0= ¢ 1 (L, 5,1) > 0.

27



Proof. On the one hand, for every u > 0, by Lemma and definition of cbs , we have
gi);o (4,s,u) >0 < s> ¢(L,0,u).
From Lemma u— ¢(£,0,u) is increasing. Thus
b (0, 5,t) > 0= s> ((,0,t) = s > §((,0,1) = ¢g,' (¢, 5,1) > 0. O
Lemma A.6. For (e N*, (so,s) € [0,51], such that sq # 5, and ¢ (¢, s0,5) < o0,

|s — sol
max{D s;,, k u(s1) ¢}

|s — sol
D sy — s '

< ¢;1(€7 50, 8) <

Proof. Since ¢; (¢, s0,5) < o0, then

ér (€,50,5)
s =50+ L [D(sin — &(4, s0,u)) — k p(od(L, so,uw)) €] du

¢~ (£,50,5)
=50+j (DG — Bt 50,w)) + k (1(5e) — p(S(E, 50,u))) €] du.

0

The first equality will allow to obtain the lower bound and the second one will lead to
the upper bound for ¢; (¢, sg,s). Either so < s < 5, then, from Lemma the flow
u — B, s0,u) is increasing and for all u € [0, ¢y ' (£, 50,5)], s0 < O(£,50,u) < s < 5 .
Since p is increasing, we then obtain,

by (€, 50,5) D(5p — 8) < 5 — 50 < ¢y "(£, 50,8) Dy .

Orsyp=s> 34 then the flow u — ¢ (¢, s, u) is decreasing and sg = ¢ (¢, sp, u) = s > sy for
all we [0, ¢y L(¢, s0,5)]. Since ¢(£, sg,u) < 51 < s, and p is increasing, we then obtain

— ¢ 1 (0, 50,8) kp(31) € < s — 50 < ¢y L, s0,8) D (50 — 5)
and the result holds. O

Lemma A.7. 1. For all ({,s,e) € N* x [0,51] x Ry such that o' (¢,s,€) < 51,
|s — gi)so (4, s,e)] < emax{Ds,,, ku(s1)Ll}.

2. For all (¢, s,¢) € N* x Ry x Ry such that o' (,s,e) > 0,
Dls—5ile < Is — 651 (6,5,2)].

Remark A.8. If s < 51, then assumption gbs_o (¢,s,e) < 51 is satisfied when € < k;;(sl)ﬁ
Indeed, from Lemmas m and . u — ¢, s1,u) is decreasing, then for all u > 0,
o0, s1,u) < 81 and

€

¢(L,51,6) =51 + L [D(sin — ¢4, 51,u)) — kp(d(€, s1,u)) (] du = 51 — ek p(51) L.

Then e < il(;‘;e implies that s < ¢((,51,€). Hence, either ¢ ' ((,s,e) = 0 < 51, or
s,€),e) = s < ¢, 51,¢) and then, by Lemman A1, ¢ (¢l s,€) < 51
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Proof of Lemma[A] First, we assume that ¢g'(¢,s,e) > 0. By definition of ¢!,

1

s = QS;)l(E? 375) + J;) [D(Sin - ¢(£7 ¢;)1(€7 575)?“)) - kﬂ(éﬁ(& ¢;)1(€7 576)77“‘))6] du

= ¢;Jl(€7 375) + f [D(EZ - ¢(€7 (ﬁs_ol(& 575)? u)) + k (u(§€> - ,u((ﬁ(& ¢S_01(£7 37€>7 u)) 6)] du.

0

On the one hand, if s < Sy, then for all u € [0, ¢], qbs_ol (4, s,e) < (¢, qbs_ol (4,s,6),u) < s < 8,
hence, from the second equality and since p is increasing,

5_¢;)1(€75a5) > D(sp—s)e>0.

In the same way, if s > Sy, then for all u € [0, ], qﬁszl(& s,e) = o(¢, ¢;01(£, $,€),u) =8 = 5y,
hence
¢s_01(€,s,6) —s=2D(s—3)e>0

and the lower bound of |s — ¢z} (¢, s, )| then holds.
On the other hand, if s € [0,51] and ¢z '(¢,s,¢) € [0,5], then for all u € [0,¢],
o(¢, qﬁg;)l (¢, s,¢),u) < 51 and from the first equality,

|s — gbs_ol(ﬁ, s,€)| < emax{D s, ku(s1) ¢},
then the upper bound for |s — ¢ (4, s, )| holds for 0 < ¢z 1(¢, s, ) < 51.
If czSS_Ol (¢,s,e) =0, then s < ¢(¥,0,¢) and
3
5= 65 (t.5,9) = 5 < | [Dls = 6(6.0.0) ~ kp(o(£,0,0)) du < <D,
0

and the upper bound for |s — ¢ (¢, s, )] also holds for ¢g '(¢,s,e) = 0. O

A.2 Preliminary results on the jumps

In contrast with the previous section, in the present one, we let the bacteria evolve. Let
(T})ien+ be the sequence of the jump times of the process (X;)i>o:

. mf{t > 0, Xt— #* Xt} if i = 1,
mf{t > T’ifl, Xt, #* Xt} if i > 1.
Let us also introduce a classical notation in the study of piecewise deterministic Markov

process (see [BLBMZI5] for instance). Let (z9,50) € N* x RT, 0 < t; < -+ < tn41 and
let W (z0, 50, (tj,%j)1<j<nN,tn+1) be the iterative solution of

{\I’(ajo,so,tl) = ¢(wo, 50, t1), (42)

W (0, S0, (t, Tj)1<j<i> tit1) = <Z5<96z‘, W (20, 50, (5, 2j)1<j<i—1,ti) » tiv1 — ti)-

Then V¥ (zo, so, (tj,2;)1<j<N,t) represents the substrate concentration at time ¢, given the
initial condition is (zg, so) and that the bacterial population jumps from x;_; to x; at time
t; fori=1,---,N.
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For all n € N*, uq,...u, > 0, let set
n
Ep(u, ... up) = [ [{Xu, = Xo — i} 0 {T; = u;}

and

53(’&1, .. .,un) = ﬂ{XUz =Xy + Z} N {TZ’ = ul}
i=1

the event “the first n events are washouts (respectively divisions) and occur at time

”
Uty-.-Up -

In Lemma below, we use Poisson random measures to bound the probability of
one event by the probability of this event conditionally on having followed a certain path
(no jump, successive washouts or successive divisions).

Lemma A.9. Let A be a measurable set (of the underlying probability space). We have
the following inequalities.

1. For all 2 0 and (x,s) e N* x Ry

Pl (A) =P o (An{T1 > 6}) > e~ (Dtu(sivs))zd Pio(A| Ty >6).

2. Foralld >0, (z,s) e N* xRy and 1 <n <z,

Peald) > B (A0 ({11 <010 7, =2 0})

ff f ( H Dk) —(D+p(E1vs)) (zur+ 307 (2 =) (wip1—us))
-1

k=z—m+1

x P (A )Ep(ul, ey un)> du,, ... du; .

3. For all§ 20, (z,8) e N* xRy and alln > 1

Plea) > By (40 ({72 <3} 057 =+

f f f B ( (V(, s, (Ui x +i)1<i<k—1,uk)) (T + K — 1))

(D+u 51Vs)) (z wr+y L@+i) (wig1— ul))

x Pas) (A ‘SB(ul, e un)> du,, ... duy .

Proof. Under the event {X; > 1} (or equivalently under the event {X, > 1 for u € [0, ¢]}
since {0} is an absorbing state for the process (X)), from the comparison theorem and
Lemma [A.3] for all 0 < u < ¢ we have S, < ¢(1,S0,u) < Sp v 51. Let (z,s) € N* x Ry,
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the individual jump rate p(S;) of the process (X, Sy) starting from (z, s) is then bounded
by u(s1 v s).

The bounds established in the lemma are classical and based on the construction of
the process (X, S¢) from Poisson random measures: we consider two independent Poisson
random measures Ny(du, dj, df) and Ny, (du,dj) defined on Ry x N* x [0,1] and Ry x N*
respectively, corresponding to the division and washout mechanisms respectively, with
respective intensity measures

na(du, dj, d8) = u(3 v 5) du (Z 5g(dj)> 49 and  ne(du,dj) = Ddu (Z 5f(dj)) .
=1 =1
Then the process (X, S¢) starting from (X, Sp) = (z, s) can be defined by

(Xt,St) .CL' S, t

f JNJ Lij<xXu y Lo<o<u(sa)/u(s1vs))
[(1, (X +1,8u,t —u) — ¢(Xu, Suyt — u)] Ny(du,dj,dd)

f f Texo ) [(F1,0(Xu — 1,80t —u) — ¢(Xy , Suyt — )] Nyy(du, dj).

We refer to [CE15] for more details on this construction.

1. By construction of the process, if (Xg, So) = (z, ), we get T1 = Ty A Ty, where, Ty
is the time of the first jump of the process

t— Ny <[O,t] x {z} x [O, M])
u(s1 v 9)

and Ty, is the time of the first jump of the process t — N, ([0,t] x {x}).

The distribution of Ty is a non-homogeneous exponential distribution with parameter
w(p(x, s,u)) x, i.e. with the probability density function

L (6@, 5,8)) 2 exp (— jt,u(qﬁ(x, 51)) xdu) .

0
The distribution of T, is a (homogeneous) exponential distribution with parameter D x.
Ty and T}, are independent, then

P(z " (Tl > 5) — e Sg(y(¢(z,s,u))+D)mdu > e—(D+;L(§1 vs))zd
and the first result holds.

2. On the event ﬂle {{E =u} n{Xp =2 — z}}, the distribution of Ty, 1 — uy is a
non-homogeneous exponential distribution with parameter (pu(¢(z—k, Sty ,t)) +D) (x —k)
with S, = ¥(z, s, (ui, ¢ — 1) 1<i<k—1,uk) € (0,51 v s), i.e. with the probability density
function (evaluated in )

(4(6(z — F, Sy, 1)) + D) (& — k) e~ ou(6lo—k:5,0)+D) ey
> (($(x — k. Sy, 1)) + D) (w — k) e~ oot (o=

and on the event {Ty1 = u}, the event is a bacterial washout with probability D/(u(¢(z—
k,St,,u)) + D). We then obtain the second assertion.
3. The third assertion is obtained in the same way as the second one. O
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B Proofs of technical Lemmas

B.1 Additional notation

Foralln>/¢>1andallt >0, let Py(n,¢,t) defined by
t oot t n B PP

Py(n, L t) = J f f H Dk | e~ @+uG0) (Rt X2y (n=9) (wis1=ud)) Qg dugy
0 Jus ve-1 \k=n—041

be the probability that the ¢ first events are deaths and occur in the time interval [0, ]
for a birth-death process, with per capita birth rate u(s1) and death rate D, starting from
n individuals.

Forallm > /¢ > 1 and all t > 0, let Py(n,¥,t) defined by

t ot t n+l—1
Py(n,l,t) = J J f ( H 1(51) k:) o~ (DHu(E1)) (nur+ 321 (n) (ui1—us)) duyg ... duy
0 ul Up—1 k=n

be the probability that the ¢ first events are births and occur in the time interval [0, ¢] for
a birth-death process, with per capita birth rate u(s;) and death rate D, starting from n
individuals.

Remark B.1. Both maps t — Py(n,?,t) and t — Py(n,{,t) are increasing.

For all L € N*, S, S such that 57, < S < S < 51, we define the hitting time TL7[§7‘§] by
T (5.5 = inf {t = 0, (X, S;) € B(L,[S,S])} ,
where

B(L,[S,S]) :={(¢,S)|¢€[1,L] and 5, > S} U {(¢,S)|£ e [1,L] and 5, < S} .

In addition of being a hitting time of [1, L] x [S, S], the boundary B(L, [S, S]) is chosen
such that the process remains in this set during some positive time after T° L,[8,3] if § <S.
If S =S then B(L,[S,S]) = [1, L] x {S}.

B.2 Proof of Lemma 3.2

Lemma [3.2)is a consequence of Lemma below.

Lemma B.2. Let L € N*, S, S such that 51, < S < S < 51, and let (z,s) € [1, L] x[51, 51],
1. if s <8, then for o > ¢7 1 (1,5,S),

Pas) (TL,[§,5] < TO) > ¢~ (D+r(s1) (r0-9) Py(x,z —1,9)
> ¢~ (D+pu(s1)) (0—9) Py(L,L—1,6)

. _ D|s1—s
with § := (10 — ¢¢ ' (1,5, 8)) D\grs|+ma>l<{1Dsi|n,ku(§1)L}7’
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2. if s> S, then for mo > (ﬁt_l (L,s,g),

P(a,5) (TL,[Q,S] < TO) > omPHHEN =L ((5p) fu(51) ™" Py(e, L — ,6)
> e~ (PG (0= L (1(5.) /u(51)) 7 Py(1,L = 1,6)

; . —1 o D|s;—s .
with § := (10 — ¢+ (L,5,8S)) D|§Lfs|+ma>‘c{1bsi‘n,ky(§1)L}’

3. if se(S,S), then for g > ¢; ! (l,s,g) Ao (L, s, S) = t*

IP>(f678) <TL7[§,§] < 7'0> > e~ (D+u(s1)) (ro—61—b2) L

x (u(sp)/p(s1)) " Pa(L, L =1,61) Py(1, L — 1,65)

: ._ mo—t* D |51 —s] ._ mo—t* D|51,—s|
with 01 := 5 D[s1—s|+max{D s, k pu(s1) L} and oy := 5 Dlsp—s|+max{Dsm, ku(s1) L}

Proof of Lemma[3.2, Let (y,r) € K and let us define S := ot (W7, 5), S = O (T
ifr<s,and S := ¢S—01(y,r, $), S:= ¢S—01(y,r, 7) if r = 5,. Then Tee = Tp, s,5) From

Lemma and Remark we have |r — ¢3 My, r, £)| < § max{Ds,,, ku(51)y}, then

the condition o -~
4 min{s; — Sk, sk — Spx } D (70 — tmin)/2

©S max{Dsy, kpu(51) L} (1 + D (1o — tuin)/2)

implies that, for r € [sx, Sk] <[5, 51] and y € [1, Lk],

s < ¢;)1 (y, T, Z) <S (43)

(8 —s )D(To_tmin)/Q . (7 =S )D(T _tmin)/2
= 1+15<(T()7tmin)/2 and S T SK + - 1+lI§ (Toftomin)/Q :

with s := s —

In addition, since 51, < s < sg < Sk < S < 51, from Corollary and Lemma [A.6]

¢t (Lsk, 8) = ¢ (1, sk, S) + ¢ (1, Sk, S) (44)
S-Sk 70 — tmin
< tmi —_— =Ty ——
min Dl s 2
and
¢t_1 (LK,SK,S) = ¢t_1 (LKasKasK) + ¢t_1 (LKWSK’ S) (45)
S — S 70 — tmin
<t _n = _ Y "min
mn Y Dls s 0T 2
Let set §1 := T0=tmin D [s1—s] and &5 := T0=tmin D51 5|
L 2 Dlsi—s[+max{Dsin, ku(s1) Li} 2 D5 . —s|+max{Dsin, k u(51) Lk}

t
From S or S (or both) belongs to [s, S], hence for (z,s) € K, we have three cases.
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1. If s< &, then § < S, from Corollary and from

— tmin
0= 0 (L5, 8) 2 10— 6y L5k, 8) > T > 0

then from Lemma and Remark

]P)(x’s)(Tge <7 )>e (D+u(51)) (T0— 61)Pd(LK,LK 1,61);

2. If s> 8, then S > s, from Corollary and ,

70 = bmin

7-0_¢t_ (LK;SS) 7-O_QZ)t (LK,SK,S)> >0

then from Lemma and Remark

(D) (o) L (PBLi) )T
Pa,s) (TSE <m)=e ) Py(1,Lx —1,02);

3. If s € (S,S), then S or S belongs to [s S], and at least one of both conditions

70— ¢ L (1, 5,S) = To=lmin tm‘“ >0 or 19— ¢; " (Lk,s,S) = TO_QA > () is satisfied. We
then deduce from Lemma B23l and Remark [B.1] that

) L P, (LK,LK 1, 521>
() A (e ng).

cr = e~ (D+p(s1)) (ro—min{d1,62}) Lk

_ Lyg—1
(o) () )

S 5146
Pl (Te;, <70) = o~ (DHu(sn) (ro— 21522

Finally Lemma [3.2] holds with

Proof of Lemma[B.3 Proof of Item[I] If s < S, we will prove that one way for the process
to reach B(L,[S,S]) before 7y is if the population jumps from z to 1 by x — 1 successive

washout events during the time duration § := (10— ¢; ' (1,5,S)) I SHmZ)l(‘z});l'mku(sl) I
and if then no event occurs during the time duration 79 — 4. The main arguments of
the proof are the following: we will see that during the time duration J, the substrate
concentration remains greater than or equal to s — 0 max{Ds,, k u(51) L} and that 0 is
chosen such that

o7t (1,5 — 6 max{Dsy, ku(3)L},S) <7—0

that is the remaining time after the successive washout events is enough for the substrate
process to reach S.
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e if z =1and s € [s— 8 max{Ds,, ku(s1)L},S], from Lemma [A.9] we have

P(1,50) (TL [S.5] S 70 _5) P(1,50) <{TL sssT0=0)}n{Ti > 70— 5})

= 6*(D+N(31)) (r0—9) IP(LSO) <TL [5,5] S <719—90 ’ T > 71— 5) .

Moreover, from Lemma

0 max{Ds;,, ku(s1) L}

=T
D|§1—S’

o1 (1,3 — 0 max{Ds,,, ku(s1)L}, s) <

: — Dsin, k L
with T = (10 — ¢; ' (1, 5,S)) 3] |Slm§ﬁm;X{D:£f1,€)u(} yz3- Lhen from Corollary |A.4

6" (1,50.8) = ¢ (1,5 = 6 max{Dsi,, kp(s1) L}, S)
— ¢! (1, s — 0 max{Ds,, ku(s1) L}, 80)
< qbt_l(l,s — 0 max{Ds,,, k:,u(§1)L},s> + qbt_1<1,s,§)
<T+¢;1(1,5,§) —
Then, since from Lemma[A.3]t — ¢(1, s, t) is increasing,
6(1, 50,70 — 8) = 6(1, 50,07 " (1,50,8)) = S.

On the event {(Xo,So) = (1,50), 171 > 70 — 0}, we then have S;,_s > S a.s. Since
(St)¢=0 is a continuous process, from the intermediate value theorem, (S;);>0 reaches
S in the time interval [0, 79 — §]. Moreover, since S < §; then

P(LSO) (TL,[Q,S'] <79 — 1) | T > TO — 5) =1
and therefore

P1,50) (TL (5.5] < 70— 5) > ¢ (D+u(s1)) (0—=9) | (46)

Since Py 5 (TL7[§7‘§] < 7'0> = P (TL7[§7‘§] < 79— 6), taking sg = s leads to the
result.

e if x > 1, from Lemma

o o )
P(a,s) (TL,[S,S] < m) >f J f (HDk> ~(Dtu(s1)) (@ ur+ ST (@) (i —ui))
o 0 Juy Uz —2
Pas) (TL (5,8 < 70 | 5D(u1,...,ux_1)> dugy—q ---duy .

On the one hand, on the event Ep(uq, ..., uz—1) " {(Xo,S0) = (z,s)}, with uy_1 <9,
the substrate concentration at time wu,_1 verifies

Suz—l = \I/<:L',3, (uiax - i)1$i<x—27uz—1)) =85—0 maX{D Sin, klu(gl) L}7
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where we recall that ¥ was defined by . Indeed, we more generally have that,
for all t € [0, 0],

t
s, :s+f (D (51, — Su) — k 1(S) Xu) duw > 5 — 0 ju(51) L
0

On the other hand, at the end of the washout phase either S,, , = S and then
T [5,8] < Uz—1 < 7'0 or Suar—l < § and then T} [8,5] = Uz—1. Applymg the Markov
Property as well as in the last case, we obtain

Pla,s) <TL [S,5] S 70 | Ep(ua, ... 7%—1))

= 1{\I](xvsa(uizxii)1Si<1727u1‘—1))2§}

+ 1{‘I}(I757(uivx*i)1<i<172:Uac—l))<§}

X P(17‘I’(Jf757(ui7»’0—i)1<i<x727uz—1)) (TL,[Q,S‘] S To— ux*1>
> e~ (D+p(s1)) (0—0)

and then

IP>(Jc,s) (TL,[§,5] < TO) = e_(D+M(§1)) (0=2) Pd(xa -1, 5) . (47)

Proof of Item [2| If s > S, one way for the process to reach B(L,[S,S]) before 7y is
if the population jumps from z to L by L — x successive division events during the time
. _ s D|5.— .
duration § := (19 — ¢y 1 (L,S,S)) D|§L—s|+ma)‘<s{LDsi,Iw(gl)L} and if then no event occurs
during the time duration 79 — . We omit the details of the proof which is exactly the
same as for the case s < § and leads to

o if x =L, for all sg € [S, s+ 6 max{D s, ku(51)L}]
P(L 50) <TL [5.8] < TO) > ]P)(L 50) (TL s, S] _ 5) > 6*(D+u(§1)) (ro—0) L :

e if x < L, remarking that ¥(x, s, (u;,z +1)1<i<k—1,ux) = 5 forall 1 <k < L—xin
the term below, since p is increasing

P(J»‘,S) (TL7[§7‘§] < 7'0) > ¢~ (D+nu(s1)) (ro—0) L

J f f —(D+p(51)) (xu1+ZL N @) (ui+1fu¢))
UL —z—1

(H p (¥ (wis @ + 1) 1<i<k—1,uk)) (. + Kk — 1))

x dup_z ... dug

— L—x
S (D) (ro=d) L (M) Py(z, L — ,0).
(1)
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Proof of Item [3| If s € (S,S), in order that the process reaches B(L,[S,S]), it is
necessary for the process (S;)¢=0 to exit [S,S] and come back to this set.

If g > ¢¢ ! (1, s,é_’), we will bound from below the probability that the process exits
(8,8) by the bound S, at time T' L.[8.5] (that is we also impose that the bacterial population

_o L S
is in [1, L] at this exit time) before the time 7 — M

[S,S] during the time interval (T, 5 57, 70]- We obtain

and then comes back to

2
T0 — ¢_ 17 S, S
X Pg.s) (TL,[S,S] <70 | Tp55 < 70— : 2( )> (48)
— 71 S —_—
On the one hand, since 9 > 79 — M > qSt_l (1, 3,8), from Lemma B.2 we
have
—1 o
T0 — ¢ 17 S, S
Pas) (TL,[S,S] STo- : 2( )>
—1 s
_ D+ 3 _M_(j
>e (D+p(51)) <TO 3 1> Pd(:l,‘, v — 17 51) (49)
. ¢ ' (1,5.9) D|s;—s|
with 0y := : 2 D \51—s\+max?1D ssin,ku(a) L}
On the other hand, from the definition of T} 5 g, (XTL,[S,S]’STL,[S,s]) e [1,L] x {S},
then by the law of total probability
—1 o
T0 — ¢ 17 S, S
Pe,s) (TL,[S,S] <70 | Ty[s5 < 70— - 2( )>
L 1 =
T0 — (z)t (17 S, 8) .
= Pay) (TL,[&S] <7 |Tp58 <70~ 5 » X1y (55 =
i=1
—1 o
. 70 — QS 17 S, ’S
X ]P)(a:,s) (XTL,[S,S] =1 | TL7[‘§7 *] < T0 — t 2( )> .
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—or 1 (1,88 . .
Set A; := {TL,[S, 5| < T0— %(’S’), XTL,[S,S] = z}, the Markov property entails now

0 — qﬁfl 1,s,S
=P8 (TL,[S,S] < : 2( )> P(z.s) <TL,[:§,S] <Tps3 | Ai)
+1><P(xs)<TL[33]>TL |A)
7_0 - ¢t_ (1> S, S)

In addition, for all ¢ € [1, L], from Lemma B.2applied to L(ISS) >0=¢;(L,S,S),

T0 — ¢_1 17 87‘§
Pu§)<Taw§]< tg( )>
—(D+u(s M_g L g L-1
ey (2 n) (428) Az - 16
(1)
. 70*4%_1 1,s,8 D|51,—s
with 8y = 2( ) D‘§L78‘+maL{LDSiL’k#(§I)L}, Therefore
T0 — ¢_1 17 815
P(a,s) <TL,[5,3] <70 [Ty 55 <70~ t 2( )>
(D 5 M_(s L S L-1
> (D+u( 1))( 3 2) <M(3_L)> Py(1,L—1,8). (50)
w(s1)

Finally, from , and
“1(1,5,9)

—(D+u(s1)) (ro— 0= 128 s
Ples) (TL,[QS] < TO) >e ' < ’ 2 1) Py(z,x—1,8,)

(D s 7'07(17;1(1,5,5)
(o) ) < SL)) (L L—1.8)
> e~ (D+u(s1) (—61-62) L p (L, L —1,6,) (Z((SLD Py(1,L —1,69).
1

If 9 > ¢¢ ! (L,s,8), we can bound from below the probability that the substrate

T0—¢r ' (L.s.S)
2

process exits (S,S) by the bound S, at time 17, (s,s) before the time 70 — and
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then comes back to [S,S] during the time interval (77, [s s, 70]- In the same way as for
0 > ¢>t_1 (1,8,5), we obtain

P(x,s) (TL,[S,S] < 7'0>

70 _qbt_l (L,S,Q)
)

= P <TL,[5,S] <70 -

70— ¢¢ (L, s,8>>

* Pas) <TL,[S,§] <70 | Trss)<m- 2

—(Du(sn) (o= S g, ) 1 <u(sL>
w(s1)

=e

L—x
> Pb(:L‘,L—l‘,(SQ)

_o L s
(D)) (D, )

X e Pd(LaL_1761)
— L-1
> 6_(D+“(§1))(70_51_52)LPd(L,L - 1,(51) (ZEZ?))) Pb(l,L _ 1752)
ith &y - =0 (Ls.S) D|s1—s| . 1= (Ls.5) D5y —s|
with 01 := = 2 - D|§1—s|+max?1[)sin,ku(§1)L} and dy := - 2 : D\EL—5|+maxiL[)si[[,jku(§1)L}'

B.3 Proof of Lemma [3.3]

3 min{sK—ELK,El—SK}

Assuming 0 < e < oD F s L] ensures that [d)_%l(y,r, $)s <l>;)1(y,r, ] < (50, 51]
from Lemma [AT7HI] and Remark @ Moreover, remarking that,

1 5 1 1 e\ € ¢
(bso <y77’, g) = ¢So <y7¢50 <y77’7 Z) 7§ - Z) )
from Lemma [A7H2 we have
1 5 1 £ 1 ey _| €
2 rn ) o2 o )2 0 it on) 5]
_ 9 _ e
=D (¢501 (yara Z) _T’ + |7' - 5y|> E

€ _, €
> D (Dz—i-l) ]r—sylﬁ.
Lemma is then a consequence of Lemma below with 8 = D(D% + 1)0 5.
Lemma|[B.3|states that the probability that the process stays in an interval can be bounded
from below by a constant which only depends on the interval length.

Lemma B.3. Let 8 >0, L € N* and T > 0. Then there exists (g > 0 such that for all
S and S such that 57, < S <S < s and S — 8 = 3, for all (z,s) € B(L,[S,S]),

Pl (X4, Sp) € [1,L] x [S, 8], ¥t € [0,T]) = Cpg.

Proof. Let £ := max{l € N* such that 5; > S}, and let s; and s such that § < 51 < s9 <
S. Note that, from Lemma 1 <¢<L—-1 We aim to show that Inequalities
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and below hold. Namely, if 5, € [S, S], then
Plrs) ((Xe,S¢) € [1, L] x [S, 8], ¥t € [0,T7])

> o~ D+ LT {Pd(L,L - Lits_ g)i <u(sL)

L-1
M(Sl)> Pb(l,L—l,tSS)}, (51)

with tg_g = |S — S|/max{Ds,, ku(s1) L} and if 5, ¢ [S, S], then

Prps) (X1, 8¢) € [1,L] x [S, S], vt € [0,T7])

~—

(5L

(51)

=

> CHJ“ min {Pd(L,L —1,t1); < >L_1 Py(1,L — 1,t2)} (52)

=

where the preceding constants are defined by
O _HMBLD  (Dip() e (ES52) g (D4a(E) (£+1) 67 (E41.8,51)
(D + u(s1))?
« [1 _ e—(Dw(a))w;l@,sz,S)] [1 _ e—(D+u(§1))(4+1)¢?1(€+1781»§)]

and
v = (Los,s2) + o (0+ 1, 89,51)5
|S — 59 L 51 — S|
max{Ds,,, ku(s1) L}’ >~ max{Ds,, kp(s) L}
Remarking that, if 5, ¢ [S, S], then [5; — s3] = |S — so| and |s1 — 8p41| = |51 — S|, we
obtain from Lemma [A.6] remarking in addition that in this case 1 < ¢ < L — 1,

p(sL) D _Damo p (=S S [ (D51 (S—sp) ] { Dt (=) }
- = S17=

t1 =

e S—s9 1 1— 6_ max{D sj,, ku(s51) L} 1—e max{D sj,, ku(s51) L}

C> D+ )

and
2 ‘82 — 81‘
v = — .
max{Ds,, ku(s1) L}
In particular, choosing s; = S+ (S — S8)/4 and s3 = S + 3(S — S)/4, Lemma holds
with

+1

_ _ 2
i d [ P#BEL)D  _greuen g ~ (D o A T -
Cﬂ_mm{((D—i—u(sl))Qe D 1—e e ;

max{Ds;,, ku(51) L} T
B

o~ (DFu(s1)) LT}

x min{Pd(L,L L igy); (“(SL

>0
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with g = /(4 max{Ds,,, k u(51) L}).
So let us prove, first, that if 5, € [S, S] then holds and, second, that if 5, ¢ [S, S]
T
then holds. To prove , we first show that C l7J+1 is a lower bound for z = £ and
s < 51 (including (, s) = (£,S)) and for x = £+1 and s > s3 (including (z,s) = (£+1,5));
we then deduce the result for x # ¢ and s = § and for x # £+ 1 and s = S, with

(z,s) € B(L,[S, S]) reaching one of both previous cases by successive washout or division
events; then leading to for any possible initial condition in B(L,[S, S]).

If sp e[S, S]

e If z = ¢: If no event occurs during [0, 7], then by Lemma for all 5o € [S, S,
the process starting from (¢, so) stays in {¢} x [so, 5¢] < {¢} x [S, S]. Hence,

P(Z,so) ((Xtast) € [[1>L]] x [§7 g]a Vt e [OaT]) = P(K,so)(Tl = T)
o o~ (D+u(s1) T

=

\%

e~ (D+u(s1)) LT (53)

e If z > /: From Lemma

Plos) ((Xe, ) € [1, L] x [S, 8], ¥t € [0,T7])

fts Sfts 8 Jt‘g 8 ( I Dk) —(D+u(s1)) (2w + T2 (@) (w1 —u0))

Up—r—1 \k=¢+1
Play (X1, 50) € [1, L] x [S, ), Ve € [0.7] | Ep(ur, . uar) )

dug_p... dusduy .

Since (x,s) € B(L,[S,S]), we easily check from Lemma that, on the event
{(Xo0,50) = (z,8)} nEp(u1,...,uz—¢), the process (Xi, St)o<t<u,_, stays in [1, L] x
[S, S] for u,—y < ts_s- By the Markov property and we then obtain, for
S0 = \I/(.le, S, (Ui,$ - i)lﬁigx—ﬂ—laux—f) € [§7 8]

Ple.s) ((Xt, S e [1, L] x [S, 8], vt e [0,T] ‘ Ep(ur, .. .,uH))

= Pig.a0) ((Xt, Sp) e [LL] % [S, 8], Vt e [0, (T — up_g) v o])

> ~(D+uGE) LT

and therefore

Psy (Xe,S) € [LL] x [S, S], vt e [0,T]) = e PN LT Py o — 0,15 )

> e~ DHENLT By(L L1 ts ).
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e If x < /: in the same way, replacing the washouts event condition Ep(u1, ..., uz—y¢)
by the divisions event condition Eg(uy,...,us_,) in the previous case, we obtain

Ple,s) ((Xi, ) € [1, L] x [S, 8], Vt € [0,T7])

> e~ (D+u(31)) LT (M

S o~ (Dtu(E)) LT (

and then holds.

If 5, ¢ [S, S]: By definition, ¢ is such that 5, > S and 5741 < S. Note that throughout
this part of the proof, we will use the following properties (see Corollary [A.4): for all
S<rg<ri1<rg <S8,

(25;1(6,7"0,7'1) < ¢;1(€7T07T2) <+, ¢;1(€ + 17T17T0) < ¢;1(£ + 17T27T0) < +00.
o If xr=/and S < s < s;: We prove that

T
Tl

Pisy ((Xe,Se) € [L,L] x [S, 8], Vi€ [0,T7]) > C{ (54)

One way for the substrate concentration process (St)i[o,r] to stay in [S, S] is if
the first event is a division and occurs at time T} € [¢; (£, 5, 52), ¢7 * (£, 5,S)), the
second event is a washout and occurs at time Ty € [Ty + ¢; L(€ + 1,S7,,51), Ty +

o7 (0 +1,S7,,S)) and if the process (S;)r,<t<rvT, stays in [S, S]. In fact, we easily
check that on this event

{0} x [s,S) if 0 <t <1,

(Xtast) S {E"‘ 1} X [82,8) lft = Tl,
({+1}x(S,S) ifTh <t<Th.

Therefore, from Lemma [A.9] and the Markov Property
Pis) ((Xe,Se) € [1, L] x [S, 8], ¥t € [0,T7])
= P(@,s) ({XTI ={+ 1} N {¢t_1(£a 8732) <Th < (bt_l(&s’g)}
X =0 n{¢ ' (0+1,57,s1) < T — Ty < ¢ (0 +1,87,,8)}
A {(X, S e [LL] x [S, ), vt e [o,:r]})

¢:1(£757‘§) ¢;1(£+1,¢(£,8,U1),§)

> ’u(gL)ﬁ J e_(D+N(§1))€u1 D (e + 1) f e—(D+u(§1))(€+l)u2
oL (l,5,52) &7 L (0+1,0(€,5,u1),51)

P(Z,¢(€+1,¢(€,s,u1),u2)) ((Xt, St) € [1,1—/]] X [é, S], Vit e [0, (T — Uy — UQ> \Y 0])
dUQ du1 . (55)
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Assumption s < s; implies that u; > ¢; (£, s1, s9), moreover u; = ¢; *(£, s, s2)
implies that uy > ¢; (¢ + 1,59,51). Hence T —u; —ug < T —~. In addi-
tion, up € [¢y (€ + 1,04, s,u1),51), ¢y *(£ + 1,¢(¢, s,u1),S)] implies that ¢(¢ +
1,0(4,s,u1),u2) € [S, s1]. Then, in order to obtain , by recurrence, it is suffi-
cient to prove that

b ' (L,s,5) B
w(3) ¢ e~ (D+p(s1)) bur p (0+1)
bp (Ls,s2)

7 (0+1,0(4,5,u1),S
y J* ( (¢,s,u1) )6_(D+u(§1)) (€+1) ug dusduy = C. (56)
by (0+1,0(4,5,u1),51)

Remarking that, from Corollary we have
(p;l(e + 17 ¢(£7 S, ’U,l),§) - (Zs;l(g + 17 (Zs(ga S, ul)v 81) = gb;l(e + 17 Slaé)

we then obtain

é L (0+1,0(4,5,u1),S
D({+1) J ( ( 0E) e~ (D+p(s1)) (6+1) uz dus
b (L+1,6(4,5,u1),51)

= L e*(D+u(§1))(K+1)¢:1(f+1,¢>(f,s,u1),51) (1 _ o~ (D+u(s1)) (£+1)¢;1(2+1,51,§)>
D + p(s1)

> L e—(D+u(§1))(z+1)¢;1(z+1,§,51) <1 _ e—(D+u(§1))(£+1)¢;1(e+1,sl,§)> _
D + p(s1)

In the same way,

¢ (4s,5)
(50) ¢ J e~ (D) Lur gy,
¢:1(£,s,32)

__HBL) (D) e (ss) (1_e—(D+u(§1))z¢;1(e,52,5))
D+ p(s1)

S ML) D) 6 S s) (1— e ra e )
D + p(s1)

Hence holds.
o If z = ¢+ 1 and sy < s <S: Replacing both steps:

1. the first event is a division and occurs at time T} € [¢; 1 (£, 5, 52)), ¢¢ 1(£,5,S))

2. the second event is a washout and occurs at time Ty € [T} +¢; (€41, S7,, 51)), T1+
¢;1(£ +1, ST17§))

in the proof for x = £ and s < s1 by
1. the first event is a washout and occurs at time 77 € [¢; (£ + 1,5, 1)), ¢y (£ +
1,s,8))
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2. the second event is a division and occurs at time T3 € [T} + ¢y Y, 87, 59)), Ty +
@b;l(fv Sty S))

gives the same lower bound starting from z = ¢+ 1 and s > so:
s [ZJH
Plot1,s) ((Xe,Se) € [1,L] x [S, 8], vt e [0,T]) = CL 1. (57)

e Ifz # (+1ands = S: Since (v,s) € B(L,[S,S]), therefore, x > ¢ + 1. Let
t1 = |S — so|/max{Ds,,, ku(s1)L}, by Lemma

Pros) (Xt S¢) € [1,L] x [S, S], Vt € [0,T])

t1 rt t d
>J1j1'-. 1 H Dk | e (PFHuD) (eur+ i @ =) (wir1—ui))
0 u1

Uz —0-2 \k=(+2
Plo.s) ((Xt,St) e [L, L] x [S, S], Vt e [0,T] ‘ Ep(ui,.. .,uH_l))

dux_g_l e dUQ du1 .

Since S,—; < Sp41 < s for all i € [1,z — £ — 1], we easily check from Lemma
that, on the event {(Xo, So) = (x,$)}nEp(ut,...,uz—¢—1), the process (X, St)o<i<t
stays in [1,L] x [s2,8]. By the Markov property and we then obtain, for
so = W(x,s, (Ui, T — 1) 1<i<e—0—2, Uz—t—1) € [S2, S| with uz_p—1 < t1:

Plo.s) ((Xt,St) e[1,L] x [S, 8], vt e [0,T] ‘ Ep(ur,. .. ,uH,l))
= Pe11,00) (X, S0) € [1, 1] % [S, S], ¥t € [0, (T = 1y ¢1) v 0])
> a3l :
and therefore
Py ((Xe,S1) € [1, L] x [S, S], Vt € [0,T1])
> C{%JH Piy(x,z —0—1,t1)

>l pyn L -1 ).

e If z # ¢ and s = S: Remarking that (z,s) € B(L,[S,S]) implies z < ¢, in the same
way as the previous case and using , we obtain

Ples) ((Xe,S¢) € [1,L] x [S, 8], Vt e [0,T7])

T — l{—x

> clﬂ“ (“:?) Py(x, 0 — x,t3)
2] (u

= ¢ (u(81)

with to = |s1 — S|/ max{D s,,, k u(s1) L}. O

p(s1)
1(5L)

L-1
> Py(1,L —1,t2)
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B.4 Proof of Lemma [3.4]

Lemma is a corollary of the following lemma with 6, = § and do = §.

Lemma B.4. Let L € N* ¢ > 0 and let 61,02 such that /2 > 69 > §; > Q Then for all
(y,7) € [, L] x [52,51]\{(£,50), € € [1, L]} such that 0 < 8 < oth =Sttt and for
all (z,s) € [1, L] x [¢5} (y, 7, 02), b5, (y, 7, 61)]

P(ffys) (Ty,r < 8) > 057761752

|5y —|

with

[sy—r]

_ L—1
o018 _ (DU LS o min {Pd(L,L 1, <“(fL)> Py(1,L — 1,t*)}

min{D |5y —r| 61, D (D d2+1) |sy—r| (¢/2—82)}
max{D sin, k 1(s1) L} ’

where t* =

Proof. The aim is to prove that, with positive probability, the process goes from (z, s) to
{y} x [gbs_ol (y,r,e/2), r], in a time less than €/2; and then starting from an initial condition
in {y} x [¢5'(y,7,¢/2),r] it reaches (y,r) in a time less than £/2. We then have three
cases.

1. If 2 = y then by definition of ¢g ' (y,,.), for all sg € [¢5,!(y,,e/2), 7] if there is no
jump during the time interval [0, /2], then the process starting from (y, sg) reaches (y,r)
before the time £/2, then, from Lemma

Py,s0) (Tyﬂ” < 5/2> = Pry,s0) (Tl > 5/2> > e~ (DHul)) L5 (58)

As P, o <Ty7r < 5> =Py (Tyv,ﬂ < 5/2) and s € (o5 (y,r,£/2), 7], then the result holds.
2. If x < y then from Lemma

Pz (Ty,r < 8)

t* pt* t x - o1,
> J j H DE | e (DruG) (eur+3720 " (@6) (wiv1—ui))
0 Ju Uy—o—1 \ h=y+1

Pa,s) (Ty,r < 5} Ep(ug, ..., ux,y)) dug—y ... dugduy . (59)
In order to obtain the result, it is sufficient to prove that for all u; < --- < uz_y < t*,

\I/(aj’ S, (uia T — i)ISiéx—y—ly uz—y)) € [¢;)1 (ya T, 5/2)7 T:I : (60)

Indeed we easily check, using below and Lemma that t* < §; < ¢/2. By the
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Markov property and we then obtain
]P(:D,S) (Tyvr g 6‘ ED('U/l, A U’ﬁ*l/))
= ]P’(g;,s) (Uz—y < Ty,r < E’ SD(ul, ey um_y)>

= ]P)(y,‘l’(w,&(ui,x—i)lsisz—yq,uz—y)) (Ty,r Se— ux_l/)

\%

P(y7\p(xvs7(ui7x_7;)1<i$‘7;7y717u1*y)) (Ty’r g 8/2>

S o~ (D)) LS |

and

Pa,s) (Ty,r < 6) > e PHEDLS Pz x —y,t*) = e”PHHEN LS Py L —1,1%).

Let us prove that holds. More generally, we will prove that for all n € N, for all
up < -+ < Upyr < t*, for all (x;)1<i<n with value in [1, L]

\I/([E, S, (ui7 $i)1<i<na Un+1) € [¢;)1 (ya T, 6/2)7 T] . (61)
By (@) and
U (x, s, (Ui, Ti)1<i<n, Un+1) — S| < t* max{D's;,, k u(51) L} . (62)

First 7 mﬁ{n[{):&k’zglg}m ensures, from Lemma, A.7 and Remark |A.8| that 57, <

<
qb;ol (y,r,01) < 51, then from Lemma
|7 — 65, (y,7,01) = D |5, — rlé1, (63)

Second,

o if gbs_ol (y,r,e/2) > 0, since gbs_ol inherits a flow property from ¢, we have qbs_ol (y,r,e/2) =
o3y, 03, (y, v, 62),€/2 — 02). Then from Lemma

S < - _ €
‘¢501(y7 T; 5/2) — ¢Sol(y7 T, 62)’ 2 D ’(bs()l(y,?”’ 52) . Sy’ (5 B 62)
= _ €
=D (|¢501(y,7", 52) — 7’| =+ ‘7“ — Sy‘) (5 _ 52)
> D (D& + 1)|r — 5| <§ _ 52> 7
hence, by , the definition of t*, and the previous inequality,

|\II(IE, S, (ui7 $i)1<i$n7 Un+1) o S|
< min{lr — 65t (4,7, 005 105, (0 7,6/2) = 65,1 (0,7, 62) )

with s € [¢5 (v, 7, 02), 05,  (y,7,01)] < [05,' (y,7,¢/2), 7] and holds.
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o If qﬁ;ol (y,r,e/2) = 0, hence by , the definition of ¢* and ,
‘\I/(.I', S, (Ui, xi)léié'ru un+1) - 8’ < ‘T - (bs_ol (yv r, 51)‘
with s € [0,¢;01(y,r, 51)] then ¥(z, s, (u;, Ti)1<i<n, Un+1) € [0,7] and holds.

3. If z < y then in the same way, reaching y by x — y successive division events, we
have

_ e S y—z
P(x,s) (Tyn” < 8) = 67(D+“(81))L§ ('UJ( L)> Pb(l‘,y — x,t*)

B.5 Proof of Lemma [3.5]

On {0} x (0,s,,), we have LV = 0 = V. So let us prove the result on N* x (0,5).
For convenience, we consider the natural extension of V' to = 0 given by V(0,s) =
log(p)~te® + s~ + (14 6)/(51 — s)P for all s € (0,51). Since for all (z,s) € N* x (0,35)

LV (z,s) = LV (z,5) — DV(0,5) 1p—y < LV (2, 5)

and since V = V on N* x (0,5,), it is sufficient to prove that there exist 7 > D and ¢ > 0
such that, on N* x (0, s1),
LV < —nV 4+ (.

We will prove that there exists n > D such that LV 4+ nV is bounded from above on
N* x (0,87). Since ¢ > 1 on N* x (0, 51) it therefore implies the result. To that end, let
define, for all (z,s) € N x (0, 1)

-1 x_as

Vo i (x,s) — log(p) ™" p”e*?, Vi:(z,s)— s7h Voi(z,s) > (14 1,<10)(51 —s)7P
so that V' = Vg + V1 + Va. By the linearity of £, we then have LV = LV + LV] + LV5 on
N* x (0, 51), with for (z,s) e N* x (0,57)

LVy(z,8) = |[D(sim — s

ﬁ‘/l('rvs) =

[ D(s;, —s) — ku(s)z 0
LVa(z,s) = |p ( §1)—s Hs) —u(s)llem—k 2D01x_2] Va(z, s).

We will prove that there exist n > D such that LV + LV +n(Vo + V1) and LV, 4+ nVs are
bounded from above on N* x (0, 57).

Let n € R and let 0<5<D%. Since a = %1 we have

(LVo+ LVE +n(Vo + V1)) (x, s) < A(x, s) + B(z, s)
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with

p
D(sy, — s) — ku(s)x Vo(z, s)

B(x,s) := [— . +77_€:EV1(36,8)} Vi(zx,s).

We easily check that A is bounded on every set on the form [1,L] x (0,51) with L >
1, moreover supye(gs,)A(z,s) tends towards —oo when z — oo. Then A is bounded
from above. In addition, from the expression of Vp and V3, () Wl@s) < 0if » >

s S Vi(z,s)
C + 2 log(1/s)/log(p), with C := log (k u(51)log(p)/e) /log(p). Therefore, setting i} =
SUDye[0,5,] ' (8), we obtain

e[Sy o)

log(p) =~ \'s
D(s;, — _ 2k it 1 1
—M+n+ku’1|(§|+ adt log | - -
s log(p) s s
The right member does not depend on z, is bounded on every set on the form (r, 51) with

0 < r < 51, and tends towards —o0 when s — 0. Hence B is bounded from above and
LVy + LV1 +n(Vh + V1) is bounded from above for every n € R.

A@ﬁyz[p&ﬁm—(pp_l—g)x+ﬂx@@J;

~

We easily check that LV, + nV3 is bounded on every set on the form N* x (0, ], with
0 < r < 51. Moreover, for x > 2 and 52 < s < 51, we have
D(si, —8) — ku(s)r < D(sy, — s) — 2ku(s) < D(8i, — 52) — 2k u(s2) =0
then

sup LV(z,8) - D(si, — s) — 2k pu(s)

< - +2D0
=2 Va(z,s) P 51— 8

tends to —co when s — §; then LV + nV; is bounded from above on N*\{1} x (0,5;) for
allpeR. For x =1, leads to

im ZV2(Ls) _ hnl[p[lem——s)—-kp(sﬂ __eﬂgg]

$—51 ‘/2(1, S) 5—351 §1 — g 1 I 0
= lim p[D(s1—s) + k(u(s1) —p(s))  Ou(s1)
S$—51 §1 — s 1 T 0
3 Op(s1)
— / .
=elD ksl =5
< —D.

It follows that LV2+n V5 is bounded from above for all 0 < n < —lims_,5, LVa2(1,s)/Va(1, s).
Therefore Lemma [3.5| holds and we can choose any 7 € (D, —lims_,5, LVa2(1, s)/Va(1, s)).

Note that relaxing the assumptions as in Remark[2.4] the limit above does not necessary
exist. However we can bound from above limsup,_ .z, £Va2(1,s)/Va(1,s) by —D replacing
1/ (51) by kip in (11)). In the same way, in the upper bound for B, i} can be replaced by
a local Lipschitz constant of u in the neighborhood of 0 when s tends towards 0.
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B.6 Proof of Lemma [3.7]

Since s1 +— P, ) (X7, 57) € {z} x [0, 51]) is increasing, we assume, without loss of gen-
erality, that s; < sk. In the same way as the proof of Proposition [3.1 we prove that the
probability P(, .y (X7, S7) € {z} x [s0,51]) is bounded from below by the probability that
the process (X¢, S¢)t

L. reaches B(L,[30,51]) before 7 —¢ (i.e. Ty 13,3, < T —€);
2. stays in [1, L] x [50, 31] during the time interval [T7, 3, 3,1, T — €];
3. reaches {z} x [so, s1] in the time interval [T — ¢, 7] and stays in this set until 7;
that is
Pey.ry (X7, Sr) € {z} x [0, 51])
> By (Tofsom) S 7-¢)
X Py (X S0) € [, L] % [Bo,51), ¥t € [T sy g, 7 — ] | Trpo iy <7 —¢)
X Py (X7, 50) € (o} x [s0,51] | B) (64)
where
E = {Tp 505 <7 — ¢} 0 {(Xe,S) € [1, L] x [30,51], YVt € [Tp, (30,37, T — €1}

with L, Sy, 51 and € well chosen so that we can bound from below the three probabilities
in the right member of . More precisely, we will choose L sufficiently large such that
the substrate concentration % can be reached from Sk in a time less than 7 with L
individuals; and 3y, 31 and & will be chosen such that [3o, 31] < [so, s1] is centered in #1350
and such that the process can not exit from [sg, s1] is a time less that ¢ with a bacterial
population in [1, L].

From Lemma there exists Ly, > = A max(, i y such that 5, < 81;‘90 for all
¢ > Lg,. Moreover, for ¢ > Ly, since 5p < % < Sk, then ¢ 1 (E, Sk, %) < 400 and

—1 sl+so
s1 4 5 o (65,250 )
sits0_ g j

> . [D(sin — ¢4, Sk, u)) — k p(@(4, Sre, u)) £] du

< Sk + [D (sm— 51;“’) — ke (81;S°> E] ¢ <&SK, Sl?”)

S1 + 80) < Sk — %

2 ) = () £ D (s 559
The right term in the previous inequality tends to 0 when ¢ — o0, we can then choose
L > Ly, such that ¢y ' (L, Sk, 25%0) < 7.

Let set 0 < € < min {7‘— o7 YL, Sk, 51;50), QmaX{DS;;fgu(gl)L}} and let us define

S0 = 8o+ & max{Ds,,, ku(s1) L} and 51 = s1 —e max{Ds;,, ku(51) L}, then 55 < 57 and
[§07 gl] (e [80, 81].

then

¢t_1 (67 SK;
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From Corollary T—€> qﬁt_l(L,SK,%) > ¢ (L, Sk,31) > ¢p H(L,r,51), for
all (y,r) € K. Then from Lemma and Remark

— L—1
Plyy (T (0] < 7 — €) = e (D4uE) (r=e=d) L (ZE?;) Py(1,L —1,6) =: C1 (65)
1

; — —1 3 D5 —sKk]|
with §:= (1 — & — ¢ (L, Sk, 31)) Dl s rmas (D s FAG I

Moreover, from Lemma [B.3] there exists Co > 0 such that for all (2, s) € B(L, [0, 51]),
P o ((X¢,St) € [1, L] x [30, 81], Vt € [0, —¢]) = Co,
therefore, by the Markov Property
P

) ((Xt, St) S [[1, L]] X [§0,§1], Vt e [TL’[go,gl], T — E] ‘ TL,[§O,§1] <T7— 6) >0y, (66)

In addition, on the event {X, € [1, L], Yu € [0, ]},

|Se - SO| =

f: (D (8 — Su) — k u(S) Xu) du| < & max{Ds.., k u(51) L}

then, since 5p — sp = s1 — 81 = ¢ max{Ds,,, ku(s1) L}, for all (z,s) € [1, L] x [So, 31]),
IP)(Z7S) (Sg € [80,81] |Xu € [[1,L]], Yu € [0,8]) =1.

Therefore, bounding from below the probability by the probability that, in addition, there
is no event if z = x, there are z — x washouts is z > z and there are x — z divisions if
z < x in the time interval [0, ] and no more event, then

P(Z,S) ((Xe, Se) € {x} x [50751])
= P(z#) (Th >¢) 1,

+ P (ﬂ Ty <eyn{Xp =z—i}n{Th pi1 > g}>
i=1

rT—z
+ Pos) ( {Ti <e}n{Xp, =z4+i}n{Tp—zq1 > s}) 1,.,.
<

For all uy < -+ <wj,_, < ¢, from the Markov Property and Lemma if z>ux

Pos) (Toajt1 > € | Ep(ua, - upyg)) = P, w(2,5,(wir2—)1 <oz 2|12 —s))) (T > e —up—y))
> e—(D'f‘N(gl))ﬂ?f

and if z < x
Pios) (Tomajr1 > € | Ep(ur, .o up_y)) = P (o, w (2,5, (ui,24+)1<i< 20| -1,U)2—a))) (Ty > & —uj—yy)

> e~ (D+ue))ee
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then, still from Lemma

P(..o) (Xo, S:) € {x} x [50,51]) = e"(PHuGseey
+ Pd(L, L —_ ]_’ 5‘) 6_(D+/1(§1))ng ]_Z>x

p(E)\ ! D+u(s

+< > > Py(1,L —1,e)e” PFuEi))zeq
p(s1)

> Oy

|

p(5L)
w(s1)

_ _ L—1
with Cy 1= e~ (PHu(1) 22 min {Pd<L,L —1,e) e (PHus)re, ( ) Py(1,L — 1,5)}.

Then by Markov Property,
P(y r) ((XT,ST) € {x} X [80781] | E) = (5. (67)

Finally, from , , and
P(yﬂ,) ((XT,ST) S {l’} X [80, 81]) >C1C05C3 =:¢p>0.

B.7 Lemma and its proof
Lemma B.5. There exist e > 0 and A,C, > 0 such that for all (z,s) € N* x [§1,400)

Egp s PO To0)| < 4™ and P (Tz < 0) > 0.

with Te = Tixx(0,5,—c] = > 0, (X, St) € N* x (0,51 — €|} the hitting time of

N* x (0,81 —¢].

Proof. Let g be defined for (z,s) e N x Ry by
9(x,8) = (Loz2 + (14 61)1p=1 + d01e=0) €,

with dg, 01 and S positive constants (fixed below). Then g > min{1, dy} and
O_ 4 p S0 ifg=1,

Lg(z,s) (D81 = ) = kials)] 5 = (s) 155 T+0;
g(x;> +D = {[D(sy —5)— 2ku(s)] B+ D (1 +6) ite=2,
7 [D(sin — s) — kp(s)z]) B+ D if z > 3.

We can choose §g, d1, 8 and € > 0 such that
(68)

Lg(xz,s) < —(C+ D)g(x,s),

V(z,s) € N* x [s1 —¢,400),
with C' > 0. Indeed, let §; > 0 and let € € (0,5] — 52) be fixed. From Lemmas and

we have D (s,, — $1 + &) — 2k u(s; — &) < 0, then we can choose 5 > 0 sufficiently

large such that
Ci1:=[D(sin—51+2)—2ku(s1 —&)|+D(1+6)<0.
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Moreover, [D(s;, — 51 +¢) —ku(s1 — )] B — u(s1 —¢) 117151 —c0 —p(51) 1?51 < 0, then
we can choose € € (0,&) and &y > 0 sufficiently small such that

01 do
D
1+51+ 1+(51<

Cy:=[D(syn — 51 +¢) —ku(s1 —e)] B — u(s1 —¢) 0.

Setting such 5, dp and ¢, then for all z > 1 and s > s — ¢ we have

[,g(x,s)+D< Cy ifr=1
Cl ifz>=2

and holds with C := —(C; v C2) > 0.

For any initial condition (z, s) € N* x [51, +0), we have (X, Sy,) € N* x[5; —¢, +0) for
all u < T. A Trxt, then by standard arguments using the Dynkin’s formula and (68)) (see for
instance [MT93, Theorem 2.1] and its proof) (g (XEATe ATt s SEATE ATt ) e(CHD) (AT ATExt))t
is a nonnegative super-martingale. Then, since by T. A Trxt is a.s. finite, by classi-
cal arguments (stopping time theorem applied to truncated stopping times and Fatou’s
lemma)

min(la 50) E(CE,S) [6(C+D)(TEATEX';)] < E(CE,S) [g(XTa /\TEXN STEATExt)e(C+D)(TEATEXt)] < g(l?, ‘9)

which leads to the first part of the lemma.

We can show that the upper bound of Lemma [A.6] holds even if sy > 5. Then from
Lemma[A.2] for all £ > 2 and s > 51 — ¢ > 3o,

s—51 +¢ s—581 +¢ -
D(§1—E—§g)\D(§1—E—§2) T

¢t_1(€787§1 _8) <

Then, if z > 2, from Lemma
Plas)(Te < ) = Py g (ts,—c < Th) = e~ (PHHED o< 5 0, (69)
If x = 1, then for all § > 0, from Lemma and the Markov property
P oy (Te < 0) = Py o({T1 < 6} n{ X7y =2} n {T: < 0})

S
> fo p(p(l,s,u)) e*(DJr“(s))“]P’(LS) (T‘E < ‘{Xu =2} n{Ty = u)) du

)
_ fo 1 (B(L,5,w)) e~ PO UB Y, (T2 < o) du.

From Lemma o(1,s,u) > 51 > 51 — &, then by , Pgg)(T: < 0) > 0. O

C Theorems of [BCGM22] and [CV20]

We recall in this section the theorems of [BCGM22] and [CV20] which establish the con-
vergence towards a unique quasi-stationary distribution.
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Let (X¢)i=0 be a cadlag Markov process on the state space X U {0}, where X is a
measurable space and ¢ is an absorbing state. Let V : X — (0, 00) a measurable function.
We assume that for any ¢t > 0, there exists Cy > 0 such that E,[V(X¢)1x,¢5] < Cr V()

for any z € X. We denote by B(V) the space of measurable functions f : X — R such

that sup,cr % < oo and B4 (V) its positive cone. Let (M;)i>o the semigroup defined

for any measurable function f € B(V) and any = € X by

My f(x) := Eo[f(Xt) 1x,¢0]

and let define the dual action, for any £ € P(V') , with P(V') the set of probability measures
that integrate V', by

§Mﬂ=&m&n&m=L}w@ww>

Assumption C.1 (Assumption A in [BCGM22|). Let ¢ : X — (0,0) such that ¢ < V.
There exist 7 >0, > a >0, 0 > 0, (¢,d) € (0,1]>, K = X and v a probability measure
on X supported by K such that supy V /1 < oo and

(A1) M,V <aV + 011,
(A2) My = B,

(A3) inferc ML > cu(f)  for all f € By(V/1),

(z)

Theorem C.2 (Theorem 5.1. in [BCGM22]). Assume that (M;)i=o satisfies Assump-
tion [C 1) with infx V' > 0. Then, there exist a unique quasi-stationary distribution T such
that m € P(V), and A\g > 0, h e BL(V), C,w > 0 such that for all £ € P(V) and t =0,

(A4) v (W) > dSup,c Muz (@) for qll positive integers m.

e Pe(Xy € ) — E(h) 7l|l7v < CE(V)e ™!

and

IPe(X: < 1, # 0) =l < € S e,

with ||.||7v the total variation norm on X.

Assumption C.3 (Condition (G) (including Remark 2.2) in [CV20]). There ezist positive
real constants 01,609, c1,co, 3, an integer ny = 1, a function ¥ : X — R, and a probability
measure v on a measurable subset K of X such that

(G1) (Local Dobrushin coefficient). For all x € K and all measurable A ¢ K,

P, (V14)(x) = c1v(A) V().

53



(G2) (Global Lyapunov criterion). We have 01 < 6 and

RIE) Y ()
églg V(x) ig@ V(x) <1

PV(z) <0, V(z)+clg(z)V(z), VeelX
Piy(x) = 0¢(x), VrelX.

> 0,

(G3) (Local Harnack inequality). We have

sup ek Puip(y)/1(y)
nely infyeK Pn@b(y)/d)(y)

< c3.

(G4) (Aperiodicity). For all v € K, there exists ny(x) such that for all n = ny(x),

Po(1x V)(z) > 0.

Theorem C.4 (Corollary 2.4. in [CV20]). Assume that there exists to > 0 such that
(Po)nen 1= (Mpt, )nen satisfies Assumption |C.9 (% s upper bounded by a con-

stant ¢ > 0 and (1\41;1#)
te[0,to0]

a positive measure vp on X such that vp(V) = 1 and vp(¢) > 0, and some constants
C” > 0 and v > 0 such that, for all measurable functions f : X — R satisfying |f| <V
and all positive measure & on X such that {(V) < oo and £(¢) > 0,

EM,f §(V)
EMYV @)’

In addition, there exists A\g € R such that vpM; = eMtyp for all t = 0, and e Mt MV
converges uniformly and exponentially toward np in B(V) when t — co. Moreover, there
exist some constants C"” > 0 and ~' > 0 such that, for all measurable functions f : X — R
satisfying | f| <V and all positive measures & on X such that £(V) < 400,

)tG[O,to]

is lower bounded by a constant ¢ > 0. Then there exist

vt = 0.

— I/P(f)‘ <C'e Mt

e MM f — E(p)vp(f)| < C" eV E(V), VE=0. (70)
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