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# Quasi-stationary behavior for a piecewise deterministic Markov model of chemostat: the Crump-Young model 

Bertrand Cloez ${ }^{1} \quad$ Coralie Fritsch ${ }^{2}$


#### Abstract

The Crump-Young model consists of two fully coupled stochastic processes modeling the substrate and micro-organisms dynamics in a chemostat. Substrate evolves following an ordinary differential equation whose coefficients depend of micro-organisms number. Micro-organisms are modeled though a pure jump process whose jump rates depend on the substrate concentration.

It goes to extinction almost-surely in the sense that micro-organism population vanishes. In this work, we show that, conditionally on the non-extinction, its distribution converges exponentially fast to a quasi-stationary distribution.

Due to the deterministic part, the dynamics of the Crump-Young model are highly degenerated. The proof is therefore original and consists of technically precise estimates and new approaches for quasi-stationary convergence.
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## 1 Introduction

The evolution of bacteria in a bioreactor is usually described by a set of ordinary differential equations derived from a mass balance principle, see SW95, HLRS17. However, in 1979, Kenny S. Crump and Wan-Shin C. O'Young introduced in [CO79] a piecewise deterministic Markov process, as defined in [Dav93, to model such a population.

This model consists in a pair of càdlàg processes $\left(X_{t}, S_{t}\right)_{t \geqslant 0}$ where $S_{t}$ is the nutrient concentration at time $t$ and obeys a differential equation, and $X_{t}$ is the bacteria population size at time $t$ and obeys a Markov jump process. More precisely, they are defined by the following mechanisms:

- bacterial division: the process $\left(X_{t}\right)_{t \geqslant 0}$ jumps from $X_{t}$ to $X_{t}+1$ at rate $\mu\left(S_{t}\right) X_{t}$;
- bacterial washout: the process $\left(X_{t}\right)_{t \geqslant 0}$ jumps from $X_{t}$ to $X_{t}-1$ at rate $D X_{t}$;
- substrate dynamics: between the jumps of $\left(X_{t}\right)_{t \geqslant 0}$, the continuous dynamics of $\left(S_{t}\right)_{t \geqslant 0}$ are given by the following ordinary differential equation

$$
\begin{equation*}
S_{t}^{\prime}=D\left(\mathbf{s}_{\mathrm{in}}-S_{t}\right)-k \mu\left(S_{t}\right) X_{t} \tag{1}
\end{equation*}
$$

where $\mu: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and $D, \mathbf{s}_{\text {in }}, k>0$ are the specific growth rate, the dilution rate of the chemostat, the input substrate concentration and the inverse of the yield coefficient (i.e. the proportion of cell formed per unit of substrate concentration consumed) respectively. Note that we do not consider the death of bacteria in this model. However, the results of this article can be generalized, under suitable assumptions, with a bacterial loss rate $d\left(X_{t}, S_{t}\right)+D$, taking into account a death rate $d\left(X_{t}, S_{t}\right)$ in addition to the bacterial washout, due to the output flow of the chemostat, at rate $D$.

Formally, the generator of this Markov process is the operator $\mathcal{L}$ given by

$$
\begin{align*}
& \mathcal{L} f(x, s)=\left[D\left(\mathbf{s}_{\mathrm{in}}-s\right)-k \mu(s) x\right] \partial_{s} f(x, s)+\mu(s) x(f(x+1, s)-f(x, s)) \\
&+D x(f(x-1, s)-f(x, s)), \tag{2}
\end{align*}
$$

for all $x \in \mathbb{N}$ (with $\mathbb{N}=\{0,1,2, \ldots\}$ the set of natural numbers including 0 ), $s \geqslant 0$ and $f \in \mathcal{C}^{0,1}\left(\mathbb{N} \times \mathbb{R}_{+}\right)$, with $\mathcal{C}^{0,1}\left(\mathbb{N} \times \mathbb{R}_{+}\right)$the space of functions $f: \mathbb{N} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ such that for $x \in \mathbb{N}, s \mapsto f(x, s) \in \mathcal{C}^{1}\left(\mathbb{R}_{+}\right)$.

Since the work of Crump and Young, several chemostat models have been introduced to complete the modeling approach of the chemostat. In particular if the bacteria population size is not too small, it can be relevant to use stochastic continuous approximation of the process $\left(X_{t}\right)_{t}$ as in CJLV11, FRRS17, CF17. Conversely, CJLV11] also propose a discrete version for the process $\left(S_{t}\right)_{t}$, which is relevant in a small number of substrate particles. Models with a mass-structured description of the bacteria population are also been proposed in stochastic version through individual based models [CF15, FHC15] or in deterministic version through partial differential equations [FRT67, Ram79. See also $\left[\mathrm{WHB}^{+} 16\right]$ for a panorama in mathematical modelling for microbial ecology.

Despite the simplicity of the Crump-Young model and the fact that it has been studied in several articles (e.g. CO79, CJLV11, CMMSM13, CF17, WHB ${ }^{+} 16$ ), the long-time behavior of this process is not well understood. It is well known that, under suitable assumptions, it goes extinct in finite time with probability one. However, it can be relevant to look at the distribution of the population size at time $t$ given that the process is not extinct. In fact numerical simulations suggest that, under suitable assumptions on the growth rate $\mu$ and if the bacteria population is not too small, the Crump-Young model converges towards a stationary type behavior before the extinction CF17. It then becomes interesting to study, not the stationary behavior of the process, which is extinction, but its quasi-stationary distribution (QSD). QSD refers to the stationary distribution of the process conditioned on not being extinct (see Equation (4) below).

Crump and Young, in their original work [CO79], propose an approximation of the moments of a "quasi-steady-state" (in fact the quasi-stationary behavior, even if it is not rigorously defined in this way in their article). They made the approximation that the expectation of the process admits an equilibrium which is the non-trivial equilibrium (i.e. with a non-extinct bacteria population) of a deterministic model. This approximation is valid at least in large population size of the bacteria population since the Crump-Young model converges in distribution towards the deterministic model in large population size (see [CF17]). More recently, the existence of a QSD, as well as some regularity properties of this QSD, was proved in CMMSM13. As stated above, we illustrated in [CF17, the convergence of the Crump-Young model towards this QSD. In addition, we also illustrated in CF17, the validity of the approximation of Crump and Young in large population size. Nevertheless, the long-time behavior of the process before extinction (as defined in [MV12, CMSM13, vDP13]) was, until now, unknown. In particular, the convergence of the non-extinct process was not proved.

In this work, we prove that, under suitable assumptions, there exists a unique QSD $\pi$ which admits some moments (existence was proved in CMMSM13, but not uniqueness). Moreover, we prove that this QSD is also a Yaglom limit, that is for all $(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$ and bounded function $f: \mathbb{N}^{*} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ (with $\mathbb{N}^{*}=\mathbb{N} \backslash\{0\}=\{1,2, \ldots\}$ ), we have

$$
\lim _{t \rightarrow \infty} \mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mid T_{\mathrm{Ext}}>t\right]=\pi(f),
$$

with $T_{\text {Ext }}:=\inf \left\{t \geqslant 0 \mid X_{t}=0\right\}$ the extinction time of the process. That is for all initial condition, conditionally on the non-extinction, the law of process converges toward the QSD $\pi$.

This limiting result is the main result of the present article. It is stated in Corollary 2.3 .

This corollary is a consequence of Theorem 2.2. This theorem gives a more complete description of the quasi-stationary behavior. It describes the uniqueness of $\pi$ through integrability/moment properties; moreover it gives an exponential speed of convergence to it for a certain class of initial distributions.

Convergence to QSD is usually proved using Hilbert space methods [CMSM13, $\mathrm{CCL}^{+} 09$, VD91. However, our process of interest is not reversible, therefore its infinitesimal generator cannot be made self-adjoint on a suitable Hilbert space. To overcome this problem, we use recent results [CV23, CV20, BCGM22, CG20] which are a generalization of usual techniques to prove convergence to stationary distribution MT12]. These techniques are applicable to general Banach spaces that are not necessarily Hilbert spaces, for processes that are not necessarily reversible or when the existence of the principal eigenvector is unknown. A drawback is that sharp estimates are needed on the paths such as uniform bounds on hitting times. These estimates are often obtained through irreducibility properties, however proving irreducibility properties for piecewise deterministic processes is an active and difficult subject of research [BLBMZ15, BS19, BHS18, Cos16]. See for instance the surprising behavior of some piecewise deterministic Markov processes in [LMR15, BLBMZ14]. A main part of our proof is nevertheless based on such result.

An important feature of the Crump-Young model is that it is not irreducible. Indeed, fixing the number of bacteria $x$, the flow associated to the substrate dynamics has a unique equilibrium $\bar{s}_{x}$, which is never reached. In the following, we demonstrate that the hitting times of other points are finite. However, since the hitting times of points $\left(x, \bar{s}_{x}\right)$ are infinite, it is challenging to obtain uniform estimates for the other hitting times, which are fundamental for the QSD existence and convergence.

The deterministic part of the substrate dynamics leads to additional difficulties. This non diffusive behavior prevents the dynamics from reaching any point in short time. This adds difficulty in obtaining the previous uniform estimates which are necessary for applying the results of [CV20, BCGM22].

All these difficulties are usual in piecewise deterministic models. Finally, even though our model may seem very specific, our proof could be replicated in other contexts and therefore open doors for other applications where this type of processes is applicable. These applications include, but are not limited to, neuroscience [GL16, PTW10], genomics Gor12, HBEG17, and ecology Cos16].

The paper is organized as follows. We establish our main results in Section 2f first we state the exponentially fast convergence of the process towards a unique QSD for initial distributions on a restrictive subset of $\mathbb{N}^{*} \times \mathbb{R}_{+}$(Theorem 2.2) then we extend the convergence towards the QSD for any initial condition of the process in $\mathbb{N}^{*} \times \mathbb{R}_{+}$ (Corollary 2.3). Section 3 is devoted to the proof of Theorem 2.2, based on results of [BCGM22 and CV20 which give conditions leading to the existence and the uniqueness of the QSD as well as the convergence statement. We begin by detailing the scheme of our proof establishing sufficient conditions for applying [BCGM22] and CV20]. These conditions, proved in Section 3.4, are mainly based on hitting time estimates, established in Section 3.3. These hitting time estimates represent the main challenges and validate the originality of our work, since our process is not irreducible and contains a deterministic component. Section 4 is devoted to the proof of Corollary 2.3. For a better readability of
the main arguments of the proofs, we postpone technical results in two appendices. The first one establishes bounds and monotony properties of the underlying flow associated to the substrate dynamics as well as some classical properties on the probability of jump events. The second one contains the proof of the above-mentioned hitting time estimates and some properties based on Lyapunov functions bounds. We remind in a third appendix the useful results of [BCGM22] and [CV20.

Notation: In the following, $\mathbb{P}_{(x, s)}$ denotes the distribution of the process $\left(X_{t}, S_{t}\right)_{t \geqslant 0}$ conditioned on the event $\left\{\left(X_{0}, S_{0}\right)=(x, s)\right\}$. For all probability measure $\xi$ on $\mathbb{N}^{*} \times \mathbb{R}_{+}, \mathbb{P}_{\xi}$ denotes the distribution of the process whose the initial condition is distributed according to $\xi$, that is $\mathbb{P}_{\xi}(\cdot)=\int_{\mathbb{N}^{*} \times \mathbb{R}_{+}} \mathbb{P}_{(x, s)}(\cdot) \xi(\mathrm{d} x, \mathrm{~d} s)$. The associated expectations of $\mathbb{P}_{\xi}$ and $\mathbb{P}_{(x, s)}$ are denoted by $\mathbb{E}_{\xi}$ and $\mathbb{E}_{(x, s)}$ respectively.

For any probability measure $\xi$ on the space $E$, with $E=\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ or $E=\mathbb{N}^{*} \times \mathbb{R}_{+}$, and any function $f: E \rightarrow \mathbb{R}$, we will denote by $\xi(f)$ the integral of $f$ w.r.t to $\xi$ on $E$, that is $\xi(f):=\int_{E} f(x, s) \xi(\mathrm{d} x, \mathrm{~d} s)$.

## 2 Main results

In all the paper, we will make the following assumption.
Assumption 2.1. The specific growth rate $\mu: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$satisfies to following properties: $\mu \in \mathcal{C}^{1}\left(\mathbb{R}_{+}\right)$and is an increasing function such that $\mu(0)=0$ and $\mu(s)>0$ for all $s>0$.

Under Assumption 2.1, it is well known that the process $\left(X_{t}\right)_{t \geqslant 0}$ goes extinct in finite time with probability one (see [CF17, Theorem 4 and Remark 7] and [CMMSM13, Theorem 3.1]); namely

$$
\begin{equation*}
\mathbb{P}_{(x, s)}\left(T_{\mathrm{Ext}}<+\infty\right)=1, \quad \forall(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+} \tag{3}
\end{equation*}
$$

The stationary behavior of the process is then the extinction of the bacteria population. We are then interested in the quasi-stationary behavior of the process. Recall that a QSD $\pi$, for the process $\left(X_{t}, S_{t}\right)_{t}$, is a probability measure on $\mathbb{N}^{*} \times \mathbb{R}_{+}$such that

$$
\begin{equation*}
\mathbb{P}_{\pi}\left(\left(X_{t}, S_{t}\right) \in \cdot \mid T_{\mathrm{Ext}}>t\right)=\pi, \quad \forall t \geqslant 0 \tag{4}
\end{equation*}
$$

that is $\pi$ is a stationary distribution for the process conditioned on the non-extinction.
From [MV12, Proposition 2] or [CMSM13, Theorem 2.2], if $\pi$ is a QSD, there exists a non-negative number $\lambda \geqslant 0$ such that

$$
\begin{equation*}
\mathbb{P}_{\pi}\left(T_{\mathrm{Ext}}>t\right)=e^{-\lambda t}, \quad \forall t \geqslant 0 \tag{5}
\end{equation*}
$$

Then, if the extinction time $T_{\text {Ext }}$ is almost surely finite (which is the case for our process by (3)), then starting from the QSD, $T_{\text {Ext }}$ follows an exponential law with parameter $\lambda>0$, hence the mean time to the extinction is $1 / \lambda$.

We denote by $\bar{s}_{1} \in\left(0, \mathbf{s}_{\text {in }}\right)$ the unique solution of $D\left(\mathbf{s}_{\text {in }}-\bar{s}_{1}\right)-k \mu\left(\bar{s}_{1}\right)=0$ (see Lemma A.2). Following the lines of the proofs of CMMSM13, Proposition 2.1 and Corollary 3.1], we can show that $\mathbb{N} \times\left(0, \mathbf{s}_{\text {in }}\right)$ is an invariant set for $\left(X_{t}, S_{t}\right)_{t \geqslant 0}$ and that $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$
is an invariant set for $\left(X_{t}, S_{t}\right)_{t \geqslant 0}$ until the extinction time $T_{\text {Ext }}$. Consequently, for any initial distribution $\xi$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, the process evolves in $\left(\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)\right) \cup\left(\{0\} \times\left(0, \mathbf{s}_{\text {in }}\right)\right)$, where $\{0\} \times\left(0, \mathbf{s}_{\text {in }}\right)$ is the absorbing set corresponding to the extinction of the process.

Theorem 2.2 below states, under the assumption $\mu\left(\bar{s}_{1}\right)>D$, the existence and the uniqueness (under integrability conditions) of a QSD on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. Equation (6) gives the convergence of the law of the process conditioned on the non-extinction toward this QSD for initial distributions $\xi$ in $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ (satisfying an integrability condition). Moreover, it gives an exponential speed of this convergence for this class of initial distributions. Closely related, Equation (7) describes the speed of convergence toward the extinction set $\{0\} \times\left(0, \mathrm{~s}_{\text {in }}\right)$ of the law of the process without conditioning. The statement of this theorem is based on Lyapunov functions which are used to prove contraction properties entailing the existence of a QSD $\pi$ as well as the convergence. For an easier reading of this theorem, the reader can refer to the comments just below Theorem 2.2.

Corollary 2.3 below states that the convergence toward the QSD also holds for all initial conditions $(x, s) \in \mathbb{N}^{*} \times \mathbb{R}$, that is $\pi$ is a Yaglom limit.

For $\rho>1$ and $p>0$, let define for all $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$

$$
W_{\rho, p}:(x, s) \mapsto \rho^{x}+\frac{1}{s}+\frac{1}{\left(\bar{s}_{1}-s\right)^{p}} \quad \text { and } \quad \psi:(x, s) \mapsto x
$$

Theorem 2.2. We assume that $\mu\left(\bar{s}_{1}\right)>D$. Then there exists a unique $Q S D \pi$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that there exist $\rho>1$ and $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\bar{s}_{1}\right)}\right)$ satisfying $\pi\left(W_{\rho, p}\right)<+\infty$. Moreover, for each $\rho>1$ and each $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\bar{s}_{1}\right)}\right)$ the $Q S D \pi$ satisfies $\pi\left(W_{\rho, p}\right)<+\infty$, and there exist $C, \omega>0$ (depending on $\rho$ and $p$ ) such that for any initial distribution $\xi$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that $\xi\left(W_{\rho, p}\right)<+\infty$, and for all $t \geqslant 0$, we have

$$
\begin{equation*}
\sup _{\|f\|_{\infty} \leqslant 1}\left|\mathbb{E}_{\xi}\left[f\left(X_{t}, S_{t}\right) \mid T_{\mathrm{Ext}}>t\right]-\pi(f)\right| \leqslant C \min \left(\frac{\xi\left(W_{\rho, p}\right)}{\xi(\psi)}, \frac{\xi\left(W_{\rho, p}\right)}{\xi(h)}\right) e^{-\omega t} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\|f\|_{\infty} \leqslant 1}\left|e^{\lambda t} \mathbb{E}_{\xi}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right]-\xi(h) \pi(f)\right| \leqslant C \xi\left(W_{\rho, p}\right) e^{-\omega t} \tag{7}
\end{equation*}
$$

where $h$ defined for every $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ by

$$
\begin{equation*}
h(x, s):=\lim _{t \rightarrow \infty} e^{\lambda t} \mathbb{P}_{(x, s)}\left(T_{\mathrm{Ext}}>t\right) \in(0,+\infty) \tag{8}
\end{equation*}
$$

is such that $\sup _{\mathbb{N} * \times\left(0, \bar{s}_{1}\right)} h / W_{\rho, p}<\infty$ and where $\lambda$, defined by (5), satisfies

$$
\begin{equation*}
0<\lambda \leqslant D \tag{9}
\end{equation*}
$$

Assumptions on $\mu$ are quite standard. For the classical deterministic model [SW95], there assure the convergence of the model towards a unique non-trivial steady-state. In the same way, for our stochastic model, the assumption $\mu\left(\bar{s}_{1}\right)>D$ implies that when the bacteria population is small (at the minimum when there is only one bacterium in
the bioreactor), it tends to increase rather than go extinct. In fact, when $X_{t}=1$, the substrate concentration then converges (until the next jump of the process $\left(X_{t}\right)_{t}$ ) toward its equilibrium $\bar{s}_{1}$ (see Section A.1). Therefore the division rate $\mu\left(S_{t}\right)$ converges towards $\mu\left(\bar{s}_{1}\right)$ and, if there is no jump of $\left(X_{t}\right)_{t}$, becomes larger that the washout rate $D$. A classical choice for $\mu$ is the so-called Monod rate. See also [CF17] where numerical simulations illustrate the impact of different growth rates $\mu$ on the long-time behavior of the CrumpYoung model.

The uniqueness of the QSD $\pi$ as well as the set of initial distributions $\xi$ for which the exponential convergence holds, depends on integrability properties of the Lyapunov function $W_{\rho, p}$ w.r.t. $\pi$ and $\xi$. Consequently, choosing large parameters $\rho$ and $p$ ensures that the QSD $\pi$ admits moments of large order. Conversely, choosing small parameters $\rho$ and $p$ will give that uniqueness holds in a large set of measures, and that the convergences (6) and (7) hold for a large class of initial distributions $\xi$. In addition, we can see that the heavier the tail $\xi$, the slower the convergence in (6)-(7). Moreover, if the tail is too heavy then the convergence may not occur. It is then possible to have a second heavy-tailed quasi-stationary distribution $\widetilde{\pi}$ as it is the case for the Galton-Watson process (see for instance [MV12]). In this case, for any $\rho>1$ and $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\bar{s}_{1}\right)}\right)$, we would have $\widetilde{\pi}\left(W_{\rho, p}\right)=+\infty$.

Equation 6 describes the speed of convergence toward $\pi$ of the laws conditioned on nonextinction (these laws evolve according to a non-linear dynamics due to the conditioning). Equation 7 describes the speed of convergence to the extinction set $\{0\} \times\left(0, \mathrm{~s}_{\text {in }}\right)$ of the laws without conditioning (which evolve linearly). These two inequalities are not rewritings of each other.

Function $h$ is defined from Equation (8) (where Equation (8) states that the limit in the definition of $h$ is well defined, positive and finite). From this expression, we can see that starting from $(x, s)$, the population has approximately $h(x, s) / h\left(x^{\prime}, s^{\prime}\right)$ times more chance of survival in the long term than starting from $\left(x^{\prime}, s^{\prime}\right)$. This function then describes the impact of the initial position on surviving probabilities. As a side result, in addition to the existence of $h$, Theorem 2.2 also gives that this non-explicit function verifies

$$
h(x, s) \leqslant C_{\rho, p}\left(\rho^{x}+\frac{1}{s}+\frac{1}{\left(\bar{s}_{1}-s\right)^{p}}\right)
$$

for some $C_{\rho, p}>0$ and any $x \in \mathbb{N}^{*}, s \in\left(0, \bar{s}_{1}\right), \rho>1$ and $p>0$ small enough. Closely related, the inequality $\lambda \leqslant D$ means that the population will not become extinct at a faster rate than the dilution rate (as one would expect).

Theorem 2.2, which is a consequence of [CV20, BCGM22, implies that $\pi, h,-\lambda$ are the eigenelements of the semigroup defined by (10). In particular, $\pi$ and $h$ are the left eigenmeasure and the right eigenfunction associated with the eigenvalue $-\lambda$, respectively. In addition, several properties which can be useful in practice (spectral properties, the definition of the so-called $\mathcal{Q}$-process, i.e. the process conditioned to never be extinct...) can be deduced from [CV20, BCGM22. Since the main objective of our paper is to give a method to verify that results of [CV20, BCGM22] hold for hybrid processes with a pure jump component and a continuous one, we do not list these consequences here. For more details, the reader can refer to these two references.

Obviously, the QSD $\pi$ satisfies the properties established in [CMMSM13, in particular for any $x \in \mathbb{N}^{*}$, the measure $\pi(x,$.$) is absolutely continuous with respect to the Lebesgue$ measure, with $C^{\infty}$-density on the set $\mathbb{R} \backslash\left\{0, \bar{s}_{x}\right\}$, where $\bar{s}_{x}$ is defined in Lemma A. 2 (see [CMMSM13, Proposition 5.1].

A direct consequence of (6) is the convergence of the law of the process conditioned on the non-extinction towards the QSD $\pi$ for any initial condition $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. The following corollary states that this convergence actually holds for any initial condition $(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$, i.e. $\pi$ is a Yaglom limit.

Corollary 2.3. Assume that $\mu\left(\bar{s}_{1}\right)>D$. For every $(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$and bounded function $f: \mathbb{N}^{*} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$, we have

$$
\lim _{t \rightarrow \infty} \mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mid T_{\mathrm{Ext}}>t\right]=\pi(f)
$$

that is, the $Q S D \pi$ is the Yaglom limit of the process.
Remark 2.4. Assuming that $\mu$ is locally Lipschitz instead of $\mu \in \mathcal{C}^{1}\left(\mathbb{R}_{+}\right)$is sufficient to obtain the convergences established in Theorem 2.2 and Corollary 2.3. The condition $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\bar{s}_{1}\right)}\right)$ then becomes $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k k_{\text {lip }}}\right)$ for any local Lipschitz constant $k_{\text {lip }}$ in a neighborhood of $\bar{s}_{1}$. See the end of Sections B.5 and 4 .

We will see that the process $\left(X_{t}, S_{t}\right)_{t \geqslant 0}$ is not irreducible on $\mathbb{N}^{*} \times(0,+\infty)$. In general, such non-irreducible processes may have several quasi-stationary distributions and the convergence to them depends on the initial condition of the process; see for instance the Bottleneck effect and condition H4 part of [BCP18, Section 3.1]. In our setting, we will show, using Lyapunov functions, that the convergence holds for any initial distribution on $\mathbb{N}^{*} \times(0,+\infty)$ because $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ is attractive.

## 3 Proof of Theorem 2.2

We fix $\rho>1$ and $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\overline{s_{1}}\right)}\right)$. We will prove that [BCGM22, Theorem 5.1] and [CV20, Corollary 2.4] (which are recalled in Appendix, see Theorems C.2 and C.4) apply to the continuous semigroup $\left(M_{t}\right)_{t \geqslant 0}$ defined by

$$
\begin{equation*}
M_{t} f(x, s):=\mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right] \tag{10}
\end{equation*}
$$

for $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ and $f: \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right) \rightarrow \mathbb{R}$ such that $\sup _{(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)} \frac{|f(x, s)|}{V(x, s)}<\infty$, where $V$ defined below is such that $c_{1} W_{\rho, p} \leqslant V \leqslant c_{2} W_{\rho, p}$ for $c_{1}, c_{2}>0$. Theorem 2.2 is then a combination of these two results. The former gives the bound $\xi\left(W_{\rho, p}\right) / \xi(h)$ whereas the latter gives the bound $\xi\left(W_{\rho, p}\right) / \xi(\psi)$ in (6). Note that the reason for working with $V$ rather than $W_{\rho, p}$ is that the bound (BLF1) below is easier to obtain.

Let us fix $\alpha$ and $\theta$ such that

$$
\begin{equation*}
\alpha \geqslant \frac{\rho-1}{k}, \quad \theta>\frac{p\left(D+k \mu^{\prime}\left(\bar{s}_{1}\right)\right)+D}{\mu\left(\bar{s}_{1}\right)-\left(p\left(D+k \mu^{\prime}\left(\bar{s}_{1}\right)\right)+D\right)}>0 \tag{11}
\end{equation*}
$$

and set, for all $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$

$$
\begin{equation*}
\psi:(x, s) \mapsto x, \quad V:(x, s) \mapsto \frac{\rho^{x} e^{\alpha s}}{\log (\rho)}+\frac{1}{s}+\frac{1+\mathbf{1}_{x \leqslant 1} \theta}{\left(\bar{s}_{1}-s\right)^{p}} . \tag{12}
\end{equation*}
$$

Note that $1 \leqslant \psi \leqslant V$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. For convenience, we extend the definition of $\psi$ on the absorbing set by $\psi(0, s)=0$ for $s \in\left(0, \mathbf{s}_{\text {in }}\right)$ such that $\psi\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}=\psi\left(X_{t}, S_{t}\right)$.

We will show that the following three properties are sufficient to prove Theorem 2.2 and we will then prove them.

1. Bounds on Lyapunov functions: There exist $\eta>D$ and $\zeta>0$ such that, for all $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ and $t \geqslant 0$,

$$
\begin{gather*}
\mathbb{E}_{(x, s)}\left[V\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right] \leqslant e^{-\eta t} V(x, s)+\zeta_{t} \psi(x, s),  \tag{BLF1}\\
\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] \geqslant e^{-D t} \psi(x, s), \tag{BLF2}
\end{gather*}
$$

with $\zeta_{t}:=\zeta \frac{e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) t}}{\eta-D}$.
2. Minorization condition: for every $t>0$, for every subset $K:=\llbracket 1, N \rrbracket \times\left[\delta_{1}, \delta_{2}\right] \subset$ $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, with $N \in \mathbb{N}^{*}$ and $\delta_{2}>\delta_{1}>0$, there exist a probability measure $\nu$ such that $\nu(K)=1$, and $\epsilon>0$ satisfying

$$
\begin{equation*}
\forall(x, s) \in K, \quad \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \cdot\right) \geqslant \epsilon \nu(\cdot) . \tag{MC}
\end{equation*}
$$

3. Mass ratio inequality: for every compact set $K$ of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, we have

$$
\begin{equation*}
\sup _{(x, s),(y, r) \in K} \sup _{t \geqslant 0} \frac{\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right]}{\mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right]}<+\infty . \tag{MRI}
\end{equation*}
$$

We first establish, in Section 3.1, that the three properties above (Bounds on Lyapunov functions (BLF1) and (BLF2); Minorization condition (MC) (as defined in [MT12]) and Mass ratio inequality (MRI) are sufficient conditions for proving Theorem 2.2. This three properties are then proved in Section 3.4.

Bounds on Lyapunov functions are established using classical drift conditions on the generator (see, for instance, [BCGM22, Section 2.4]). The originality of our approach lies in the proof of the minorization condition (MC) and the mass ratio inequality (MRI). The proofs of these two properties are based on irreducibility properties that we describe in Section 3.3. The minorization condition establishes that with a positive probability $\epsilon$, every starting point leads the dynamics to the same state at the same time, ensuring in particular that the process is aperiodic. The set of starting points which satisfy this property is usually called a small set (see for instance [MT12]). A natural approach to proving this result is to show that the measures $\delta_{(x, s)} M_{t}$ admit of density functions with respect to some reference measure (such as counting measure for fully discrete processes, or Lebesgue measure for diffusion processes) and demonstrate that these densities have a common lower bound. Unfortunately, due to the deterministic part of the dynamics,
for every $y \in \mathbb{N}^{*}$, the measure $\delta_{(x, s)} M_{t}(\mathrm{~d} y,$.$) keeps a Dirac mass component in addition$ to a density w.r.t. the Lebesgue measure. Furthermore, we need to show that it holds for any time $t>0$ which becomes difficult when the process is neither diffusive nor discrete. The mass ratio inequality implies that the extinction time does not vary greatly with respect to the initial condition. It was shown in [G20] that this condition can be reduced to estimating hitting times. Once again, a natural approach is to prove that the measures $\delta_{(x, s)} M_{t}$ admit of density functions but with moreover a common upper bound (see for example [BL12]). To our knowledge, there is no such result for quasi-stationary distributions in relation to this kind of processes.

### 3.1 Sufficient conditions for proving Theorem 2.2

We will show that (BLF1)- (BLF2); (MC) and MRI) imply that conditions of BCGM22, Theorem 5.1] and CV20, Corollary 2.4] hold.

Let us first detail how these three properties imply [BCGM22, Assumption A] (see Assumption C. 1 in Appendix) on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. First (BLF1) implies that for all $(x, s) \in$ $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ and for all $t \geqslant 0, \mathbb{E}_{(x, s)}\left[V\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right] \leqslant\left(e^{-\eta t}+\zeta_{t}\right) V(x, s)$ and then $\left(M_{t}\right)_{t \geqslant 0}$ actually acts on functions $f: \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right) \rightarrow \mathbb{R}$ such that $\sup _{(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)} \frac{|f(x, s)|}{V(x, s)}<\infty$.

Let $\tau>0$ and $K_{R}:=\left\{(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right), V(x, s) \leqslant R \psi(x, s)\right\}$, with $R$ chosen sufficiently large such that $K_{R}$ is non empty and such that $R>\frac{\zeta_{\tau}}{e^{-D \tau}-e^{-\eta \tau}}$, where $\eta>D$ and $\zeta>0$ are such that (BLF1) holds. By definition of $V$ and $\psi$, we can easily show that $K_{R}$ is a compact set of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. We choose $\delta_{1}, \delta_{2}>0$ and $N \in \mathbb{N}^{*}$ such that $K_{R} \subset K:=\llbracket 1, N \rrbracket \times\left[\delta_{1}, \delta_{2}\right] \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. Then using the fact that $\psi \leqslant V / R$ on the complementary of $K_{R}$, for all $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, we obtain from (BLF1),

$$
\begin{aligned}
\mathbb{E}_{(x, s)}\left[V\left(X_{\tau}, S_{\tau}\right) \mathbf{1}_{X_{\tau} \neq 0}\right] & \leqslant\left(e^{-\eta \tau}+\frac{1}{R} \zeta_{\tau}\right) V(x, s)+\zeta_{\tau} \mathbf{1}_{(x, s) \in K_{R}} \psi(x, s) \\
& \leqslant\left(e^{-\eta \tau}+\frac{1}{R} \zeta_{\tau}\right) V(x, s)+\zeta_{\tau} \mathbf{1}_{(x, s) \in K} \psi(x, s),
\end{aligned}
$$

and the bound on $R$ ensures that

$$
\left(e^{-\eta \tau}+\frac{1}{R} \zeta_{\tau}\right)<e^{-D \tau} .
$$

Consequently (BLF1) and (BLF2) imply that Assumptions (A1) and (A2) in BCGM22] are satisfied.

From BLF1) and the fact that $\mathbf{1}_{K} \leqslant \psi \leqslant V$, for any positive function $f$ and $(x, s) \in K$, we have

$$
\frac{\mathbb{E}_{(x, s)}\left[f\left(X_{\tau}, S_{\tau}\right) \psi\left(X_{\tau}, S_{\tau}\right)\right]}{\mathbb{E}_{(x, s)}\left[\psi\left(X_{\tau}, S_{\tau}\right)\right]} \geqslant \frac{1}{\left(e^{-\eta \tau}+\zeta_{\tau}\right) \sup _{K} V} \mathbb{E}_{(x, s)}\left[f\left(X_{\tau}, S_{\tau}\right) \mathbf{1}_{\left(X_{\tau}, S_{\tau}\right) \in K}\right]
$$

and then, since $K$ was chosen of the form $\llbracket 1, N \rrbracket \times\left[\delta_{1}, \delta_{2}\right]$, by (MC), Assumption (A3) in [BCGM22] is also satisfied.

Moreover MRI) ensures the existence of some constant $C \geqslant 1$ such that for every $(x, s),(y, r) \in K$ and $t \geqslant 0$, we have

$$
\frac{\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right]}{\psi(x, s)} \leqslant \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] \leqslant C \mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right] \leqslant C N \frac{\mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right]}{\psi(y, r)}
$$

then integrating the last term w.r.t. $\nu(\mathrm{d} y, \mathrm{~d} r)$ on $K$ leads to Assumption (A4) in BCGM22].
Therefore Theorem 5.1 of BCGM22] implies that there exist a unique QSD $\pi$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that $\pi(V)<+\infty$, a measurable function $h: \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right) \rightarrow \mathbb{R}_{+}$such that $\sup _{(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)} h(x, s) / V(x, s)<\infty$ and constants $\lambda, C^{\prime}, \omega^{\prime}>0$ such that for any initial distribution $\xi$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that $\xi(V)<+\infty$ and for all $t \geqslant 0$,

$$
\begin{equation*}
\sup _{\|f\|_{\infty} \leqslant 1}\left|\mathbb{E}_{\xi}\left[f\left(X_{t}, S_{t}\right) \mid T_{\mathrm{Ext}}>t\right]-\pi(f)\right| \leqslant C^{\prime} \frac{\xi(V)}{\xi(h)} e^{-\omega^{\prime} t} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\|f\|_{\infty} \leqslant 1}\left|e^{\lambda t} \mathbb{E}_{\xi}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right]-\xi(h) \pi(f)\right| \leqslant C^{\prime} \xi(V) e^{-\omega^{\prime} t} . \tag{14}
\end{equation*}
$$

Taking $f \equiv \mathbf{1}$ and $\xi=\delta_{(x, s)}$ with $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ in (14) leads to the expression of $h$ given by (8) and choosing $\xi=\pi$ ensures that $\lambda$ satisfies (5). In addition BCGM22, Lemma 3.4.] ensures that $h>0$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. Moreover from (4) and (5), for all $t \geqslant 0, \mathbb{E}_{\pi}\left[\psi\left(X_{t}, S_{t}\right)\right]=e^{-\lambda t} \pi(\psi)$, then integrating (BLF2) with respect to $\pi$ gives the bounds (9).

Let us now detail how the three properties imply that $\left(M_{n \tau}\right)_{n \in \mathbb{N}}$ satisfies Assumption G in CV20] (see Assumption C.3). We consider the same compact $K=\llbracket 1, N \rrbracket \times\left[\delta_{1}, \delta_{2}\right]$ as before. By $(\mathrm{MC})$, for all $(x, s) \in K$ and all measurable $A \subset K$,

$$
\mathbb{E}_{(x, s)}\left[V\left(X_{\tau}, S_{\tau}\right) \mathbf{1}_{X_{\tau} \neq 0} \mathbf{1}_{\left(X_{\tau}, S_{\tau}\right) \in A}\right] \geqslant \epsilon \int_{A} V(y, r) \nu(\mathrm{d} y, \mathrm{~d} r) \geqslant \tilde{\epsilon} \nu(A) V(x, s)
$$

with $\tilde{\epsilon}:=\epsilon \frac{\inf _{(y, r) \in K} V(y, r)}{\sup _{(y, r) \in K} V(y, r)}>0$, then Assumption (G1) in CV20 is satisfied. Assumptions (A1) and (A2) in BCGM22] imply Assumption (G2) in [CV20], then it holds. Since for all $(y, r) \in K, 1 \leqslant \psi(y, r) \leqslant N$, then (MRI) directly implies Assumption (G3) in CV20. Moreover, as (MC) holds for all $t>0$, then Assumption (G4) in CV20 is also satisfied. Finally, by (BLF1) and (BLF2), for all $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ and all $t \in[0, \tau]$,

$$
\frac{\mathbb{E}_{(x, s)}\left[V\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right]}{V(x, s)} \leqslant 1+\zeta_{\tau} \quad \text { and } \quad \frac{\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right]}{\psi(x, s)} \geqslant e^{-D \tau}
$$

Therefore, from [CV20, Corollary 2.4.], there exist $C^{\prime \prime}>0, \omega^{\prime \prime}>0$ and a positive measure $\nu_{P}$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ satisfying $\nu_{P}(V)=1$ and $\nu_{P}(\psi)>0$ such that for any initial distribution $\xi$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that $\xi(V)<+\infty$, we have

$$
\begin{equation*}
\sup _{\|f\|_{\infty} \leqslant 1}\left|\frac{\xi M_{t} f}{\xi M_{t} V}-\nu_{P}(f)\right| \leqslant C^{\prime \prime} e^{-\omega^{\prime \prime} t} \frac{\xi(V)}{\xi(\psi)}, \quad \forall t \geqslant 0 . \tag{15}
\end{equation*}
$$

Following the same way as [BCGM22, Proof of Corollary 3.7], for all $f$ such that $\|f\|_{\infty} \leqslant 1$, from triangle inequality and since $\left|\frac{\nu_{P}(f)}{\nu_{P}(\mathbf{1})}\right| \leqslant 1$, we have

$$
\begin{aligned}
\left|\frac{\xi M_{t} f}{\xi M_{t} \mathbf{1}}-\frac{\nu_{P}(f)}{\nu_{P}(\mathbf{1})}\right| & \leqslant \frac{\xi M_{t} V}{\xi M_{t} \mathbf{1}}\left(\left|\frac{\xi M_{t} f}{\xi M_{t} V}-\nu_{P}(f)\right|+\left|\frac{\nu_{P}(f)}{\nu_{P}(\mathbf{1})}\right|\left|\frac{\xi M_{t} \mathbf{1}}{\xi M_{t} V}-\nu_{P}(\mathbf{1})\right|\right) \\
& \leqslant \frac{\xi M_{t} V}{\xi M_{t} \mathbf{1}}\left(\left|\frac{\xi M_{t} f}{\xi M_{t} V}-\nu_{P}(f)\right|+\left|\frac{\xi M_{t} \mathbf{1}}{\xi M_{t} V}-\nu_{P}(\mathbf{1})\right|\right)
\end{aligned}
$$

Applying (15) first to $f$ and second to 1 gives

$$
\left|\frac{\xi M_{t} f}{\xi M_{t} \mathbf{1}}-\frac{\nu_{P}(f)}{\nu_{P}(\mathbf{1})}\right| \leqslant \frac{\xi M_{t} V}{\xi M_{t} \mathbf{1}} 2 C^{\prime \prime} e^{-\omega^{\prime \prime} t} \frac{\xi(V)}{\xi(\psi)}
$$

Moreover, (15) applied to 1 also leads to

$$
\frac{\xi M_{t} \mathbf{1}}{\xi M_{t} V} \geqslant \nu_{P}(\mathbf{1})-C^{\prime \prime} e^{-\omega^{\prime \prime} t} \frac{\xi(V)}{\xi(\psi)}
$$

then for $t \geqslant \frac{1}{\omega^{\prime \prime}} \log \left(\frac{2 C^{\prime \prime} \xi(V)}{\nu_{P}(\mathbf{1}) \xi(\psi)}\right)$ we have $\frac{\xi M_{t} \mathbf{1}}{\xi M_{t} V} \geqslant \frac{\nu_{P}(\mathbf{1})}{2}$ and then

$$
\left|\frac{\xi M_{t} f}{\xi M_{t} \mathbf{1}}-\frac{\nu_{P}(f)}{\nu_{P}(\mathbf{1})}\right| \leqslant \frac{4}{\nu_{P}(\mathbf{1})} C^{\prime \prime} e^{-\omega^{\prime \prime}} \frac{\xi(V)}{\xi(\psi)}
$$

Furthermore, for $t \leqslant \frac{1}{\omega^{\prime \prime}} \log \left(\frac{2 C^{\prime \prime} \xi(V)}{\nu_{P}(\mathbf{1}) \xi(\psi)}\right)$, we obtain

$$
\left|\frac{\xi M_{t} f}{\xi M_{t} \mathbf{1}}-\frac{\nu_{P}(f)}{\nu_{P}(\mathbf{1})}\right| \leqslant 2 \leqslant \frac{4}{\nu_{P}(\mathbf{1})} C^{\prime \prime} e^{-\omega^{\prime \prime} t} \frac{\xi(V)}{\xi(\psi)}
$$

Therefore,

$$
\begin{equation*}
\sup _{\|f\|_{\infty} \leqslant 1}\left|\mathbb{E}_{\xi}\left[f\left(X_{t}, S_{t}\right) \mid T_{\mathrm{Ext}}>t\right]-\frac{\nu_{P}(f)}{\nu_{P}(\mathbf{1})}\right| \leqslant \frac{4}{\nu_{P}(\mathbf{1})} C^{\prime \prime} e^{-\omega^{\prime \prime}} t \frac{\xi(V)}{\xi(\psi)} . \tag{16}
\end{equation*}
$$

Finally, from (13) and (16), we have $\pi=\frac{\nu_{P}}{\nu_{P}(\mathbf{1})}$. Moreover, on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, we have

$$
\min \left\{\log (\rho)^{-1}, 1\right\} W_{\rho, p} \leqslant V \leqslant \max \left\{1+\theta, \frac{e^{\alpha \bar{s}_{1}}}{\log (\rho)}\right\} W_{\rho, p}
$$

then (6) and (7) hold with $\omega=\min \left\{\omega^{\prime}, \omega^{\prime \prime}\right\}$ and $C=\max \left\{1+\theta, \frac{e^{\alpha \bar{s}_{1}}}{\log (\rho)}\right\} \max \left\{C^{\prime}, \frac{4 C^{\prime \prime}}{\nu_{P}(\mathbf{1})}\right\}$.
Note that (7) and (8), which have been proved using [BCGM22, Theorem 5.1], could also have been proved using the second part of [CV20, Corollary 2.4], where (70) holds with $\lambda_{0}=-\lambda$ and $\eta_{P}=\frac{h}{\nu_{P}(\mathbf{1})}$.

The previous QSD $\pi=\pi_{\rho, p}$ depends on $\rho$ and $p$. However, for any initial distribution $\xi$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that $\xi\left(W_{\rho, p}\right)<+\infty$ for all $\rho>1, p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\bar{s}_{1}\right)}\right)$ (Dirac measures on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ for example), (6) gives that

$$
\lim _{t \rightarrow \infty} \mathbb{P}_{\xi}\left[\left(X_{t}, S_{t}\right) \in \cdot \mid T_{\mathrm{Ext}}>t\right]=\pi_{\rho, p}
$$

then by uniqueness of the limit, all QSD indexed by $\rho$ and $p$ are the same.

### 3.2 Additional notation

We can extend the notation $\left[s_{1}, s_{2}\right]$ and $\left[s_{1}, s_{2}\right)$ to the case where $s_{1}>s_{2}$ by considering the set of values between $s_{2}$ and $s_{1}$. In other words,

$$
\left[s_{1}, s_{2}\right]=\left\{\begin{array}{ll}
{\left[s_{1}, s_{2}\right]} & \text { if } s_{1} \leqslant s_{2}, \\
{\left[s_{2}, s_{1}\right]} & \text { if } s_{1}>s_{2},
\end{array} \quad\left[s_{1}, s_{2}\right)= \begin{cases}{\left[s_{1}, s_{2}\right)} & \text { if } s_{1} \leqslant s_{2} \\
\left(s_{2}, s_{1}\right] & \text { if } s_{1}>s_{2}\end{cases}\right.
$$

This allows us to use the same notation regardless of whether $s_{1}$ is greater than or less than $s_{2}$.

Let us begin by giving additional notation relative to flow associated to the ordinary differential equation (1); namely this concerns the case when the number of bacteria is constant, that is the behavior between the population jumps.

For all $\left(\ell, s_{0}\right) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$, let $t \mapsto \phi\left(\ell, s_{0}, t\right)$ be the flow function associated to the substrate equation (11) with $\ell$ bacteria and initial substrate concentration $s_{0}$. Namely, $\phi$ is the unique solution of

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \phi\left(\ell, s_{0}, t\right)}{\mathrm{d} t}=D\left(\mathbf{s}_{\mathrm{in}}-\phi\left(\ell, s_{0}, t\right)\right)-k \mu\left(\phi\left(\ell, s_{0}, t\right)\right) \ell  \tag{17}\\
\phi\left(\ell, s_{0}, 0\right)=s_{0}
\end{array}\right.
$$

This flow converges when $t \rightarrow \infty$ to $\bar{s}_{\ell}$ which is the unique solution of

$$
\begin{equation*}
D\left(\mathbf{s}_{\mathrm{in}}-\bar{s}_{\ell}\right)-k \mu\left(\bar{s}_{\ell}\right) \ell=0 \tag{18}
\end{equation*}
$$

where the sequence of points $\left(\bar{s}_{\ell}\right)_{\ell \geqslant 1}$ is strictly decreasing (see Lemmas A.2 and A.3). Due to monotony properties, (see Lemmas A.1 and A.3) we can build inverse functions of $t \mapsto \phi\left(\ell, s_{0}, t\right)$ and $s_{0} \mapsto \phi\left(\ell, s_{0}, t\right)$ (both applications are represented in Figure 11). On the one hand, for all $\ell \in \mathbb{N}^{*}$ and $s_{0} \in \mathbb{R}_{+}$such that $s_{0} \neq \bar{s}_{\ell}$, the application $t \mapsto \phi\left(\ell, s_{0}, t\right)$ is bijective from $\mathbb{R}_{+}$to $\left[s_{0}, \bar{s}_{\ell}\right)$. We denote by $s \mapsto \phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)$ the continuation of its inverse function, defined from $\mathbb{R}_{+}$to $\overline{\mathbb{R}}_{+}$by

$$
\phi_{\mathbf{t}}^{-1}\left(\ell, s_{0}, s\right)= \begin{cases}t \text { such that } \phi\left(\ell, s_{0}, t\right)=s & \text { if } s \in\left[s_{0}, \bar{s}_{\ell}\right), \\ +\infty & \text { if not. }\end{cases}
$$

It represents the time that the substrate concentration needs to go from $s_{0}$ to $s$ with a fixed number $\ell$ of bacteria (without jump event). If $s$ is not reachable from $s_{0}$ with $\ell$ individuals, then this time is considered as infinite. By definition, $\phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, \phi\left(\ell, s_{0}, t\right)\right)=t$ and if $s \in\left[s_{0}, \bar{s}_{\ell}\right)$ then $\phi\left(\ell, s_{0}, \phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)\right)=s$.

On the other hand, for all $\ell \in \mathbb{N}^{*}$ and $t \in \mathbb{R}_{+}$, the application $s_{0} \mapsto \phi\left(\ell, s_{0}, t\right)$ is bijective from $\mathbb{R}_{+}$to $[\phi(\ell, 0, t),+\infty)$. Let $s \mapsto \phi_{s_{0}}^{-1}(\ell, s, t)$ be the continuation of its inverse function, which is defined from $\mathbb{R}_{+}$to $\mathbb{R}_{+}$by

$$
\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, t)= \begin{cases}s_{0} \text { such that } \phi\left(\ell, s_{0}, t\right)=s & \text { if } s \geqslant \phi(\ell, 0, t), \\ 0 & \text { if not. }\end{cases}
$$

For $s \geqslant \phi(\ell, 0, t)$, it represents the needed initial substrate concentration to obtain substrate concentration $s$ at time $t$ by following the dynamics with $\ell$ individuals. By definition, $\phi_{s_{0}}^{-1}\left(\ell, \phi\left(\ell, s_{0}, t\right), t\right)=s_{0}$ and if $s \geqslant \phi(\ell, 0, t)$, then $\phi\left(\ell, \phi_{s_{0}}^{-1}(\ell, s, t), t\right)=s$.


Figure 1: Graphical representation of $t \mapsto \phi\left(\ell, s_{0}, t\right)$ and $s_{0} \mapsto \phi\left(\ell, s_{0}, t\right)$.

### 3.3 Bounds on the hitting times of the process

In this section, we will develop some irreducibility properties of the Crump-Young process through bounds on its hitting times, which will be useful to prove the mass ratio inequality in Section 3.4.3. To that end, let $K$ be a non empty compact set of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ and let $s_{K}=\min _{(x, s) \in K} s$ and $S_{K}=\max _{(x, s) \in K} s$. We will prove that each point of $K \backslash \bigcup_{\ell \geqslant 1}\left(\ell, \bar{s}_{\ell}\right)$ can be reached, in a uniform way, from any point of $K$. Points $\left(\ell, \bar{s}_{\ell}\right)$ can not be reached.

There exists $L_{s_{K}} \in \mathbb{N}^{*}$, such that $\bar{s}_{\ell}<s_{K}$ for all $\ell \geqslant L_{s_{K}}$ (see Lemma A.2), let then set $L_{K}=\max \left\{\max _{(\ell, s) \in K} \ell, L_{s_{K}}\right\}$. The constants $s_{K}, S_{K}$ and $L_{K}$ satisfy $K \subset$ $\llbracket 1, L_{K} \rrbracket \times\left[s_{K}, S_{K}\right] \subset \llbracket 1, L_{K} \rrbracket \times\left(\bar{s}_{L_{K}}, \bar{s}_{1}\right)$.

Let also

$$
\begin{equation*}
t_{\min }:=\max \left\{\phi_{\mathrm{t}}^{-1}\left(1, \bar{s}_{L_{K}}, S_{K}\right), \phi_{\mathrm{t}}^{-1}\left(L_{K}, \bar{s}_{1}, s_{K}\right)\right\} \tag{19}
\end{equation*}
$$

be the maximum between the time to go from $\bar{s}_{L_{K}}$ to $S_{K}$ with one individual and the time to go from $\bar{s}_{1}$ to $s_{K}$ with $L_{K}$ individuals. Since both times are finite then $t_{\min }<\infty$. Note that, from the monotony properties of the flow (see Lemma A.3) for all $s_{1}, s_{2}$ such that $\bar{s}_{L_{K}} \leqslant s_{1} \leqslant s_{2} \leqslant S_{K}$, then $\phi_{\mathrm{t}}^{-1}\left(1, s_{1}, s_{2}\right) \leqslant \phi_{\mathrm{t}}^{-1}\left(1, \bar{s}_{L_{K}}, S_{K}\right) \leqslant t_{\text {min }}$ and for all $s_{1}, s_{2}$ such that $s_{K} \leqslant s_{2} \leqslant s_{1} \leqslant \bar{s}_{1}, \phi_{\mathrm{t}}^{-1}\left(L_{K}, s_{1}, s_{2}\right) \leqslant \phi_{\mathrm{t}}^{-1}\left(L_{K}, \bar{s}_{1}, s_{K}\right) \leqslant t_{\text {min }}$. Then $t_{\text {min }}$ is the minimal quantity such that, for all $s_{1}, s_{2}$ satisfying $\bar{s}_{L_{K}} \leqslant s_{1} \leqslant s_{2} \leqslant S_{K}$ or $s_{K} \leqslant s_{2} \leqslant s_{1} \leqslant \bar{s}_{1}$, there exists $L \in \llbracket 1, L_{K} \rrbracket$, such that $\phi_{\mathrm{t}}^{-1}\left(L, s_{1}, s_{2}\right) \leqslant t_{\text {min }}$ (i.e. the substrate concentration $s_{2}$ is reachable from $s_{1}$ in a time less than $t_{\min }$ with a constant bacterial population in $\llbracket 1, L_{K} \rrbracket$ ).

Proposition 3.1. For all $\tau_{0}>t_{\min }, \tau>\tau_{0}, \varepsilon>0$ and $\delta>0$, there exists $C>0$, such that, for all $(x, s) \in K$, for all $(y, r) \in K$ satisfying $\left|r-\bar{s}_{y}\right|>\delta$, we have

$$
\mathbb{P}_{(x, s)}\left(\tau-\varepsilon \leqslant \widetilde{T}_{y, r} \leqslant \tau\right) \geqslant C>0,
$$

where $\widetilde{T}_{y, r}:=\inf \left\{t \geqslant \tau_{0},\left(X_{t}, S_{t}\right)=(y, r)\right\}$ is the first hitting time of $(y, r)$ after $\tau_{0}$.

The proof of Proposition 3.1 relies on a sharp decomposition of all possible combinations of initial conditions. Instead of giving all details on the proof, we will expose its main steps and the technicalities are postponed in Appendix.

Proof. Let

$$
\bar{\varepsilon}:=\min \left\{\frac{3 \min \left\{s_{K}-\bar{s}_{L_{K}}, \bar{s}_{1}-S_{K}\right\}}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}}, \frac{4 \min \left\{s_{K}-\bar{s}_{L_{K}}, \bar{s}_{1}-S_{K}\right\} D\left(\tau_{0}-t_{\min }\right) / 2}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}\left(1+D\left(\tau_{0}-t_{\min }\right) / 2\right)}\right\} .
$$

We assume, without loss of generality, that $0<\varepsilon \leqslant \min \left\{\tau-\tau_{0} ; \bar{\varepsilon}\right\}$ because if the result holds for all $\varepsilon>0$ sufficiently small, then it holds for all $\varepsilon>0$. Assuming $0<\varepsilon \leqslant \frac{3 \min \left\{s_{K}-\bar{s}_{L_{K}}, \bar{s}_{1}-S_{K}\right\}}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}}$ ensures that, for $(y, r) \in K, \bar{s}_{L_{K}} \leqslant \phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right) \leqslant \bar{s}_{1}$ (and consequently that $\bar{s}_{L_{K}} \leqslant \phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right) \leqslant \bar{s}_{1}$; see Lemma A.7. 1 and Remark A.8. Consequently $\mathcal{S}_{y, r}^{\varepsilon}:=\llbracket 1, L_{K} \rrbracket \times\left[\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right] \subset \llbracket 1, L_{K} \rrbracket \times\left[\bar{s}_{L_{K}}, \bar{s}_{1}\right]$.

To prove Proposition 3.1, we will prove that, with positive probability, the process:

1. reaches the set $\mathcal{S}_{y, r}^{\varepsilon}$ before $\tau_{0}$;
2. stays in this set until the time $\tau-\varepsilon$;
3. reaches $(y, r)$ in the time interval $[\tau-\varepsilon, \tau]$.

These steps are illustrated in Figure 2 and the associated probabilities are bounded from below in lemmas below. These ones are proved in Appendix B. To state them, let us introduce $\mathcal{E}_{y, r}^{\varepsilon}$, defined by
$\mathcal{E}_{y, r}^{\varepsilon}:=\left\{\left(\ell, r_{y, r}^{\varepsilon}\right) \mid \ell \in \llbracket 1, L_{K} \rrbracket\right.$ and $\left.\bar{s}_{\ell} \geqslant r_{y, r}^{\varepsilon}\right\} \cup\left\{\left(\ell, R_{y, r}^{\varepsilon}\right) \mid \ell \in \llbracket 1, L_{K} \rrbracket\right.$ and $\left.\bar{s}_{\ell} \leqslant R_{y, r}^{\varepsilon}\right\} \subset \mathcal{S}_{y, r}^{\varepsilon}$, where $r_{y, r}^{\varepsilon}=\min \left(\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right)$ and $R_{y, r}^{\varepsilon}=\max \left(\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right)$. The set $\mathcal{E}_{y, r}^{\varepsilon}$ represents the points $(\ell, s) \in \mathcal{S}_{y, r}^{\varepsilon}$ such that $s$ belongs to the bounds of the substrate part $\left[\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right]$ and $\ell$ is such that the flow $t \mapsto \phi(\ell, s, t)$ leads the dynamics to stay in $\left[\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right]$, at least for small $t$, if $\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right) \neq \phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)$ (that is if $r \neq \bar{s}_{y}$ ). Note that $\mathcal{E}_{y, r}^{\varepsilon}$ is well defined if $r=\bar{s}_{y}$ and we obtain $\mathcal{E}_{y, \bar{s}_{y}}^{\varepsilon}=\llbracket 1, L_{K} \rrbracket \times\left\{\bar{s}_{y}\right\}$.

Lemma 3.2. For all $\tau_{0}>t_{\min }$, there exists $C_{1}^{\tau_{0}}>0$, such that, for all $(x, s) \in K$, for all $(y, r) \in K$ and for $0<\varepsilon \leqslant \frac{4 \min \left\{\bar{s}_{1}-S_{K}, s_{K}-\bar{s}_{L_{K}}\right\} D\left(\tau_{0}-t_{\min }\right) / 2}{\max \left\{D \sin _{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}\left(1+D\left(\tau_{0}-t_{\min }\right) / 2\right)}$,

$$
\mathbb{P}_{(x, s)}\left(T_{\mathcal{E}_{\hat{y}, r}^{\varepsilon}} \leqslant \tau_{0}\right) \geqslant C_{1}^{\tau_{0}},
$$

where $T_{\mathcal{E}_{\mathcal{y}, r}}:=\inf \left\{t \geqslant 0,\left(X_{t}, S_{t}\right) \in \mathcal{E}_{y, r}^{\varepsilon}\right\}$.
Lemma 3.3. Let $0<\varepsilon \leqslant \frac{3 \min \left\{s_{K}-\bar{s}_{L_{K}}, \bar{s}_{1}-S_{K}\right\}}{\max \left\{D \sin _{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}}, \delta>0$ and $T>0$. Then there exists $C_{2}^{\varepsilon, \delta, T}>0$, such that, for all $(y, r) \in K$ satisfying $\left|r-\bar{s}_{y}\right|>\delta$, for all $(x, s) \in \mathcal{E}_{y, r}^{\varepsilon}$,

$$
\mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \mathcal{S}_{y, r}^{\varepsilon}, \forall t \in[0, T]\right) \geqslant C_{2}^{\varepsilon, \delta, T}
$$



Figure 2: Illustration of the three steps of the proof of Proposition 3.1. Step 1: starting from $(x, s)$, the process $\left(X_{t}, S_{t}\right)_{t}$ reaches the set $\mathcal{S}_{y, r}^{\varepsilon}$ before $\tau_{0}$. Step 2: the process stays in $\mathcal{S}_{y, r}^{\varepsilon}$ until $\tau-\varepsilon$. Step 3: the process reaches $(y, r)$ before $\tau$.

Lemma 3.4. Let $0<\varepsilon \leqslant \frac{3 \min \left\{s_{K}-\bar{s}_{L_{K}}, \bar{s}_{1}-S_{K}\right\}}{\max \left\{D \sin _{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}}$ and $\delta>0$. Then there exists $C_{3}^{\varepsilon, \delta}>0$, such that, for all $(y, r) \in K$ satisfying $\left|r-\bar{s}_{y}\right|>\delta$, for all $(x, s) \in \mathcal{S}_{y, r}^{\varepsilon}$,

$$
\mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \varepsilon\right) \geqslant C_{3}^{\varepsilon, \delta}
$$

with $T_{y, r}:=\inf \left\{t \geqslant 0,\left(X_{t}, S_{t}\right)=(y, r)\right\}$ the first hitting time of $(y, r)$.
Although not optimal, some explicit expressions of $C_{1}^{\tau_{0}}, C_{2}^{\varepsilon, \delta, T}, C_{3}^{\varepsilon, \delta}$ of the previous lemmas are obtained in Appendix B. Let us show below that they imply the conclusion of Proposition 3.1.

$$
\begin{align*}
& \mathbb{P}_{(x, s)}(\tau-\varepsilon\left.\leqslant \widetilde{T}_{y, r} \leqslant \tau\right) \\
& \geqslant \mathbb{P}_{(x, s)}\left(\left\{T_{\mathcal{E}_{\mathcal{y}, r}} \leqslant \tau_{0}\right\} \cap\left\{\left(X_{t}, S_{t}\right) \in \mathcal{S}_{y, r}^{\varepsilon}, \forall t \in\left[T_{\mathcal{E}_{y, r}^{\varepsilon}}, \tau-\varepsilon\right]\right\}\right. \\
&\left.\quad \cap\left\{\tau-\varepsilon \leqslant \widetilde{T}_{y, r} \leqslant \tau\right\}\right) \\
& \geqslant \mathbb{P}_{(x, s)}\left(T_{\mathcal{E}_{\mathcal{y}, r}^{\varepsilon}} \leqslant \tau_{0}\right) \\
& \times \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \mathcal{S}_{y, r}^{\varepsilon}, \forall t \in\left[T_{\mathcal{E}_{y, r}}, \tau-\varepsilon\right] \mid T_{\mathcal{E}_{\hat{y}, r}} \leqslant \tau_{0}\right) \\
& \quad \times \mathbb{P}_{(x, s)}\left(\tau-\varepsilon \leqslant \widetilde{T}_{y, r} \leqslant \tau \mid T_{\mathcal{E}_{y, r}^{\varepsilon}} \leqslant \tau_{0},\left(X_{t}, S_{t}\right) \in \mathcal{S}_{y, r}^{\varepsilon}, \forall t \in\left[T_{\mathcal{E}_{y, r}^{\varepsilon}}, \tau-\varepsilon\right]\right) . \tag{20}
\end{align*}
$$

By Lemma 3.2, the first probability of the last member of 20 is bounded from below by a constant $C_{1}^{\tau_{0}}>0$. By Lemma 3.3 and the Markov property the second probability is bounded from below by a constant $C_{2}^{\varepsilon, \delta, \tau}>0$. By definition, $\widetilde{T}_{y, r} \geqslant \tau_{0}$, moreover $(y, r) \notin \mathcal{S}_{y, r}^{\varepsilon}$, therefore on the event

$$
\left\{\left(X_{0}, S_{0}\right)=(x, s), T_{\mathcal{E}_{y, r}^{\varepsilon}} \leqslant \tau_{0},\left(X_{t}, S_{t}\right) \in \mathcal{S}_{y, r}^{\varepsilon}, \forall t \in\left[T_{\mathcal{E}_{y, r}^{\varepsilon}}, \tau-\varepsilon\right]\right\}
$$

we have $\widetilde{T}_{y, r} \geqslant \tau-\varepsilon$ almost surely. By Lemma 3.4 and the Markov property, the third probability is bounded from below by a constant $C_{3}^{\varepsilon, \delta}>0$, which achieves the proof.

### 3.4 Proof of the sufficient conditions leading to Theorem 2.2

We prove in this section that the three conditions - Bounds on Lyapunov functions (BLF1) and (BLF2); Minorization condition (MC) and Mass ratio inequality (MRI) - hold. Since it was proved in Section 3.1 that they imply Theorem 2.2 , it will conclude the proof of this theorem.

Bounds on Lyapunov functions (BLF1) and BLF2) are given by Lemma 3.6, Minorization condition (MC) is given by Lemma 3.8, Mass ratio inequality (MRI) is given by Lemma 3.9 ,

### 3.4.1 Bounds on Lyapunov functions

Let $\tilde{V}(x, s)=V(x, s) \mathbf{1}_{(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)}$ for all $(x, s) \in\left(\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)\right) \cup\left(\{0\} \times\left(0, \mathbf{s}_{\text {in }}\right)\right)$, where we remind that $V$ is defined on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ by 12 . Assumptions 11 and a simple computation lead to the following lemma, whose the proof is postponed in Appendix (see Section B.5.

Lemma 3.5. There exist $\eta>D$ and $\zeta>0$ such that

$$
\mathcal{L} \tilde{V} \leqslant-\eta \tilde{V}+\zeta \psi
$$

on $\left(\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)\right) \cup\left(\{0\} \times\left(0, \mathbf{s}_{\mathrm{in}}\right)\right)$, where $\mathcal{L}$ is the infinitesimal generator of $\left(X_{t}, S_{t}\right)_{t \geqslant 0}$ defined by (2).

Using well-known martingale properties associated to the Crump-Young model, Lemma 3.5 extends into the following lemma.

Lemma 3.6. There exist $\eta>D$ and $\zeta>0$, such that for all $t \geqslant 0, x \in \mathbb{N}^{*}$ and $s \in\left(0, \bar{s}_{1}\right)$, we have

$$
\begin{equation*}
e^{-D t} x=e^{-D t} \psi(x, s) \leqslant \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] \leqslant e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) t} \psi(x, s)=e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) t} x \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}_{(x, s)}\left[V\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right] \leqslant e^{-\eta t} V(x, s)+\zeta \frac{e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) t}}{\eta-D} \psi(x, s) \tag{22}
\end{equation*}
$$

Proof. It is classical (see for example Section 4 of [CF15]) that, for $f \in \mathcal{C}^{0,1}\left(\mathbb{N} \times \mathbb{R}_{+}\right)$, the process

$$
\begin{equation*}
\left(f\left(X_{t}, S_{t}\right)-f\left(X_{0}, S_{0}\right)-\int_{0}^{t} \mathcal{L} f\left(X_{u}, S_{u}\right) \mathrm{d} u\right)_{t \geqslant 0} \tag{23}
\end{equation*}
$$

is a local martingale. Since $\psi \leqslant \widetilde{V}$ on $\left(\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)\right) \cup\left(\{0\} \times\left(0, \mathbf{s}_{\text {in }}\right)\right)$, from Lemma 3.5, $\widetilde{V}$ satisfies $\mathcal{L} \tilde{V} \leqslant \zeta \widetilde{V}$ for some $\zeta>0$. Then using classical stopping time arguments (see [BCGM22, Section 6.2.] or MT93, Theorem 2.1] and its proof for instance), we can show that it is a martingale when $f=\widetilde{V}$ and then that $\left(\mathbb{E}_{(x, s)}\left[\widetilde{V}\left(X_{t}, S_{t}\right)\right]\right)_{t \in[0, T]}$ is bounded for all $T>0$. Consequently, $(23)$ is also a martingale for $f=\psi$, because $\psi \leqslant \widetilde{V}$. Then, from the dominated convergence theorem and the fact that, from the expression of $\psi$,

$$
-D \psi \leqslant \mathcal{L} \psi \leqslant\left(\mu\left(\bar{s}_{1}\right)-D\right) \psi
$$

we obtain (21). Similarly, by the linearity of $\mathcal{L}$, from Lemma 3.5 and (21),

$$
\mathcal{L}\left(\widetilde{V}-\frac{\zeta}{\eta-D} \psi\right) \leqslant-\eta \tilde{V}+\zeta \psi+\frac{\zeta}{\eta-D} D \psi=-\eta\left(\widetilde{V}-\frac{\zeta}{\eta-D} \psi\right)
$$

then, for all $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$

$$
\begin{aligned}
\mathbb{E}_{(x, s)}\left[V\left(X_{t}, S_{t}\right) \mathbf{1}_{X_{t} \neq 0}\right] & =\mathbb{E}_{(x, s)}\left[\tilde{V}\left(X_{t}, S_{t}\right)\right] \\
& \leqslant e^{-\eta t} \tilde{V}(x, s)+\frac{\zeta}{\eta-D}\left(\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right]-e^{-\eta t} \psi(x, s)\right) \\
& \leqslant e^{-\eta t} V(x, s)+\frac{\zeta}{\eta-D} e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) t} \psi(x, s) .
\end{aligned}
$$

and (22) holds.
This part is similar to the approach used in the proof of [CMMSM13, Theorem 4.1]. In fact, in order to prove the existence of the QSD, tightness is sufficient and is ensured by the use of Lyapunov functions (see for instance [CMMSM11, Theorem 4.2]). The significance of our work lies in proving the minorization condition (MC) and the mass ratio inequality (MRI), for our process, which is not irreducible and includes a deterministic component. These properties are the objectives of the next two sections.

### 3.4.2 Minorization condition

Let $K$ be a compact set of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. In agreement with the notations of Section 3.3, let $s_{K}:=\min _{(x, s) \in K} s$ and $S_{K}:=\min _{(x, s) \in K} s$ be respectively the minimal and maximal substrate concentration of elements of $K$.

Our aim in this subsection is to prove the minorization condition (MC) established page 9 by introducing the coupling measure $\nu$. The proof is based on Lemma 3.7 below.

Lemma 3.7. Let $\tau>0$, let $0<s_{0}<s_{K}, s_{1}>s_{0}$ and $x \in \mathbb{N}^{*}$. Then there exists $\epsilon_{0}>0$ such that, for all $(y, r) \in K$,

$$
\mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in\{x\} \times\left[s_{0}, s_{1}\right]\right) \geqslant \epsilon_{0} .
$$

Lemma 3.7 is proved in Appendix (see Section B.6). As for Proposition 3.1, its proof relies on sharp pathwise estimates. From this, we deduce the next result which is one the cornerstone of the proof of Theorem 2.2.

Lemma 3.8. For every $\tau>0$, there exist $\epsilon>0$ and a probability measure $\nu$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that

$$
\begin{equation*}
\forall(y, r) \in K, \quad \mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in \cdot\right) \geqslant \epsilon \nu \tag{24}
\end{equation*}
$$

If moreover $K=\llbracket 1, N \rrbracket \times\left[\delta_{1}, \delta_{2}\right]$, for some $N \in \mathbb{N}^{*}$ and $\delta_{2}>\delta_{1}>0$, then we can choose $\nu$ such that $\nu(K)=1$.

Proof. Starting from $(y, r) \in K$, the discrete component can reach any point $z$ of $\mathbb{N}^{*}$ in any time interval with positive probability, so we can easily use any Dirac mass $\delta_{z}$ (times a constant) as a lower bound for the first marginal of the law of $\left(X_{\tau}, S_{\tau}\right)$. Let us use $z=1$. For the continuous component, we can use the randomness of the last jump time to prove that its law has a lower bound with Lebesgue density. Consequently to prove (24), we consider the paths going to $\{2\} \times\left[s_{0}, s_{1}\right]$ for some $s_{1} \geqslant s_{0}$ well chosen, then being subjected to a washout, and we study the last jump to construct a lower bound with density.

Let us consider some $\bar{s}_{1}>s_{1}>s_{0}>0$ such that $s_{0}<s_{K}$ and $0<\tau_{0}<\tau$ which will be fixed at the end of the proof. On the one hand, from Lemma 3.7, there exists $\epsilon_{0}>0$ such that for all $(y, r) \in K$,

$$
\begin{equation*}
\mathbb{P}_{(y, r)}\left(\left(X_{\tau-\tau_{0}}, S_{\tau-\tau_{0}}\right) \in\{2\} \times\left[s_{0}, s_{1}\right]\right) \geqslant \epsilon_{0} \tag{25}
\end{equation*}
$$

On the other hand, let $f$ be any positive function, $s \in\left[s_{0}, s_{1}\right]$ and $t>0$. By conditioning on the first jump time and using the Markov property, we have

$$
\begin{aligned}
\mathbb{E}_{(2, s)}\left[f\left(X_{t}, S_{t}\right)\right]= & e^{-2 D t-2 \int_{0}^{t} \mu(\phi(2, s, u)) \mathrm{d} u} f(2, \phi(2, s, t)) \\
& +\int_{0}^{t} 2 D e^{-2 D v-2 \int_{0}^{v} \mu(\phi(2, s, u)) \mathrm{d} u} \mathbb{E}_{(1, \phi(2, s, v))}\left[f\left(X_{t-v}, S_{t-v}\right)\right] \mathrm{d} v \\
& +\int_{0}^{t} 2 \mu(\phi(2, s, v)) e^{-2 D v-2 \int_{0}^{v} \mu(\phi(2, s, u)) \mathrm{d} u} \mathbb{E}_{(3, \phi(2, s, v))}\left[f\left(X_{t-v}, S_{t-v}\right)\right] \mathrm{d} v \\
\geqslant & \int_{0}^{t} 2 D e^{-2 D v-2 \int_{0}^{v} \mu(\phi(2, s, u)) \mathrm{d} u} \times e^{-(t-v) D-\int_{0}^{t-v} \mu(\phi(1, \phi(2, s, v), u)) \mathrm{d} u} \\
& \quad \times f(1, \phi(1, \phi(2, s, v), t-v)) \mathrm{d} v
\end{aligned}
$$

where the last bound comes from a second use of the Markov property on the second term. Roughly, we bounded our expectation by considering the event "the first event is a washout and occurs during the time interval $(0, t)$ and no more jump occurs until $t$.

Since $s \mapsto \phi(x, s, u)$ and $x \mapsto \phi(x, s, u)$ are respectively increasing and decreasing (see Lemma A.1 and $\mu$ is increasing, we have for all $s \in\left[s_{0}, s_{1}\right]$

$$
\mu(\phi(2, s, u)) \leqslant \mu\left(\phi\left(1, s_{1}, u\right)\right)
$$

hence

$$
\mathbb{E}_{(2, s)}\left[f\left(X_{t}, S_{t}\right)\right] \geqslant 2 D e^{-2 D t} e^{-2 \int_{0}^{t} \mu\left(\phi\left(1, s_{1}, u\right)\right) \mathrm{d} u} \int_{0}^{t} f(1, \phi(1, \phi(2, s, v), t-v)) \mathrm{d} v
$$

By the flow property and Lemma A.1, for $0<\varepsilon<t-v$, we have

$$
\begin{aligned}
\phi(1, \phi(2, s, v), t-v) & =\phi(1, \phi(1, \phi(2, s, v), \varepsilon), t-(v+\varepsilon)) \\
& >\phi(1, \phi(2, \phi(2, s, v), \varepsilon), t-(v+\varepsilon)) \\
& =\phi(1, \phi(2, s, v+\varepsilon), t-(v+\varepsilon))
\end{aligned}
$$

and then $v \mapsto \phi(1, \phi(2, s, v), t-v)$ is strictly decreasing on $[0, t]$. Moreover from 17) the derivative of $u \mapsto \phi(1, s, u)$ is bounded from above by $D \mathbf{s}_{\text {in }}$. Since $r \mapsto \phi(1, r, t-v)$ is increasing for $r \leqslant \bar{s}_{1}$ from Lemma A.3. then from the expression $\phi(1, r, t-v)=r+$ $\int_{0}^{t-v}\left(D\left(\mathbf{s}_{\text {in }}-\phi(1, r, u)\right)-k \mu(\phi(1, r, u))\right) \mathrm{d} u$, we have $0 \leqslant \frac{\mathrm{~d}}{\mathrm{~d} r} \phi(1, r, t-v) \leqslant 1$. In addition, either $s \leqslant \bar{s}_{2}$ and $\frac{\mathrm{d}}{\mathrm{d} v} \phi(2, s, v) \geqslant 0$ or $s<\bar{s}_{2}$ and from (17) and Lemma A.3, $\frac{\mathrm{d}}{\mathrm{d} v} \phi(2, s, v) \geqslant$ $-2 k \mu\left(\bar{s}_{2}\right)$. So finally, from the chain rule formula

$$
\frac{\mathrm{d}}{\mathrm{~d} v} \phi(1, \phi(2, s, v), t-v)=\frac{\mathrm{d}}{\mathrm{~d} v} \phi(2, s, v) \frac{\mathrm{d}}{\mathrm{~d} r} \phi(1, r, t-v)_{\left.\right|_{r=\phi(2, s, v)}}-\frac{\mathrm{d}}{\mathrm{~d} u} \phi(1, \phi(2, s, v), u)_{\left.\right|_{u=t-v}}
$$

the derivative of $v \mapsto \phi(1, \phi(2, s, v), t-v)$ is then bounded from below by $-D \mathbf{s}_{\text {in }}-2 k \mu\left(\bar{s}_{2}\right)$. By a change of variable, for every $s_{0}<s_{1}$, we have for $c_{0}=\left[D \mathbf{s}_{\text {in }}+2 k \mu\left(\bar{s}_{2}\right)\right]^{-1}$ and for $s \in\left(s_{0}, s_{1}\right)$

$$
\begin{aligned}
\mathbb{E}_{(2, s)}\left[f\left(X_{t}, S_{t}\right)\right] & \geqslant c_{0} 2 D e^{-2 D t} e^{-2 \int_{0}^{t} \mu\left(\phi\left(1, s_{1}, u\right)\right) \mathrm{d} u} \int_{\phi(2, s, t)}^{\phi(1, s, t)} f(1, w) \mathrm{d} w \\
& \geqslant c_{0} 2 D e^{-2 D t} e^{-2 \int_{0}^{t} \mu\left(\phi\left(1, s_{1}, u\right)\right) \mathrm{d} u} \int_{\phi\left(2, s_{1}, t\right)}^{\phi\left(1, s_{0}, t\right)} f(1, w) \mathrm{d} w
\end{aligned}
$$

where the last term is non negative as soon as $\phi\left(2, s_{1}, t\right)<\phi\left(1, s_{0}, t\right)$. First, we fix any $s_{0}<s_{K}$. Since $\phi\left(2, s_{0}, t\right)<\phi\left(1, s_{0}, t\right)$, by continuity, we can find $s_{1}>s_{0}$ satisfying $\phi\left(2, s_{1}, t\right)<\phi\left(1, s_{0}, t\right)$. Fixing such two points $s_{0}$ and $s_{1}$ for $t=\tau_{0}$ with $0<\tau_{0}<\tau$, then leads to

$$
\begin{equation*}
\forall s \in\left[s_{0}, s_{1}\right], \quad \mathbb{P}_{(2, s)}\left(\left(X_{\tau_{0}}, S_{\tau_{0}}\right) \in \cdot\right) \geqslant \epsilon_{1} \nu \tag{26}
\end{equation*}
$$

with

$$
\nu(d y, d s)=\delta_{1}(d y) \frac{\mathbf{1}_{\left[\phi\left(2, s_{1}, \tau_{0}\right), \phi\left(1, s_{0}, \tau_{0}\right)\right]}(s)}{\phi\left(1, s_{0}, \tau_{0}\right)-\phi\left(2, s_{1}, \tau_{0}\right)} d s
$$

and

$$
\epsilon_{1}=c_{0} 2 D e^{-2 D \tau_{0}} e^{-2 \int_{0}^{\tau_{0}} \mu\left(\phi\left(1, s_{1}, u\right)\right) \mathrm{d} u}\left(\phi\left(1, s_{0}, \tau_{0}\right)-\phi\left(2, s_{1}, \tau_{0}\right)\right)
$$

As a consequence, from (25) and (26), Equation (24) holds with $\epsilon=\epsilon_{0} \epsilon_{1}$, by the Markov property.

If $K=\llbracket 1, N \rrbracket \times\left[\delta_{1}, \delta_{2}\right]$, even if it means choosing $\tau_{0}$ small enough, $s_{0}$ and $s_{1}$ can be chosen such that they furthermore satisfy $\phi\left(1, s_{0}, \tau_{0}\right)>\delta_{1}$ and $\phi\left(2, s_{1}, \tau_{0}\right)<\delta_{2}$. Then $\nu(K)>0$ and 26 holds with $\widetilde{\epsilon}_{1}$ and the probability measure $\widetilde{\nu}$, satisfying $\widetilde{\nu}(K)=1$, defined by

$$
\widetilde{\nu}=\frac{\nu\left(\mathbf{1}_{K} \cdot\right)}{\nu(K)}, \quad \widetilde{\epsilon}_{1}=\epsilon_{1} \nu(K)
$$

Note that if $\tau_{0}<\phi_{\mathrm{t}}^{-1}\left(2,0, \delta_{2}\right)$ (i.e. $\left.\phi_{s_{0}}^{-1}\left(2, \delta_{2}, \tau_{0}\right)>0\right)$ then such $s_{0}$ and $s_{1}$ exist. In fact, we can choose $s_{0}$ and $s_{1}$ such that $s_{0} \in\left(\phi_{\mathrm{s}_{0}}^{-1}\left(1, \delta_{1}, \tau_{0}\right), \delta_{1} \wedge \phi_{\mathrm{s}_{0}}^{-1}\left(2, \delta_{2}, \tau_{0}\right)\right)$ and $s_{1} \in$ $\left(s_{0}, \phi_{\mathrm{s}_{0}}^{-1}\left(2, \delta_{2}, \tau_{0}\right) \wedge \phi_{\mathrm{s}_{0}}^{-1}\left(2, \phi\left(1, s_{0}, \tau_{0}\right), \tau_{0}\right)\right)$. Since $\delta_{1}<\bar{s}_{1}$ and because $\ell \mapsto \phi_{\mathrm{s}_{0}}^{-1}\left(\ell, s, \tau_{0}\right)$ and $s \mapsto \phi_{s_{0}}^{-1}\left(\ell, s, \tau_{0}\right)$ are both increasing (by definition of $\phi_{s_{0}}^{-1}$ and by Lemma A.1), we can check that $\delta_{1}$ and $\delta_{2}$ are well defined. Moreover $s_{0}$ and $s_{1}$ are such that $s_{0}<\delta_{1}=s_{K}$ and $s_{0}<s_{1}$, and by Lemma A.1, we have

$$
\begin{gathered}
\phi\left(1, s_{0}, \tau_{0}\right)>\phi\left(1, \phi_{\mathbf{s}_{0}}^{-1}\left(1, \delta_{1}, \tau_{0}\right), \tau_{0}\right) \geqslant \delta_{1} ; \\
\phi\left(2, s_{1}, \tau_{0}\right)<\phi\left(2, \phi_{\mathbf{s}_{0}}^{-1}\left(2, \delta_{2}, \tau_{0}\right), \tau_{0}\right)=\delta_{2} ; \\
\phi\left(2, s_{1}, t\right)<\phi\left(2, \phi_{\mathbf{s}_{0}}^{-1}\left(2, \phi\left(1, s_{0}, \tau_{0}\right), \tau_{0}\right), \tau_{0}\right)=\phi\left(1, s_{0}, \tau_{0}\right) .
\end{gathered}
$$

### 3.4.3 Mass ratio inequality

Our aim in this subsection is to prove the mass ratio inequality (MRI) given on page 9 by using our bounds on the hitting time given in Proposition 3.1.

Lemma 3.9. Let $K$ be a compact set of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, then

$$
\sup _{(x, s),(y, r) \in K} \sup _{t \geqslant 0} \frac{\mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right]}{\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right]}<+\infty .
$$

Proof. We set $L=\max _{(x, s) \in K} x, s_{K}=\min _{(\ell, s) \in K} s$ and $S_{K}=\max _{(\ell, s) \in K} s$. Let

$$
\begin{equation*}
0<\delta<\min \left\{\frac{1}{2} \min _{y, z \in K, y \neq z}\left|\bar{s}_{y}-\bar{s}_{z}\right| ; \bar{s}_{1}-S_{K}\right\} . \tag{27}
\end{equation*}
$$

Note that, from Lemma A.2, elements of $\left(\bar{s}_{\ell}\right)_{\ell \in K}$ are all distinct and then the right member of (27) is then strictly positive. Let also $\widetilde{K}:=\llbracket 1, L+1 \rrbracket \times\left[\min \left\{s_{K}, \bar{s}_{L}\right\}, \max \left\{S_{K}, \bar{s}_{2}\right\}\right]$ be a compact set of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ such that $K \subset \widetilde{K}$ and let $t_{\text {min }}$ defined by 19$)$ for the compact set $\widetilde{K}$. Let $\tau>t_{\text {min }}$, from (21),

$$
\sup _{(x, s),(y, r) \in K} \sup _{t \leqslant \tau} \frac{\mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right]}{\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right]} \leqslant e^{\mu\left(\bar{s}_{1}\right) \tau} L<+\infty,
$$

then it remains to prove that there exist $C>0$, such that for all $(x, s),(y, r) \in K$ and $t \geqslant \tau$, we have

$$
\begin{equation*}
\mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right] \leqslant C \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] . \tag{28}
\end{equation*}
$$

We first show by Proposition 3.1 that 28$)$ holds for $(y, r) \in \widetilde{K} \backslash\left(\bigcup_{\ell=1}^{L+1}\{\ell\} \times \mathcal{B}\left(\bar{s}_{\ell}, \delta\right)\right)$ with $\mathcal{B}\left(\bar{s}_{\ell}, \delta\right):=\left\{r,\left|r-\bar{s}_{\ell}\right| \leqslant \delta\right\}$. Then for $(y, r) \in K \cap \bigcup_{\ell=1}^{L}\{\ell\} \times \mathcal{B}\left(\bar{s}_{\ell}, \delta\right)$, conditioning on the first event, either no jump occurs and we make use of (21), or a jump occurs and the process after the jump belongs to $\widetilde{K} \backslash\left(\bigcup_{\ell=1}^{L+1}\{\ell\} \times \mathcal{B}\left(\bar{s}_{\ell}, \delta\right)\right)$ which then allows to use (28).

By the Markov property, for all $0 \leqslant u \leqslant t$, for all $(y, r) \in \widetilde{K}, \mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right]=$ $\mathbb{E}_{(y, r)}\left[\mathbb{E}_{\left(X_{t-u}, S_{t-u}\right)}\left[\psi\left(X_{u}, S_{u}\right)\right]\right]$. Applying (21) to $\mathbb{E}_{\left(X_{t-u}, S_{t-u}\right)}\left[\psi\left(X_{u}, S_{u}\right)\right]$, we then obtain

$$
\begin{equation*}
e^{-D u} \mathbb{E}_{(y, r)}\left[\psi\left(X_{t-u}, S_{t-u}\right)\right] \leqslant \mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right] \leqslant e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) u} \mathbb{E}_{(y, r)}\left[\psi\left(X_{t-u}, S_{t-u}\right)\right] \tag{29}
\end{equation*}
$$

Mimicking the arguments of the proof of CG20, Theorem 1.1], we then deduce that for every $(x, s) \in K \subset \widetilde{K}$ and $(y, r) \in \widetilde{K} \backslash\left(\bigcup_{\ell=1}^{L+1}\{\ell\} \times \mathcal{B}\left(\bar{s}_{\ell}, \delta\right)\right)$, for all $t \geqslant \tau$,

$$
\begin{align*}
\mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] & \geqslant \mathbb{E}_{(x, s)}\left[\mathbf{1}_{T_{y, r} \leqslant \tau} \times \mathbb{E}_{(y, r)}\left[\psi\left(X_{t-u}, S_{t-u}\right)\right]_{\left.\left.\right|_{u=T_{y, r}}\right]}\right. \\
& \geqslant \mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \tau\right) \int_{0}^{\tau} \mathbb{E}_{(y, r)}\left[\psi\left(X_{t-u}, S_{t-u}\right)\right] \sigma_{y, r}^{x, s}(\mathrm{~d} u) \\
& \geqslant \widetilde{C} \int_{0}^{\tau} e^{-\left(\mu\left(\bar{s}_{1}\right)-D\right) u} \sigma_{y, r}^{x, s}(\mathrm{~d} u) \mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right] \\
& \geqslant \widetilde{C} e^{-\left(\mu\left(\bar{s}_{1}\right)-D\right) \tau} \mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right] \tag{30}
\end{align*}
$$

with $T_{y, r}:=\inf \left\{t \geqslant 0,\left(X_{t}, S_{t}\right)=(y, r)\right\}$ the first hitting time of $(y, r)$ and $\widetilde{C}>0$. In the first line, we used the strong Markov property, in the second line $\sigma_{y, r}^{x, s}$ represents the law of $T_{y, r}$ conditionally to $\left\{\left(\left(X_{0}, S_{0}\right)=(x, s)\right) \cap\left(T_{y, r} \leqslant \tau\right)\right\}$ and the third line comes from (29) and Proposition 3.1.

It remains to extend the previous inequality to $(y, r) \in K \cap \bigcup_{\ell=1}^{L}\{\ell\} \times \mathcal{B}\left(\bar{s}_{\ell}, \delta\right)$. By conditioning on the first jump and using the Markov property, we have

$$
\begin{align*}
\mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right] & =e^{-D y t-y \int_{0}^{t} \mu(\phi(y, r, u)) \mathrm{d} u} \psi(y, \phi(y, r, t)) \\
& +\int_{0}^{t} y D e^{-D y v-y \int_{0}^{v} \mu(\phi(y, r, u)) \mathrm{d} u} \mathbb{E}_{(y-1, \phi(y, r, v))}\left[\psi\left(X_{t-v}, S_{t-v}\right)\right] \mathrm{d} v \\
& +\int_{0}^{t} y \mu(\phi(y, r, v)) e^{-D y v-y \int_{0}^{v} \mu(\phi(y, r, u)) \mathrm{d} u} \mathbb{E}_{(y+1, \phi(y, r, v))}\left[\psi\left(X_{t-v}, S_{t-v}\right)\right] \mathrm{d} v . \tag{31}
\end{align*}
$$

First notice that, since $\delta<\bar{s}_{1}-S_{K}$, then ( $y, r$ ) necessarily satisfies $y \geqslant 2$. Therefore $(y-1, \phi(y, r, v)) \in \widetilde{K}$ and $(y+1, \phi(y, r, v)) \in \widetilde{K}$ (see Lemma A.3).

From the definition of $\psi$ and (21), we have, for any $(x, s) \in K$

$$
\begin{equation*}
\psi(y, \phi(y, r, t))=\frac{y}{x} \psi(x, s) \leqslant \frac{y}{x} e^{D t} \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] . \tag{32}
\end{equation*}
$$

From (29),

$$
\mathbb{E}_{(y-1, \phi(y, r, v))}\left[\psi\left(X_{t-v}, S_{t-v}\right)\right] \leqslant e^{D v} \mathbb{E}_{(y-1, \phi(y, r, v))}\left[\psi\left(X_{t}, S_{t}\right)\right] .
$$

Now since $(y, r) \in \bigcup_{\ell=1}^{L}\{\ell\} \times \mathcal{B}\left(\bar{s}_{\ell}, \delta\right)$, then $r \in \mathcal{B}\left(\bar{s}_{y}, \delta\right)$, and $\phi(y, r, v) \in \mathcal{B}\left(\bar{s}_{y}, \delta\right)$ for all $v \geqslant 0$ because of Lemma A. 3 (i.e. equilibrium points are attractive). Thus, by definition of $\delta$, we have

$$
\left|\phi(y, r, v)-\bar{s}_{y-1}\right| \geqslant\left|\bar{s}_{y-1}-\bar{s}_{y}\right|-\left|\phi(y, r, v)-\bar{s}_{y}\right|>2 \delta-\delta=\delta,
$$

then

$$
(y-1, \phi(y, r, v)) \notin \bigcup_{\ell=1}^{L}\{\ell\} \times \mathcal{B}\left(\bar{s}_{\ell}, \delta\right) .
$$

We can then apply 29 and 30 to obtain

$$
\begin{align*}
\mathbb{E}_{(y-1, \phi(y, r, v))}\left[\psi\left(X_{t-v}, S_{t-v}\right)\right] & \leqslant e^{D v} \mathbb{E}_{(y-1, \phi(y, r, v))}\left[\psi\left(X_{t}, S_{t}\right)\right] \\
& \leqslant e^{D v} \widetilde{C}^{-1} e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) \tau} \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] \tag{33}
\end{align*}
$$

Similarly, we have

$$
\begin{equation*}
\mathbb{E}_{(y+1, \phi(y, r, v))}\left[\psi\left(X_{t-v}, S_{t-v}\right)\right] \leqslant e^{D v} \widetilde{C}^{-1} e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) \tau} \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] \tag{34}
\end{equation*}
$$

From (31)-(32)-(33) and (34), we then obtain

$$
\begin{aligned}
\mathbb{E}_{(y, r)}\left[\psi\left(X_{t}, S_{t}\right)\right] \leqslant & \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right]\left(e^{-D(y-1) t-y \int_{0}^{t} \mu(\phi(y, r, u)) \mathrm{d} u} \frac{y}{x}\right. \\
& \left.+\widetilde{C}^{-1} e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) \tau} \int_{0}^{t} y(D+\mu(\phi(y, r, v))) e^{-D(y-1) v-y \int_{0}^{v} \mu(\phi(y, r, u)) \mathrm{d} u} \mathrm{~d} v\right) \\
\leqslant & \left(L \wedge \widetilde{C}^{-1} e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) \tau}\right) \mathbb{E}_{(x, s)}\left[\psi\left(X_{t}, S_{t}\right)\right] \\
& \times\left(1+\int_{0}^{t} D e^{-D(y-1) v-y \int_{0}^{v} \mu(\phi(y, r, u)) \mathrm{d} u} \mathrm{~d} v\right)
\end{aligned}
$$

Since $y \geqslant 2$, then

$$
\int_{0}^{t} D e^{-D(y-1) v-\int_{0}^{v} y \mu(\phi(y, r, u)) \mathrm{d} u} \mathrm{~d} v \leqslant \int_{0}^{t} D e^{-D v} \mathrm{~d} v \leqslant 1
$$

and (28) holds with $C:=2\left(L \wedge \widetilde{C}^{-1} e^{\left(\mu\left(\bar{s}_{1}\right)-D\right) \tau}\right)$, which finishes the proof.

## 4 Proof of Corollary 2.3

Let us now show that the convergence towards the quasi-stationary distribution $\pi$, established in Theorem 2.2 , extends for initial measures with support larger than $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. The proof is in two parts, first we extend the convergence to initial conditions in $\mathbb{N}^{*} \times$ $(0,+\infty)$ and then for $S_{0}=0$.

For the first part of the proof, it is sufficient to show that $h$ can be extended for all $(x, s) \in \mathbb{N}^{*} \times\left[\bar{s}_{1},+\infty\right)$ such that $h(x, s) \in(0, \infty)$ and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{\lambda t} \mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right)\right]=\pi(f) \times h(x, s) \tag{35}
\end{equation*}
$$

for any bounded function on $\mathbb{N} \times \mathbb{R}_{+}$such that $f(0, \cdot)=0$. In fact, if such function $h$ exists, then choosing $f(x, s)=\mathbf{1}_{x \neq 0}$ leads to $h(x, s)=\lim _{t \rightarrow \infty} e^{\lambda t} \mathbb{P}_{(x, s)}\left(T_{\text {Ext }}>t\right)$ (extending the definition of $h$ given by $(8)$ on $\left.\mathbb{N}^{*} \times \mathbb{R}_{+}\right)$and the result holds.

Let $\epsilon>0$ and set $T_{\epsilon}=T_{\mathbb{N} * \times\left(0, \bar{s}_{1}-\epsilon\right]}$ being the hitting time of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}-\epsilon\right]$. We have

$$
\mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right)\right]=\mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}\right) \leqslant t}\right]+\mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}\right)>t}\right]
$$

On the one hand, from Lemma B. 5 we can choose $\epsilon$ sufficiently small such that, from the Markov inequality,

$$
\begin{equation*}
\mathbb{P}_{(x, s)}\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}>t\right) \leqslant \mathbb{E}_{(x, s)}\left[e^{(D+C)\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}\right)}\right] e^{-(D+C) t} \leqslant A e^{\beta s} e^{-(D+C) t} \tag{36}
\end{equation*}
$$

where $A, \beta$ and $C$ are positive constants (which depend on $\epsilon$ ) given by Lemma B.5. Since $\lambda \leqslant D$ by (9), we then have

$$
\begin{aligned}
e^{\lambda t} \mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{T_{\epsilon} \wedge T_{\mathrm{Ext}}>t}\right] & \leqslant\|f\|_{\infty} e^{\lambda t} \mathbb{P}_{(x, s)}\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}>t\right) \\
& \leqslant\|f\|_{\infty} A e^{\beta s} e^{-C t} \longrightarrow t \rightarrow \infty
\end{aligned}
$$

On the other hand, noting that $f\left(X_{t}, S_{t}\right) \mathbf{1}_{T_{\text {Ext }} \leqslant t}=0$, from the strong Markov Property

$$
\begin{align*}
e^{\lambda t} \mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}\right) \leqslant t}\right] & =e^{\lambda t} \mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{T_{\epsilon} \leqslant t}\right] \\
& =e^{\lambda t} \mathbb{E}_{(x, s)}\left[\mathbb{E}_{\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right)}\left[f\left(X_{u}, S_{u}\right)\right]_{\mid u=t-T_{\epsilon}} \mathbf{1}_{T_{\epsilon} \leqslant t}\right] . \tag{37}
\end{align*}
$$

Moreover, fixing $\rho>1$ and $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\bar{s}_{1}\right)}\right)$, for all $0<\widetilde{\omega} \leqslant \omega$ (with $\omega$ depending on $\rho$ and $p$ ), since (7) holds replacing $\omega$ by $\widetilde{\omega}$ and as, by continuity of the process $\left(S_{t}\right)_{t}$, $\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \in \mathbb{N}^{*} \times\left\{\overline{s_{1}}-\epsilon\right\} \subset \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ on the event $\left\{T_{\epsilon} \leqslant t\right\}$, we obtain

$$
\begin{align*}
& \left|e^{\lambda t} \mathbb{E}_{(x, s)}\left[\mathbb{E}_{\left(X_{T_{\epsilon}}, S_{\left.T_{\epsilon}\right)}\right.}\left[f\left(X_{u}, S_{u}\right)\right]_{\mid u=t-T_{\epsilon}} \mathbf{1}_{T_{\epsilon} \leqslant t}\right]-\mathbb{E}_{(x, s)}\left[e^{\lambda T_{\epsilon}} h\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \pi(f) \mathbf{1}_{T_{\epsilon} \leqslant t}\right]\right| \\
& \quad \leqslant \mathbb{E}_{(x, s)}\left[e^{\lambda T_{\epsilon}}\left|e^{\lambda\left(t-T_{\epsilon}\right)} \mathbb{E}_{\left(X_{T_{\epsilon}}, S_{\left.T_{\epsilon}\right)}\right.}\left[f\left(X_{u}, S_{u}\right)\right]_{\mid u=t-T_{\epsilon}}-h\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \pi(f)\right| \mathbf{1}_{T_{\epsilon} \leqslant t}\right] \\
& \quad \leqslant\|f\|_{\infty} C e^{-\widetilde{\omega} t} \mathbb{E}_{(x, s)}\left[e^{(\lambda+\widetilde{\omega}) T_{\epsilon}} W_{\rho, p}\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \mathbf{1}_{T_{\epsilon} \leqslant t}\right] . \tag{38}
\end{align*}
$$

In addition,

$$
\mathbb{E}_{(x, s)}\left[e^{(\lambda+\widetilde{\omega}) T_{\epsilon}} W_{\rho, p}\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \mathbf{1}_{T_{\epsilon} \leqslant t}\right] \leqslant \widetilde{C} \mathbb{E}_{(x, s)}\left[e^{(\lambda+\widetilde{\omega}) T_{\epsilon}} V_{0}\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \mathbf{1}_{T_{\epsilon} \leqslant t}\right]
$$

with $\widetilde{C}=\log (\rho) e^{-\alpha\left(\bar{s}_{1}-\varepsilon\right)}+\left(\bar{s}_{1}-\epsilon\right)^{-1}+\epsilon^{-p}$ and $V_{0}$ defined by $V_{0}(x, s)=\rho^{x} e^{\alpha s} / \log (\rho)$ for all $(x, s) \in \mathbb{N} \times \mathbb{R}_{+}$. In the same way as in Section B.5. for all $\eta>0$, there exists $C_{\eta}>0$ such that $\mathcal{L}\left(V_{0}(x, s)-C_{\eta}\right) \leqslant-\eta\left(V_{0}(x, s)-C_{\eta}\right)$ for all $(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$. And by the same arguments used in the proof of Lemma B.5. $\left(\left(V_{0}\left(X_{t}, S_{t}\right)-C_{\eta}\right) e^{\eta t}\right)_{t}$ is a submartingale. Then by the stopping time theorem and remarking that $\left\{T_{\epsilon} \leqslant t\right\} \subset\left\{T_{\epsilon} \leqslant T_{\text {Ext }}\right\}$, we obtain for $\eta=\lambda+\widetilde{\omega}$

$$
\begin{align*}
\mathbb{E}_{(x, s)} & {\left[e^{(\lambda+\widetilde{\omega}) T_{\epsilon}} W_{\rho, p}\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \mathbf{1}_{T_{\epsilon} \leqslant t}\right] } \\
& \leqslant \widetilde{C}\left|\mathbb{E}_{(x, s)}\left[e^{(\lambda+\widetilde{\omega}) T_{\epsilon} \wedge t}\left(V_{0}\left(X_{T_{\epsilon} \wedge t}, S_{T_{\epsilon} \wedge t}\right)-C_{\eta}\right)\right]\right|+\widetilde{C} C_{\eta} \mathbb{E}_{(x, s)}\left[e^{(\lambda+\widetilde{\omega}) T_{\epsilon}} \mathbf{1}_{T_{\epsilon} \leqslant t}\right] \\
& \leqslant \widetilde{C}\left|V_{0}(x, s)-C_{\eta}\right|+\widetilde{C} C_{\eta} \mathbb{E}_{(x, s)}\left[e^{(\lambda+\widetilde{\omega})\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}\right)}\right] . \tag{39}
\end{align*}
$$

By (9), $\lambda \leqslant D$. Then, for $0<\widetilde{\omega} \leqslant \omega$ sufficiently small (smaller than the constant $C$ of Lemma B.5), Lemma B. 5 and (39) lead to

$$
\begin{equation*}
\mathbb{E}_{(x, s)}\left[e^{(\lambda+\widetilde{\omega}) T_{\epsilon}} W_{\rho, p}\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \mathbf{1}_{T_{\epsilon} \leqslant t}\right] \leqslant \widetilde{C}\left|V_{0}(x, s)-C_{\eta}\right|+\widetilde{C} C_{\eta} A e^{\beta s} \tag{40}
\end{equation*}
$$

Hence, (37), (38) and (40) gives

$$
e^{\lambda t} \mathbb{E}_{(x, s)}\left[f\left(X_{t}, S_{t}\right) \mathbf{1}_{\left(T_{\epsilon} \wedge T_{\mathrm{Ext}}\right) \leqslant t}\right] \longrightarrow_{t \rightarrow \infty} \pi(f) \mathbb{E}_{(x, s)}\left[e^{\lambda T_{\epsilon}} h\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) \mathbf{1}_{T_{\epsilon}<\infty}\right]
$$

where we used that $h \leqslant C_{h} W_{\rho, p}$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, 40) and the dominated convergence theorem. Then, (35) holds with $h(x, s)=\mathbb{E}_{(x, s)}\left[e^{\lambda T_{\epsilon}} h\left(X_{T_{\epsilon}}, S_{T_{\epsilon}}\right) 1_{T_{\epsilon}<\infty}\right]$ for all $(x, s) \in$ $\mathbb{N}^{*} \times\left[\bar{s}_{1},+\infty\right)$, which is finite by the previous arguments. Moreover Lemma B. 5 ensures that $h(x, s)>0$.

It remains to show the result for $s=0$. Let $x \in \mathbb{N}^{*}$, the Markov property gives for $t^{\prime}>t>0$,

$$
\begin{aligned}
\mathbb{E}_{(x, 0)}\left[f\left(X_{t^{\prime}}, S_{t^{\prime}}\right) \mid T_{\mathrm{Ext}}>t^{\prime}\right] & =\frac{\mathbb{E}_{(x, 0)}\left[f\left(X_{t^{\prime}}, S_{t^{\prime}}\right) \mathbf{1}_{T_{\mathrm{Ext}}>t^{\prime}}\right]}{\mathbb{E}_{(x, 0)}\left[\mathbf{1}_{T_{\mathrm{Ext}}>t^{\prime}}\right]} \\
& =\frac{\mathbb{E}_{(x, 0)}\left[f\left(X_{t^{\prime}}, S_{t^{\prime}}\right) \mathbf{1}_{T_{\mathrm{Ext}}>t^{\prime}} \mid T_{\mathrm{Ext}}>t\right]}{\mathbb{E}_{(x, 0)}\left[\mathbf{1}_{T_{\mathrm{Ext}}>t^{\prime}} \mid T_{\mathrm{Ext}}>t\right]} \\
& =\frac{\mathbb{E}_{(x, 0)}\left[\mathbb{E}_{\left(X_{t}, S_{t}\right)}\left[f\left(X_{t^{\prime}-t}, S_{t^{\prime}-t}\right) \mathbf{1}_{T_{\mathrm{Ext}}>\left(t^{\prime}-t\right)}\right] \mid T_{\mathrm{Ext}}>t\right]}{\mathbb{E}_{(x, 0)}\left[\mathbb{E}_{\left(X_{t}, S_{t}\right)}\left[\mathbf{1}_{T_{\mathrm{Ext}}>t^{\prime}-t}\right] \mid T_{\mathrm{Ext}}>t\right]} \\
& =\frac{\mathbb{E}_{\xi}\left[f\left(X_{t^{\prime}-t}, S_{t^{\prime}-t}\right) \mathbf{1}_{T_{\mathrm{Ext}}>\left(t^{\prime}-t\right)}\right]}{\mathbb{E}_{\xi}\left[\mathbf{1}_{T_{\mathrm{Ext}}>t^{\prime}-t}\right]} \\
& =\mathbb{E}_{\xi}\left[f\left(X_{t^{\prime}-t}, S_{t^{\prime}-t}\right) \mid T_{\mathrm{Ext}}>\left(t^{\prime}-t\right)\right]
\end{aligned}
$$

where $\xi$ is the law of $\left(X_{t}, S_{t}\right)$ conditioned on the event $\left\{T_{\text {Ext }}>t\right\} \cap\left\{\left(X_{0}, S_{0}\right)=(x, 0)\right\}$. Assume that $\xi$ is a probability distribution on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, then, from (6),

$$
\sup _{\|f\|_{\infty} \leqslant 1}\left|\mathbb{E}_{\xi}\left[f\left(X_{t^{\prime}-t}, S_{t^{\prime}-t}\right) \mid T_{\mathrm{Ext}}>t^{\prime}-t\right]-\pi(f)\right| \leqslant C \min \left(\frac{\xi\left(W_{\rho, p}\right)}{\xi(h)}, \frac{\xi\left(W_{\rho, p}\right)}{\xi(\psi)}\right) e^{-\omega\left(t^{\prime}-t\right)}
$$

with $\rho>1$ and $p \in\left(0, \frac{\mu\left(\bar{s}_{1}\right)-D}{D+k \mu^{\prime}\left(\bar{s}_{1}\right)}\right)$. Since $\xi(\psi) \neq 0$ (or $\xi(h) \neq 0$ because from Theorem 2.2 , $h(y, r) \in(0, \infty)$ for all $\left.(y, r) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)\right)$, then Corollary 2.3 holds for $s=0$ if in addition $\xi\left(W_{\rho, p}\right)=\mathbb{E}_{(x, 0)}\left[W_{\rho, p}\left(X_{t}, S_{t}\right) \mid T_{\mathrm{Ext}}>t\right]<+\infty$. So let us prove that, for $\rho$ sufficiently small, $\xi$ is a probability distribution on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ and that $\xi\left(W_{\rho, p}\right)<+\infty$, which both consist of proving that

$$
\mathbb{E}_{(x, 0)}\left[\left.\frac{1}{S_{t}} \right\rvert\, T_{\mathrm{Ext}}>t\right]<+\infty
$$

Indeed, note that conditionally on the non-extinction $S_{t} \leqslant \phi(1,0, t)<\bar{s}_{1}$. Moreover $\left(X_{t}\right)_{t}$ can be stochastically dominated by a pure birth process with birth rate $\mu\left(\bar{s}_{1}\right)$, whose the law at time $t$ is a negative binomial distribution with parameters $x$ and $e^{-\mu\left(\bar{s}_{1}\right) t}$. Then, for $1<\rho<\left(1-e^{\mu\left(\bar{s}_{1}\right) t}\right)^{-1}, \mathbb{E}_{(x, 0)}\left[\rho^{X_{t}} \mid T_{\text {Ext }}>t\right] \leqslant\left(e^{-\mu\left(\bar{s}_{1}\right) t} \rho /\left(1-\rho\left(1-e^{-\mu\left(\bar{s}_{1}\right) t}\right)\right)\right)^{x}$.

Since the process $\left(X_{t}\right)_{t}$ dominates a pure death process with death rate (per capita) $D$, we have $\mathbb{P}_{(x, 0)}\left(T_{\text {Ext }}>t\right) \geqslant e^{-D x t}$, then it is sufficient to prove that for all (sufficiently small) $t>0$,

$$
\mathbb{E}_{(x, 0)}\left[\frac{1}{S_{t}}\right]<+\infty
$$

Instead of using a Lyapunov function, we prove this bound using a coupling method. On [ $0, t$ ], from (1) and given that $S_{0}=0$, we have the following upper-bound

$$
\forall u \in[0, t], \quad S_{u} \leqslant\left(S_{0}+D \mathbf{s}_{\text {in }} t\right) \wedge \mathbf{s}_{\text {in }} \leqslant D \mathbf{s}_{\text {in }} t
$$

and also the two following ones

$$
\forall s \in\left[0, D \mathbf{s}_{\text {in }} t\right], \quad \mu(s) \leqslant \bar{\mu}_{t}, \mu^{\prime}(s) \leqslant \bar{\mu}_{t}^{\prime},
$$

for some constant $\bar{\mu}_{t}, \bar{\mu}_{t}^{\prime}>0$. Consequently, we can couple $\left(X_{u}\right)_{u \in[0, t]}$ with a Yule process $\left(Z_{u}\right)_{u \in[0, t]}$ (namely a pure birth process) with jumps rate (per capita) $\bar{\mu}_{t}$ in such a way

$$
\forall u \leqslant t, \quad X_{u} \leqslant Z_{u}
$$

In particular, $X_{u} \leqslant Z_{t}$. From this bound and the evolution equation of the substrate (11), we have

$$
\begin{equation*}
\forall u \in[0, t], \quad S_{u}^{\prime} \geqslant D\left(\mathbf{s}_{\mathrm{in}}-S_{u}\right)-k \bar{\mu}_{t}^{\prime} S_{u} Z_{t} \tag{41}
\end{equation*}
$$

and then, by a Gronwall type argument,

$$
\forall u \in[0, t], \quad S_{u} \geqslant \frac{D \mathbf{s}_{\mathrm{in}}}{D+k \bar{\mu}_{t}^{\prime} Z_{t}}\left(1-e^{-D u-k \bar{\mu}_{t}^{\prime} Z_{t} u}\right) \geqslant \frac{D \mathbf{s}_{\mathrm{in}}}{D+k \bar{\mu}_{t}^{\prime} Z_{t}}\left(1-e^{-D u}\right)
$$

Finally using the classical equality for pure birth processes $\mathbb{E}_{(x, 0)}\left[Z_{t}\right]=x e^{\bar{\mu}_{t} t}$, we obtain

$$
\mathbb{E}_{(x, 0)}\left[\frac{1}{S_{t}}\right] \leqslant \frac{D+k \bar{\mu}_{t}^{\prime} x e^{\bar{\mu}_{t} t}}{D \mathbf{s}_{\mathrm{in}}\left(1-e^{-D t}\right)}
$$

which ends the proof.
Note that relaxing the assumptions as in Remark 2.4, even if it means choosing $t$ small enough, $\bar{\mu}_{t}^{\prime}$ can be replaced by a local Lipschitz constant in a neighborhood of 0 in 41).

## A Classical and simple results on the Crump-Young process

In the present section, we gather some basic properties of the Crump-Young process, under Assumption 2.1.

## A. 1 Preliminary results on the flow

In this subsection, we expose simple results on the flow functions relative to the substrate dynamics with no evolution of the bacteria. We begin by results on the behavior of $\phi$, defined by (17), and then we give bounds on $\phi_{\mathrm{t}}^{-1}$ and $\phi_{\mathrm{s}_{0}}^{-1}$.

Lemma A.1. The flow satisfies the following properties: for all s, $\widetilde{s} \in \mathbb{R}_{+}, t>0, \ell, \tilde{\ell} \in \mathbb{N}^{*}$ such that $s<\widetilde{s}$ and $\ell<\widetilde{\ell}$

$$
\text { 1. } \phi(\ell, s, t)>\phi(\widetilde{\ell}, s, t) ;
$$

2. $\phi(\ell, s, t)<\phi(\ell, \widetilde{s}, t)$.

Proof. The first inequality comes from the decreasing property of $\ell \mapsto D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s) \ell$. The second point comes from the Cauchy-Lipschitz (or Picard-Lindelöf) theorem.

Lemma A.2. For every $\ell \in \mathbb{N}^{*}$, Equation (18), that is

$$
D\left(\mathbf{s}_{\mathrm{in}}-\bar{s}_{\ell}\right)-k \mu\left(\bar{s}_{\ell}\right) \ell=0
$$

admits a unique solution in $\left(0, \mathbf{s}_{\mathbf{i n}}\right)$. Furthermore the sequence $\left(\bar{s}_{\ell}\right)_{\ell \geqslant 1}$ is strictly decreasing and $\lim _{\ell \rightarrow \infty} \bar{s}_{\ell}=0$.

Proof. The map $g_{\ell}: s \mapsto D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s) \ell$ is strictly decreasing, $g_{\ell}(0)=D \mathbf{s}_{\text {in }}>0$, $g_{\ell}\left(\mathbf{s}_{\text {in }}\right)=-k \mu\left(\mathbf{s}_{\text {in }}\right) \ell<0$ then 18 admits a unique solution in $\left(0, \mathbf{s}_{\text {in }}\right)$. Moreover, for every $s>0$, the sequence $\left(g_{\ell}(s)\right)_{\ell \geqslant 1}$ is strictly decreasing then $\left(\bar{s}_{\ell}\right)_{\ell \geqslant 1}$ is also strictly decreasing and

$$
\lim _{\ell \rightarrow \infty} \mu\left(\bar{s}_{\ell}\right)=\lim _{\ell \rightarrow \infty} \frac{D\left(\mathbf{s}_{\mathrm{in}}-\bar{s}_{\ell}\right)}{k \ell}=0
$$

then, by Assumption 2.1, $\lim _{\ell \rightarrow \infty} \bar{s}_{\ell}=0$.
Lemma A.3. For every $s \in \mathbb{R}_{+}, \ell \in \mathbb{N}^{*}$ and $t \geqslant 0$,

1. if $s<\bar{s}_{\ell}$, then $u \mapsto \phi(\ell, s, u)$ is strictly increasing from $\mathbb{R}_{+}$to $\left[s, \bar{s}_{\ell}\right)$;
2. if $s>\bar{s}_{\ell}$, then $u \mapsto \phi(\ell, s, u)$ is strictly decreasing from $\mathbb{R}_{+}$to $\left(\bar{s}_{\ell}, s\right]$.

In particular

$$
\left|s-\bar{s}_{\ell}\right| \geqslant\left|\phi(\ell, s, t)-\bar{s}_{\ell}\right|
$$

Proof. By Lemma A.1, if $s<\bar{s}_{\ell}$ then $\phi(\ell, s, t)<\bar{s}_{\ell}$ for every $t \geqslant 0$. On $\left[0, \bar{s}_{\ell}\right), \partial_{t} \phi(\ell, \cdot, t)$ is strictly positive because, by Assumption 2.1, $g_{\ell}: s \mapsto D\left(\mathbf{s}_{\mathrm{in}}-s\right)-k \mu(s) \ell$ is strictly decreasing and $g_{\ell}\left(\bar{s}_{\ell}\right)=0$. Finally,

$$
s \leqslant \phi(\ell, s, t)<\bar{s}_{\ell}
$$

In the same way, on $\left(\bar{s}_{\ell},+\infty\right), \partial_{t} \phi(\ell, \cdot, t)$ is strictly negative and $s \geqslant \phi(\ell, s, t)>\bar{s}_{\ell}$ for $s \geqslant \bar{s}_{\ell}$ which ends the proof.

Corollary A.4. For every $s_{0}, s_{1}, s_{2} \in \mathbb{R}_{+}$and $\ell \in \mathbb{N}^{*}$ satisfying $s_{0} \geqslant s_{1} \geqslant s_{2}>\bar{s}_{\ell}$ or $s_{0} \leqslant s_{1} \leqslant s_{2}<\bar{s}_{\ell}$ then

$$
\phi_{t}^{-1}\left(\ell, s_{0}, s_{2}\right)=\phi_{t}^{-1}\left(\ell, s_{0}, s_{1}\right)+\phi_{t}^{-1}\left(\ell, s_{1}, s_{2}\right)<+\infty .
$$

Proof. The result directly comes from the monotony properties of the flow given by Lemma A. 3 and the flow property.

Lemma A.5. For all $\ell \in \mathbb{N}^{*}, s \geqslant 0$, and $t \geqslant \tilde{t} \geqslant 0$,

$$
\phi_{s_{0}}^{-1}(\ell, s, t)>0 \Rightarrow \phi_{s_{0}}^{-1}(\ell, s, \widetilde{t})>0
$$

Proof. On the one hand, for every $u \geqslant 0$, by Lemma A. 1 and definition of $\phi_{s_{0}}^{-1}$, we have

$$
\phi_{s_{0}}^{-1}(\ell, s, u)>0 \Leftrightarrow s>\phi(\ell, 0, u) .
$$

From Lemma A. $3 u \mapsto \phi(\ell, 0, u)$ is increasing. Thus

$$
\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, t)>0 \Leftrightarrow s>\phi(\ell, 0, t) \Rightarrow s>\phi(\ell, 0, \widetilde{t}) \Leftrightarrow \phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \widetilde{t})>0 .
$$

Lemma A.6. For $\ell \in \mathbb{N}^{*},\left(s_{0}, s\right) \in\left[0, \bar{s}_{1}\right]^{2}$, such that $s_{0} \neq \bar{s}_{\ell}$ and $\phi_{t}^{-1}\left(\ell, s_{0}, s\right)<\infty$,

$$
\frac{\left|s-s_{0}\right|}{\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) \ell\right\}} \leqslant \phi_{t}^{-1}\left(\ell, s_{0}, s\right) \leqslant \frac{\left|s-s_{0}\right|}{D\left|\bar{s}_{\ell}-s\right|}
$$

Proof. Since $\phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)<\infty$, then

$$
\begin{aligned}
s & =s_{0}+\int_{0}^{\phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)}\left[D\left(\mathbf{s}_{\mathrm{in}}-\phi\left(\ell, s_{0}, u\right)\right)-k \mu\left(\phi\left(\ell, s_{0}, u\right)\right) \ell\right] \mathrm{d} u \\
& =s_{0}+\int_{0}^{\phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)}\left[D\left(\bar{s}_{\ell}-\phi\left(\ell, s_{0}, u\right)\right)+k\left(\mu\left(\bar{s}_{\ell}\right)-\mu\left(\phi\left(\ell, s_{0}, u\right)\right)\right) \ell\right] \mathrm{d} u
\end{aligned}
$$

The first equality will allow to obtain the lower bound and the second one will lead to the upper bound for $\phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)$. Either $s_{0} \leqslant s<\bar{s}_{\ell}$ then, from Lemma A.3, the flow $u \mapsto \phi\left(\ell, s_{0}, u\right)$ is increasing and for all $u \in\left[0, \phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)\right], s_{0} \leqslant \phi\left(\ell, s_{0}, u\right) \leqslant s<\bar{s}_{\ell}$. Since $\mu$ is increasing, we then obtain,

$$
\phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right) D\left(\bar{s}_{\ell}-s\right) \leqslant s-s_{0} \leqslant \phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right) D \mathrm{~s}_{\mathrm{in}}
$$

Or $s_{0} \geqslant s>\bar{s}_{\ell}$ then the flow $u \mapsto \phi\left(\ell, s_{0}, u\right)$ is decreasing and $s_{0} \geqslant \phi\left(\ell, s_{0}, u\right) \geqslant s>\bar{s}_{\ell}$ for all $u \in\left[0, \phi_{\mathrm{t}}^{-1}\left(\ell, s_{0}, s\right)\right]$. Since $\phi\left(\ell, s_{0}, u\right) \leqslant \bar{s}_{1} \leqslant \mathbf{s}_{\text {in }}$ and $\mu$ is increasing, we then obtain

$$
-\phi_{\mathbf{t}}^{-1}\left(\ell, s_{0}, s\right) k \mu\left(\bar{s}_{1}\right) \ell \leqslant s-s_{0} \leqslant \phi_{\mathbf{t}}^{-1}\left(\ell, s_{0}, s\right) D\left(\bar{s}_{\ell}-s\right)
$$

and the result holds.

Lemma A.7. 1. For all $(\ell, s, \varepsilon) \in \mathbb{N}^{*} \times\left[0, \bar{s}_{1}\right] \times \mathbb{R}_{+}$such that $\phi_{s_{0}}^{-1}(\ell, s, \varepsilon) \leqslant \bar{s}_{1}$,

$$
\left|s-\phi_{s_{0}}^{-1}(\ell, s, \varepsilon)\right| \leqslant \varepsilon \max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) \ell\right\} .
$$

2. For all $(\ell, s, \varepsilon) \in \mathbb{N}^{*} \times \mathbb{R}_{+} \times \mathbb{R}_{+}$such that $\phi_{s_{0}}^{-1}(\ell, s, \varepsilon)>0$,

$$
D\left|s-\bar{s}_{\ell}\right| \varepsilon \leqslant\left|s-\phi_{s_{0}}^{-1}(\ell, s, \varepsilon)\right| .
$$

Remark A.8. If $s \leqslant \bar{s}_{1}$, then assumption $\phi_{s_{0}}^{-1}(\ell, s, \varepsilon) \leqslant \bar{s}_{1}$ is satisfied when $\varepsilon \leqslant \frac{\bar{s}_{1}-s}{k \mu\left(\bar{s}_{1}\right) \ell}$. Indeed, from Lemmas A.3 and A.2, $u \mapsto \phi\left(\ell, \bar{s}_{1}, u\right)$ is decreasing, then for all $u \geqslant 0$, $\phi\left(\ell, \bar{s}_{1}, u\right) \leqslant \bar{s}_{1}$ and

$$
\phi\left(\ell, \bar{s}_{1}, \varepsilon\right)=\bar{s}_{1}+\int_{0}^{\varepsilon}\left[D\left(\mathbf{s}_{\mathrm{in}}-\phi\left(\ell, \bar{s}_{1}, u\right)\right)-k \mu\left(\phi\left(\ell, \bar{s}_{1}, u\right)\right) \ell\right] \mathrm{d} u \geqslant \bar{s}_{1}-\varepsilon k \mu\left(\bar{s}_{1}\right) \ell .
$$

Then $\varepsilon \leqslant \frac{\bar{s}_{1}-s}{k \mu\left(\bar{s}_{1}\right) \ell}$ implies that $s \leqslant \phi\left(\ell, \bar{s}_{1}, \varepsilon\right)$. Hence, either $\phi_{s_{0}}^{-1}(\ell, s, \varepsilon)=0 \leqslant \bar{s}_{1}$, or $\phi\left(\ell, \phi_{s_{0}}^{-1}(\ell, s, \varepsilon), \varepsilon\right)=s \leqslant \phi\left(\ell, \bar{s}_{1}, \varepsilon\right)$ and then, by Lemma A.1, $\phi_{s_{0}}^{-1}(\ell, s, \varepsilon) \leqslant \bar{s}_{1}$.

Proof of Lemma A.7. First, we assume that $\phi_{s_{0}}^{-1}(\ell, s, \varepsilon)>0$. By definition of $\phi_{s_{0}}^{-1}$,

$$
\begin{aligned}
s & =\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon)+\int_{0}^{\varepsilon}\left[D\left(\mathbf{s}_{\mathrm{in}}-\phi\left(\ell, \phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon), u\right)\right)-k \mu\left(\phi\left(\ell, \phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon), u\right)\right) \ell\right] \mathrm{d} u \\
& =\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon)+\int_{0}^{\varepsilon}\left[D\left(\bar{s}_{\ell}-\phi\left(\ell, \phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon), u\right)\right)+k\left(\mu\left(\bar{s}_{\ell}\right)-\mu\left(\phi\left(\ell, \phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon), u\right)\right) \ell\right)\right] \mathrm{d} u .
\end{aligned}
$$

On the one hand, if $s \leqslant \bar{s}_{\ell}$, then for all $u \in[0, \varepsilon], \phi_{s_{0}}^{-1}(\ell, s, \varepsilon) \leqslant \phi\left(\ell, \phi_{s_{0}}^{-1}(\ell, s, \varepsilon), u\right) \leqslant s \leqslant \bar{s}_{\ell}$, hence, from the second equality and since $\mu$ is increasing,

$$
s-\phi_{s_{0}}^{-1}(\ell, s, \varepsilon) \geqslant D\left(\bar{s}_{\ell}-s\right) \varepsilon>0 .
$$

In the same way, if $s \geqslant \bar{s}_{\ell}$, then for all $u \in[0, \varepsilon], \phi_{\mathrm{s}_{0}}^{-1}(\ell, s, \varepsilon) \geqslant \phi\left(\ell, \phi_{\mathrm{s}_{0}}^{-1}(\ell, s, \varepsilon), u\right) \geqslant s \geqslant \bar{s}_{\ell}$, hence

$$
\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon)-s \geqslant D\left(s-\bar{s}_{\ell}\right) \varepsilon>0
$$

and the lower bound of $\left|s-\phi_{\mathrm{s}_{0}}^{-1}(\ell, s, \varepsilon)\right|$ then holds.
On the other hand, if $s \in\left[0, \bar{s}_{1}\right]$ and $\phi_{s_{0}}^{-1}(\ell, s, \varepsilon) \in\left[0, \bar{s}_{1}\right]$, then for all $u \in[0, \varepsilon]$, $\phi\left(\ell, \phi_{s_{0}}^{-1}(\ell, s, \varepsilon), u\right) \leqslant \bar{s}_{1}$ and from the first equality,

$$
\left|s-\phi_{\mathrm{s}_{0}}^{-1}(\ell, s, \varepsilon)\right| \leqslant \varepsilon \max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) \ell\right\},
$$

then the upper bound for $\left|s-\phi_{s_{0}}^{-1}(\ell, s, \varepsilon)\right|$ holds for $0<\phi_{s_{0}}^{-1}(\ell, s, \varepsilon) \leqslant \bar{s}_{1}$.
If $\phi_{\mathrm{s}_{0}}^{-1}(\ell, s, \varepsilon)=0$, then $s \leqslant \phi(\ell, 0, \varepsilon)$ and

$$
\left|s-\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon)\right|=s \leqslant \int_{0}^{\varepsilon}\left[D\left(\mathbf{s}_{\mathrm{in}}-\phi(\ell, 0, u)\right)-k \mu(\phi(\ell, 0, u)) \ell\right] \mathrm{d} u \leqslant \varepsilon D \mathrm{~s}_{\mathrm{in}}
$$

and the upper bound for $\left|s-\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon)\right|$ also holds for $\phi_{\mathbf{s}_{0}}^{-1}(\ell, s, \varepsilon)=0$.

## A. 2 Preliminary results on the jumps

In contrast with the previous section, in the present one, we let the bacteria evolve. Let $\left(T_{i}\right)_{i \in \mathbb{N}^{*}}$ be the sequence of the jump times of the process $\left(X_{t}\right)_{t \geqslant 0}$ :

$$
T_{i}:= \begin{cases}\inf \left\{t>0, X_{t-} \neq X_{t}\right\} & \text { if } i=1 ; \\ \inf \left\{t>T_{i-1}, X_{t-} \neq X_{t}\right\} & \text { if } i>1 .\end{cases}
$$

Let us also introduce a classical notation in the study of piecewise deterministic Markov process (see BLBMZ15 for instance). Let $\left(x_{0}, s_{0}\right) \in \mathbb{N}^{*} \times \mathbb{R}^{+}, 0 \leqslant t_{1} \leqslant \cdots \leqslant t_{N+1}$ and let $\Psi\left(x_{0}, s_{0},\left(t_{j}, x_{j}\right)_{1 \leqslant j \leqslant N}, t_{N+1}\right)$ be the iterative solution of

$$
\left\{\begin{array}{l}
\Psi\left(x_{0}, s_{0}, t_{1}\right)=\phi\left(x_{0}, s_{0}, t_{1}\right),  \tag{42}\\
\Psi\left(x_{0}, s_{0},\left(t_{j}, x_{j}\right)_{1 \leqslant j \leqslant i}, t_{i+1}\right)=\phi\left(x_{i}, \Psi\left(x_{0}, s_{0},\left(t_{j}, x_{j}\right)_{1 \leqslant j \leqslant i-1}, t_{i}\right), t_{i+1}-t_{i}\right) .
\end{array}\right.
$$

Then $\Psi\left(x_{0}, s_{0},\left(t_{j}, x_{j}\right)_{1 \leqslant j \leqslant N}, t\right)$ represents the substrate concentration at time $t$, given the initial condition is $\left(x_{0}, s_{0}\right)$ and that the bacterial population jumps from $x_{i-1}$ to $x_{i}$ at time $t_{i}$ for $i=1, \cdots, N$.

For all $n \in \mathbb{N}^{*}, u_{1}, \ldots u_{n}>0$, let set

$$
\mathcal{E}_{D}\left(u_{1}, \ldots, u_{n}\right):=\bigcap_{i=1}^{n}\left\{X_{u_{i}}=X_{0}-i\right\} \cap\left\{T_{i}=u_{i}\right\}
$$

and

$$
\mathcal{E}_{B}\left(u_{1}, \ldots, u_{n}\right):=\bigcap_{i=1}^{n}\left\{X_{u_{i}}=X_{0}+i\right\} \cap\left\{T_{i}=u_{i}\right\}
$$

the event "the first $n$ events are washouts (respectively divisions) and occur at time $u_{1}, \ldots u_{n}{ }^{\prime}$.

In Lemma A. 9 below, we use Poisson random measures to bound the probability of one event by the probability of this event conditionally on having followed a certain path (no jump, successive washouts or successive divisions).

Lemma A.9. Let $A$ be a measurable set (of the underlying probability space). We have the following inequalities.

1. For all $\delta \geqslant 0$ and $(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$

$$
\mathbb{P}_{(x, s)}(A) \geqslant \mathbb{P}_{(x, s)}\left(A \cap\left\{T_{1}>\delta\right\}\right) \geqslant e^{-\left(D+\mu\left(\overline{\left.\left.s_{1} \vee s\right)\right)} x \delta\right.\right.} \mathbb{P}_{(x, s)}\left(A \mid T_{1}>\delta\right) .
$$

2. For all $\delta \geqslant 0,(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$and $1 \leqslant n \leqslant x$,

$$
\begin{aligned}
\mathbb{P}_{(x, s)}(A) \geqslant & \mathbb{P}_{(x, s)}\left(A \cap \bigcap_{i=1}^{n}\left\{\left\{T_{i} \leqslant \delta\right\} \cap\left\{X_{T_{i}}=x-i\right\}\right\}\right) \\
\geqslant & \int_{0}^{\delta} \int_{u_{1}}^{\delta} \cdots \int_{u_{n-1}}^{\delta}\left(\prod_{k=x-n+1}^{x} D k\right) e^{-\left(D+\mu\left(\bar{s}_{1} \vee s\right)\right)\left(x u_{1}+\sum_{i=1}^{n-1}(x-i)\left(u_{i+1}-u_{i}\right)\right)} \\
& \quad \times \mathbb{P}_{(x, s)}\left(A \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{n}\right)\right) \mathrm{d} u_{n} \ldots \mathrm{~d} u_{1} .
\end{aligned}
$$

3. For all $\delta \geqslant 0,(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$and all $n \geqslant 1$

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}(A) \geqslant \mathbb{P}_{(x, s)}\left(A \cap \bigcap_{i=1}^{n}\left\{\left\{T_{i} \leqslant \delta\right\} \cap\left\{X_{T_{i}}=x+i\right\}\right\}\right) \\
& \geqslant \int_{0}^{\delta} \int_{u_{1}}^{\delta} \ldots \int_{u_{n-1}}^{\delta}\left(\prod_{k=1}^{n} \mu\left(\Psi\left(x, s,\left(u_{i}, x+i\right)_{1 \leqslant i \leqslant k-1}, u_{k}\right)\right)(x+k-1)\right) \\
& \quad \times e^{-\left(D+\mu\left(\bar{s}_{1} \vee s\right)\right)\left(x u_{1}+\sum_{i=1}^{n-1}(x+i)\left(u_{i+1}-u_{i}\right)\right)} \\
& \quad \times \mathbb{P}_{(x, s)}\left(A \mid \mathcal{E}_{B}\left(u_{1}, \ldots, u_{n}\right)\right) \mathrm{d} u_{n} \ldots \mathrm{~d} u_{1} .
\end{aligned}
$$

Proof. Under the event $\left\{X_{t} \geqslant 1\right\}$ (or equivalently under the event $\left\{X_{u} \geqslant 1\right.$ for $\left.u \in[0, t]\right\}$ since $\{0\}$ is an absorbing state for the process $\left.\left(X_{t}\right)_{t}\right)$, from the comparison theorem and Lemma A.3. for all $0 \leqslant u \leqslant t$ we have $S_{u} \leqslant \phi\left(1, S_{0}, u\right) \leqslant S_{0} \vee \bar{s}_{1}$. Let $(x, s) \in \mathbb{N}^{*} \times \mathbb{R}_{+}$,
the individual jump rate $\mu\left(S_{t}\right)$ of the process $\left(X_{t}, S_{t}\right)$ starting from $(x, s)$ is then bounded by $\mu\left(\bar{s}_{1} \vee s\right)$.

The bounds established in the lemma are classical and based on the construction of the process $\left(X_{t}, S_{t}\right)$ from Poisson random measures: we consider two independent Poisson random measures $\mathcal{N}_{d}(\mathrm{~d} u, \mathrm{~d} j, \mathrm{~d} \theta)$ and $\mathcal{N}_{w}(\mathrm{~d} u, \mathrm{~d} j)$ defined on $\mathbb{R}_{+} \times \mathbb{N}^{*} \times[0,1]$ and $\mathbb{R}_{+} \times \mathbb{N}^{*}$ respectively, corresponding to the division and washout mechanisms respectively, with respective intensity measures
$n_{d}(\mathrm{~d} u, \mathrm{~d} j, \mathrm{~d} \theta)=\mu\left(\bar{s}_{1} \vee s\right) \mathrm{d} u\left(\sum_{\ell \geqslant 1} \delta_{\ell}(\mathrm{d} j)\right) \mathrm{d} \theta \quad$ and $\quad n_{w}(\mathrm{~d} u, \mathrm{~d} j)=D \mathrm{~d} u\left(\sum_{\ell \geqslant 1} \delta_{\ell}(\mathrm{d} j)\right)$.
Then the process $\left(X_{t}, S_{t}\right)$ starting from $\left(X_{0}, S_{0}\right)=(x, s)$ can be defined by

$$
\begin{aligned}
&\left(X_{t}, S_{t}\right)=(x, \phi(x, s, t)) \\
&+\int_{0}^{t} \int_{\mathbb{N}^{*}} \int_{0}^{1} \mathbf{1}_{\left\{j \leqslant X_{u}-\right\}} \mathbf{1}_{\left\{0 \leqslant \theta \leqslant \mu\left(S_{u}\right) / \mu\left(\bar{s}_{1} \vee s\right)\right\}} \\
&+\int_{0}^{t} \int_{\mathbb{N}^{*}} \mathbf{1}_{\left\{j \leqslant X_{u^{-}}\right\}}\left[\left(1, \phi\left(X_{u^{-}}+1, S_{u}, t-u\right)-\phi\left(X_{u^{-}}, S_{u}, t-u\right)\right] \mathcal{N}_{d}(\mathrm{~d} u, \mathrm{~d} j, \mathrm{~d} \theta)\right. \\
&\left.\left.u^{-}-1, S_{u}, t-u\right)-\phi\left(X_{u^{-}}, S_{u}, t-u\right)\right] \mathcal{N}_{w}(\mathrm{~d} u, \mathrm{~d} j) .
\end{aligned}
$$

We refer to CF15 for more details on this construction.

1. By construction of the process, if $\left(X_{0}, S_{0}\right)=(x, s)$, we get $T_{1}=T_{d} \wedge T_{w}$ where, $T_{d}$ is the time of the first jump of the process

$$
t \mapsto \mathcal{N}_{d}\left([0, t] \times\{x\} \times\left[0, \frac{\mu(\phi(x, s, u))}{\mu\left(\bar{s}_{1} \vee s\right)}\right]\right)
$$

and $T_{w}$ is the time of the first jump of the process $t \mapsto \mathcal{N}_{w}([0, t] \times\{x\})$.
The distribution of $T_{d}$ is a non-homogeneous exponential distribution with parameter $\mu(\phi(x, s, u)) x$, i.e. with the probability density function

$$
t \mapsto \mu(\phi(x, s, t)) x \exp \left(-\int_{0}^{t} \mu(\phi(x, s, u)) x \mathrm{~d} u\right) .
$$

The distribution of $T_{w}$ is a (homogeneous) exponential distribution with parameter $D x$. $T_{d}$ and $T_{w}$ are independent, then

$$
\mathbb{P}_{(x, s)}\left(T_{1}>\delta\right)=e^{-\int_{0}^{\delta}(\mu(\phi(x, s, u))+D) x \mathrm{~d} u} \geqslant e^{-\left(D+\mu\left(\bar{s}_{1} \vee s\right)\right) x \delta}
$$

and the first result holds.
2. On the event $\bigcap_{i=1}^{k}\left\{\left\{T_{i}=u_{i}\right\} \cap\left\{X_{T_{i}}=x-i\right\}\right\}$, the distribution of $T_{k+1}-u_{k}$ is a non-homogeneous exponential distribution with parameter $\left(\mu\left(\phi\left(x-k, S_{T_{k}}, t\right)\right)+D\right)(x-k)$ with $S_{T_{k}}=\Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant k-1}, u_{k}\right) \in\left(0, \bar{s}_{1} \vee s\right)$, i.e. with the probability density function (evaluated in $t$ )

$$
\begin{aligned}
& \left(\mu\left(\phi\left(x-k, S_{T_{k}}, t\right)\right)+D\right)(x-k) e^{-\int_{0}^{t}\left(\mu\left(\phi\left(x-k, S_{T_{k}}, u\right)\right)+D\right)(x-k) \mathrm{d} u} \\
& \quad \geqslant\left(\mu\left(\phi\left(x-k, S_{T_{k}}, t\right)\right)+D\right)(x-k) e^{-\left(\mu\left(\bar{s}_{1} \vee s\right)+D\right)(x-k) t}
\end{aligned}
$$

and on the event $\left\{T_{k+1}=u\right\}$, the event is a bacterial washout with probability $D /(\mu(\phi(x-$ $\left.\left.\left.k, S_{T_{k}}, u\right)\right)+D\right)$. We then obtain the second assertion.
3. The third assertion is obtained in the same way as the second one.

## B Proofs of technical Lemmas

## B. 1 Additional notation

For all $n \geqslant \ell \geqslant 1$ and all $t \geqslant 0$, let $P_{d}(n, \ell, t)$ defined by
$P_{d}(n, \ell, t)=\int_{0}^{t} \int_{u_{1}}^{t} \ldots \int_{u_{\ell-1}}^{t}\left(\prod_{k=n-\ell+1}^{n} D k\right) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(n u_{1}+\sum_{i=1}^{\ell-1}(n-i)\left(u_{i+1}-u_{i}\right)\right)} \mathrm{d} u_{\ell} \ldots \mathrm{d} u_{1}$
be the probability that the $\ell$ first events are deaths and occur in the time interval $[0, t]$ for a birth-death process, with per capita birth rate $\mu\left(\bar{s}_{1}\right)$ and death rate $D$, starting from $n$ individuals.

For all $n \geqslant \ell \geqslant 1$ and all $t \geqslant 0$, let $P_{b}(n, \ell, t)$ defined by
$P_{b}(n, \ell, t)=\int_{0}^{t} \int_{u_{1}}^{t} \ldots \int_{u_{\ell-1}}^{t}\left(\prod_{k=n}^{n+\ell-1} \mu\left(\bar{s}_{1}\right) k\right) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(n u_{1}+\sum_{i=1}^{\ell-1}(n+i)\left(u_{i+1}-u_{i}\right)\right)} \mathrm{d} u_{\ell} \ldots \mathrm{d} u_{1}$
be the probability that the $\ell$ first events are births and occur in the time interval $[0, t]$ for a birth-death process, with per capita birth rate $\mu\left(\bar{s}_{1}\right)$ and death rate $D$, starting from $n$ individuals.

Remark B.1. Both maps $t \mapsto P_{d}(n, \ell, t)$ and $t \mapsto P_{b}(n, \ell, t)$ are increasing.
For all $L \in \mathbb{N}^{*}, \underline{\mathcal{S}}, \overline{\mathcal{S}}$ such that $\bar{s}_{L}<\underline{\mathcal{S}} \leqslant \overline{\mathcal{S}}<\bar{s}_{1}$, we define the hitting time $T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]}$ by

$$
T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]}:=\inf \left\{t \geqslant 0,\left(X_{t}, S_{t}\right) \in B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])\right\}
$$

where

$$
B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]):=\left\{(\ell, \underline{\mathcal{S}}) \mid \ell \in \llbracket 1, L \rrbracket \text { and } \bar{s}_{\ell} \geqslant \underline{\mathcal{S}}\right\} \cup\left\{(\ell, \overline{\mathcal{S}}) \mid \ell \in \llbracket 1, L \rrbracket \text { and } \bar{s}_{\ell} \leqslant \overline{\mathcal{S}}\right\} .
$$

In addition of being a hitting time of $\llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$, the boundary $B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$ is chosen such that the process remains in this set during some positive time after $T_{L,[\mathcal{S}, \overline{\mathcal{S}}]}$ if $\underline{\mathcal{S}}<\overline{\mathcal{S}}$. If $\underline{\mathcal{S}}=\overline{\mathcal{S}}$ then $B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])=\llbracket 1, L \rrbracket \times\{\underline{\mathcal{S}}\}$.

## B. 2 Proof of Lemma 3.2

Lemma 3.2 is a consequence of Lemma B. 2 below.
Lemma B.2. Let $L \in \mathbb{N}^{*}, \underline{\mathcal{S}}, \overline{\mathcal{S}}$ such that $\bar{s}_{L}<\underline{\mathcal{S}} \leqslant \overline{\mathcal{S}}<\bar{s}_{1}$, and let $(x, s) \in \llbracket 1, L \rrbracket \times\left[\bar{s}_{L}, \bar{s}_{1}\right]$,

1. if $s \leqslant \underline{\mathcal{S}}$, then for $\tau_{0}>\phi_{t}^{-1}(1, s, \underline{\mathcal{S}})$,

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) & \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right)} P_{d}(x, x-1, \delta) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right)} P_{d}(L, L-1, \delta)
\end{aligned}
$$

$$
\text { with } \delta:=\left(\tau_{0}-\phi_{t}^{-1}(1, s, \underline{\mathcal{S}})\right) \frac{D\left|\bar{s}_{1}-s\right|}{D\left|\bar{s}_{1}-s\right|+\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}
$$

2. if $s \geqslant \overline{\mathcal{S}}$, then for $\tau_{0}>\phi_{t}^{-1}(L, s, \overline{\mathcal{S}})$,

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) & \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right) L}\left(\mu\left(\bar{s}_{L}\right) / \mu\left(\bar{s}_{1}\right)\right)^{L-x} P_{b}(x, L-x, \delta) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right) L}\left(\mu\left(\bar{s}_{L}\right) / \mu\left(\bar{s}_{1}\right)\right)^{L-1} P_{b}(1, L-1, \delta)
\end{aligned}
$$

with $\delta:=\left(\tau_{0}-\phi_{t}^{-1}(L, s, \overline{\mathcal{S}})\right) \frac{D\left|\bar{s}_{L}-s\right|}{D\left|\bar{s}_{L}-s\right|+\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}} ;$
3. if $s \in(\underline{\mathcal{S}}, \overline{\mathcal{S}})$, then for $\tau_{0}>\phi_{t}^{-1}(1, s, \overline{\mathcal{S}}) \wedge \phi_{t}^{-1}(L, s, \underline{\mathcal{S}})=: t^{\star}$

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(T_{L,[\underline{\underline{s}}, \bar{s}]} \leqslant \tau_{0}\right) \geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta_{1}-\delta_{2}\right) L} \\
& \times\left(\mu\left(\bar{s}_{L}\right) / \mu\left(\bar{s}_{1}\right)\right)^{L-1} P_{d}\left(L, L-1, \delta_{1}\right) P_{b}\left(1, L-1, \delta_{2}\right)
\end{aligned}
$$

with $\delta_{1}:=\frac{\tau_{0}-t^{\star}}{2} \frac{D\left|\bar{s}_{1}-s\right|}{D\left|\bar{s}_{1}-s\right|+\max \left\{D \sin _{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}$ and $\delta_{2}:=\frac{\tau_{0}-t^{\star}}{2} \frac{D\left|\bar{s}_{L}-s\right|}{D\left|\bar{s}_{L}-s\right|+\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}$.

Proof of Lemma 3.2. Let $(y, r) \in K$ and let us define $\mathcal{\mathcal { S }}:=\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \overline{\mathcal{S}}:=\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)$ if $r \leqslant \bar{s}_{y}$ and $\overline{\mathcal{S}}:=\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \underline{\mathcal{S}}:=\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)$ if $r \geqslant \bar{s}_{y}$. Then $T_{\mathcal{E}_{\mathscr{y}, r}}=T_{L_{K},[\underline{\mathcal{S}}, \overline{\mathcal{S}}]}$. From Lemma A. 7 1 1 and Remark A. 8 , we have $\left|r-\phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right| \leqslant \frac{\varepsilon}{4} \max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) y\right\}$, then the condition

$$
\varepsilon \leqslant \frac{4 \min \left\{\bar{s}_{1}-S_{K}, s_{K}-\bar{s}_{L_{K}}\right\} D\left(\tau_{0}-t_{\min }\right) / 2}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}\left(1+D\left(\tau_{0}-t_{\min }\right) / 2\right)}
$$

implies that, for $r \in\left[s_{K}, S_{K}\right] \subset\left[\bar{s}_{L_{K}}, \bar{s}_{1}\right]$ and $y \in \llbracket 1, L_{K} \rrbracket$,

$$
\begin{equation*}
\mathrm{s} \leqslant \phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right) \leqslant \mathcal{S} \tag{43}
\end{equation*}
$$

with $\mathrm{s}:=s_{K}-\frac{\left(s_{K}-\bar{s}_{L_{K}}\right) D\left(\tau_{0}-t_{\text {min }}\right) / 2}{1+D\left(\tau_{0}-t_{\min }\right) / 2}$ and $\mathcal{S}:=S_{K}+\frac{\left(\bar{s}_{1}-S_{K}\right) D\left(\tau_{0}-t_{\min }\right) / 2}{1+D\left(\tau_{0}-t_{\min }\right) / 2}$.
In addition, since $\bar{s}_{L_{K}}<\mathrm{s} \leqslant s_{K} \leqslant S_{K} \leqslant \mathcal{S}<\bar{s}_{1}$, from Corollary A.4 and Lemma A.6,

$$
\begin{align*}
\phi_{\mathrm{t}}^{-1}\left(1, s_{K}, \mathcal{S}\right) & =\phi_{\mathrm{t}}^{-1}\left(1, s_{K}, S_{K}\right)+\phi_{\mathrm{t}}^{-1}\left(1, S_{K}, \mathcal{S}\right)  \tag{44}\\
& \leqslant t_{\min }+\frac{\mathcal{S}-S_{K}}{D\left|\bar{s}_{1}-\mathcal{S}\right|}=\tau_{0}-\frac{\tau_{0}-t_{\min }}{2}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{\mathrm{t}}^{-1}\left(L_{K}, S_{K}, \mathbf{s}\right) & =\phi_{\mathrm{t}}^{-1}\left(L_{K}, S_{K}, s_{K}\right)+\phi_{\mathrm{t}}^{-1}\left(L_{K}, s_{K}, \mathbf{s}\right)  \tag{45}\\
& \leqslant t_{\min }+\frac{s_{K}-\mathbf{s}}{D\left|\mathbf{s}-\bar{s}_{L_{K}}\right|}=\tau_{0}-\frac{\tau_{0}-t_{\min }}{2} .
\end{align*}
$$

Let set $\delta_{1}:=\frac{\tau_{0}-t_{\text {min }}}{2} \frac{D\left|\bar{s}_{1}-s\right|}{D\left|\bar{s}_{1}-s\right|+\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}}$ and $\delta_{2}:=\frac{\tau_{0}-t_{\text {min }}}{2} \frac{D\left|\bar{s}_{L_{K}}-s\right|}{D\left|\bar{s}_{L_{K}}-s\right|+\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}}$. From (43) $\mathcal{S}$ or $\overline{\mathcal{S}}$ (or both) belongs to $[\mathrm{s}, \mathcal{S}]$, hence for $(x, s) \in K$, we have three cases.

1. If $s \leqslant \underline{\mathcal{S}}$, then $\underline{\mathcal{S}} \leqslant \mathcal{S}$, from Corollary A.4 and from (44)

$$
\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \underline{\mathcal{S}}) \geqslant \tau_{0}-\phi_{\mathrm{t}}^{-1}\left(1, s_{K}, \mathcal{S}\right) \geqslant \frac{\tau_{0}-t_{\min }}{2}>0
$$

then from Lemma B.2 -1 and Remark B.1,

$$
\mathbb{P}_{(x, s)}\left(T_{\mathcal{E}_{y, r}} \leqslant \tau_{0}\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta_{1}\right)} P_{d}\left(L_{K}, L_{K}-1, \delta_{1}\right) ;
$$

2. If $s \geqslant \overline{\mathcal{S}}$, then $\overline{\mathcal{S}} \geqslant \mathrm{s}$, from Corollary A.4 and (45),

$$
\tau_{0}-\phi_{\mathrm{t}}^{-1}\left(L_{K}, s, \overline{\mathcal{S}}\right) \geqslant \tau_{0}-\phi_{\mathrm{t}}^{-1}\left(L_{K}, S_{K}, \mathbf{s}\right) \geqslant \frac{\tau_{0}-t_{\mathrm{min}}}{2}>0
$$

then from Lemma B. $2-2$ and Remark B.1.

$$
\mathbb{P}_{(x, s)}\left(T_{\mathcal{E}_{y, r}^{\varepsilon}} \leqslant \tau_{0}\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta_{2}\right) L_{K}}\left(\frac{\mu\left(\bar{s}_{L_{K}}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L_{K}-1} P_{b}\left(1, L_{K}-1, \delta_{2}\right) ;
$$

3. If $s \in(\underline{\mathcal{S}}, \overline{\mathcal{S}})$, then $\underline{\mathcal{S}}$ or $\overline{\mathcal{S}}$ belongs to $[\mathbf{s}, \mathcal{S}$ ], and at least one of both conditions $\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \underline{\mathcal{S}}) \geqslant \frac{\tau_{0}-t_{\text {min }}}{2}>0$ or $\tau_{0}-\phi_{\mathrm{t}}^{-1}\left(L_{K}, s, \overline{\mathcal{S}}\right) \geqslant \frac{\tau_{0}-t_{\text {min }}}{2}>0$ is satisfied. We then deduce from Lemma B. 243 and Remark B. 1 that

$$
\begin{gathered}
\mathbb{P}_{(x, s)}\left(T_{\mathcal{E}_{\mathcal{y}, r}} \leqslant \tau_{0}\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\frac{\delta_{1}+\delta_{2}}{2}\right) L_{K}} P_{d}\left(L_{K}, L_{K}-1, \frac{\delta_{1}}{2}\right) \\
\times\left(\frac{\mu\left(\bar{s}_{L_{K}}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L_{K}-1} P_{b}\left(1, L_{K}-1, \frac{\delta_{2}}{2}\right)
\end{gathered}
$$

Finally Lemma 3.2 holds with

$$
\begin{aligned}
C_{1}^{\tau_{0}}:= & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\min \left\{\delta_{1}, \delta_{2}\right\}\right) L_{K}} \\
& \times P_{d}\left(L_{K}, L_{K}-1, \frac{\delta_{1}}{2}\right)\left(\frac{\mu\left(\bar{s}_{L_{K}}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L_{K}-1} P_{b}\left(1, L_{K}-1, \frac{\delta_{2}}{2}\right) .
\end{aligned}
$$

Proof of Lemma B.2. Proof of Item1. If $s \leqslant \mathcal{S}$, we will prove that one way for the process to reach $B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$ before $\tau_{0}$ is if the population jumps from $x$ to 1 by $x-1$ successive washout events during the time duration $\delta:=\left(\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \underline{\mathcal{S}})\right) \frac{D\left|\overline{s_{1}}-s\right|}{D\left|\bar{s}_{1}-s\right|+\max \left\{D \sin ^{2}, k \mu\left(\bar{s}_{1}\right) L\right\}}$ and if then no event occurs during the time duration $\tau_{0}-\delta$. The main arguments of the proof are the following: we will see that during the time duration $\delta$, the substrate concentration remains greater than or equal to $s-\delta \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}$ and that $\delta$ is chosen such that

$$
\phi_{\mathrm{t}}^{-1}\left(1, s-\delta \max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}, \underline{\mathcal{S}}\right) \leqslant \tau_{0}-\delta
$$

that is the remaining time after the successive washout events is enough for the substrate process to reach $\underline{\mathcal{S}}$.

- if $x=1$ and $s_{0} \in\left[s-\delta \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}, \underline{\mathcal{S}}\right]$, from Lemma A. 9 we have

$$
\begin{aligned}
\mathbb{P}_{\left(1, s_{0}\right)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\delta\right) & \left.\geqslant \mathbb{P}_{\left(1, s_{0}\right)}\left(\left\{T_{L,[\mathcal{\mathcal { S }}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\delta\right)\right\} \cap\left\{T_{1}>\tau_{0}-\delta\right\}\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right)} \mathbb{P}_{\left(1, s_{0}\right)}\left(T_{L,[\mathcal{S},, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\delta \mid T_{1}>\tau_{0}-\delta\right)
\end{aligned}
$$

Moreover, from Lemma A. 6

$$
\phi_{\mathrm{t}}^{-1}\left(1, s-\delta \max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}, s\right) \leqslant \frac{\delta \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}{D\left|\bar{s}_{1}-s\right|}=T
$$

with $T=\left(\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \underline{\mathcal{S}})\right) \frac{\max \left\{D \sin ^{\sin }, k \mu\left(\bar{s}_{1}\right) L\right\}}{D\left|\bar{s}_{1}-s\right|+\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}$. Then from Corollary A.4,

$$
\begin{aligned}
\phi_{\mathrm{t}}^{-1}\left(1, s_{0}, \underline{\mathcal{S}}\right)= & \phi_{\mathrm{t}}^{-1}\left(1, s-\delta \max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}, \underline{\mathcal{S}}\right) \\
& \quad-\phi_{\mathrm{t}}^{-1}\left(1, s-\delta \max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}, s_{0}\right) \\
\leqslant & \phi_{\mathrm{t}}^{-1}\left(1, s-\delta \max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}, s\right)+\phi_{\mathrm{t}}^{-1}(1, s, \underline{\mathcal{S}}) \\
\leqslant & T+\phi_{\mathrm{t}}^{-1}(1, s, \underline{\mathcal{S}})=\tau_{0}-\delta .
\end{aligned}
$$

Then, since from Lemma A. $3 t \mapsto \phi\left(1, s_{0}, t\right)$ is increasing,

$$
\phi\left(1, s_{0}, \tau_{0}-\delta\right) \geqslant \phi\left(1, s_{0}, \phi_{\mathrm{t}}^{-1}\left(1, s_{0}, \underline{\mathcal{S}}\right)\right)=\underline{\mathcal{S}} .
$$

On the event $\left\{\left(X_{0}, S_{0}\right)=\left(1, s_{0}\right), T_{1}>\tau_{0}-\delta\right\}$, we then have $S_{\tau_{0}-\delta} \geqslant \underline{\mathcal{S}}$ a.s. Since $\left(S_{t}\right)_{t \geqslant 0}$ is a continuous process, from the intermediate value theorem, $\left(S_{t}\right)_{t \geqslant 0}$ reaches $\underline{\mathcal{S}}$ in the time interval $\left[0, \tau_{0}-\delta\right]$. Moreover, since $\underline{\mathcal{S}}<\bar{s}_{1}$ then

$$
\mathbb{P}_{\left(1, s_{0}\right)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\delta \mid T_{1}>\tau_{0}-\delta\right)=1
$$

and therefore

$$
\begin{equation*}
\mathbb{P}_{\left(1, s_{0}\right)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\delta\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right)} . \tag{46}
\end{equation*}
$$

Since $\mathbb{P}_{(1, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) \geqslant \mathbb{P}_{(1, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\delta\right)$, taking $s_{0}=s$ leads to the result.

- if $x>1$, from Lemma A.9,

$$
\begin{array}{r}
\mathbb{P}_{(x, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) \geqslant \int_{0}^{\delta} \int_{u_{1}}^{\delta} \cdots \int_{u_{x-2}}^{\delta}\left(\prod_{k=2}^{x} D k\right) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(x u_{1}+\sum_{i=1}^{x-2}(x-i)\left(u_{i+1}-u_{i}\right)\right)} \\
\mathbb{P}_{(x, s)}\left(T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-1}\right)\right) \mathrm{d} u_{x-1} \cdots \mathrm{~d} u_{1}
\end{array}
$$

On the one hand, on the event $\mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-1}\right) \cap\left\{\left(X_{0}, S_{0}\right)=(x, s)\right\}$, with $u_{x-1} \leqslant \delta$, the substrate concentration at time $u_{x-1}$ verifies

$$
\left.S_{u_{x-1}}=\Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-2}, u_{x-1}\right)\right) \geqslant s-\delta \max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\},
$$

where we recall that $\Psi$ was defined by (42). Indeed, we more generally have that, for all $t \in[0, \delta]$,

$$
S_{t}=s+\int_{0}^{t}\left(D\left(\mathbf{s}_{\mathrm{in}}-S_{u}\right)-k \mu\left(S_{u}\right) X_{u}\right) \mathrm{d} u \geqslant s-\delta k \mu\left(\bar{s}_{1}\right) L .
$$

On the other hand, at the end of the washout phase, either $S_{u_{x-1}} \geqslant \underline{\mathcal{S}}$ and then $T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]}<u_{x-1} \leqslant \tau_{0}$ or $S_{u_{x-1}}<\underline{\mathcal{S}}$ and then $T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \geqslant u_{x-1}$. Applying the Markov Property as well as (46) in the last case, we obtain

$$
\begin{aligned}
\mathbb{P}_{(x, s)} & \left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-1}\right)\right) \\
= & \mathbf{1}_{\left.\left\{\Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-2}, u_{x-1}\right)\right) \geqslant \underline{\mathcal{S}}\right\}} \\
& +\mathbf{1}_{\left.\left\{\Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-2}, u_{x-1}\right)\right)<\underline{\mathcal{S}}\right\}} \\
& \times \mathbb{P}_{\left(1, \Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-2}, u_{x-1}\right)\right)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-u_{x-1}\right) \\
\geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right)}
\end{aligned}
$$

and then

$$
\begin{equation*}
\mathbb{P}_{(x, s)}\left(T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right)} P_{d}(x, x-1, \delta) . \tag{47}
\end{equation*}
$$

Proof of Item 2. If $s \geqslant \overline{\mathcal{S}}$, one way for the process to reach $B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$ before $\tau_{0}$ is if the population jumps from $x$ to $L$ by $L-x$ successive division events during the time duration $\delta:=\left(\tau_{0}-\phi_{\mathrm{t}}^{-1}(L, s, \overline{\mathcal{S}})\right) \frac{D\left|\bar{s}_{L}-s\right|}{D\left|\bar{s}_{L}-s\right|+\max \left\{D \mathrm{sin}^{2}, k \mu\left(\bar{s}_{1}\right) L\right\}}$ and if then no event occurs during the time duration $\tau_{0}-\delta$. We omit the details of the proof which is exactly the same as for the case $s \leqslant \underline{\mathcal{S}}$ and leads to

- if $x=L$, for all $s_{0} \in\left[\overline{\mathcal{S}}, s+\delta \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}\right]$

$$
\mathbb{P}_{\left(L, s_{0}\right)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) \geqslant \mathbb{P}_{\left(L, s_{0}\right)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\delta\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right) L}
$$

- if $x<L$, remarking that $\Psi\left(x, s,\left(u_{i}, x+i\right)_{1 \leqslant i \leqslant k-1}, u_{k}\right) \geqslant \bar{s}_{L}$ for all $1 \leqslant k \leqslant L-x$ in the term below, since $\mu$ is increasing

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(T_{L,[\underline{S}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) \geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right) L} \\
& \times \int_{0}^{\delta} \int_{u_{1}}^{\delta} \cdots \int_{u_{L-x-1}}^{\delta} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(x u_{1}+\sum_{i=1}^{L-x-1}(x+i)\left(u_{i+1}-u_{i}\right)\right)} \\
& \quad \times\left(\prod_{k=1}^{L-x} \mu\left(\Psi\left(x, s,\left(u_{i}, x+i\right)_{1 \leqslant i \leqslant k-1}, u_{k}\right)\right)(x+k-1)\right) \\
& \quad \times \mathrm{d} u_{L-x} \ldots \mathrm{~d} u_{1} \\
\geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta\right) L}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-x} P_{b}(x, L-x, \delta) .
\end{aligned}
$$

Proof of Item 3. If $s \in(\underline{\mathcal{S}}, \overline{\mathcal{S}})$, in order that the process reaches $B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$, it is necessary for the process $\left(S_{t}\right)_{t \geqslant 0}$ to exit $[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$ and come back to this set.

If $\tau_{0}>\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})$, we will bound from below the probability that the process exits $(\underline{\mathcal{S}}, \overline{\mathcal{S}})$ by the bound $\overline{\mathcal{S}}$, at time $T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]}$ (that is we also impose that the bacterial population is in $\llbracket 1, L \rrbracket$ at this exit time) before the time $\tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}$ and then comes back to $[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$ during the time interval $\left(T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]}, \tau_{0}\right]$. We obtain

$$
\left.\begin{array}{l}
\mathbb{P}_{(x, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) \\
\geqslant
\end{array} \mathbb{P}_{(x, s)}\left(\left\{T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right\} \cap\left\{T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right\}\right) .\right) .
$$

On the one hand, since $\tau_{0}>\tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}>\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})$, from Lemma B.2 1 we have

$$
\begin{align*}
& \mathbb{P}_{(x, s)}\left(T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathbf{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right) \\
& \quad \geqslant e^{-\left(D+\mu\left(\overline{\mathcal{s}}_{1}\right)\right)\left(\tau_{0}-\frac{\tau_{0}-\phi_{t}^{-1}(1, s, \overline{\mathcal{S}})}{2}-\delta_{1}\right)} P_{d}\left(x, x-1, \delta_{1}\right) \tag{49}
\end{align*}
$$

with $\delta_{1}:=\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2} \frac{D\left|\overline{\bar{s}}_{1}-s\right|}{D\left|\overline{\bar{s}}_{1}-s\right|+\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}$.
 then by the law of total probability

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}\left(T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \left\lvert\, T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right.\right) \\
& =\sum_{i=1}^{L} \mathbb{P}_{(x, s)}\left(T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \left\lvert\, T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right., X_{T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]}}=i\right) \\
& \quad \times \mathbb{P}_{(x, s)}\left(X_{\left.T_{L, \overline{\mathcal{S}}, \overline{\mathcal{S}}]}=i \left\lvert\, T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right.\right) .} .\right.
\end{aligned}
$$

Set $A_{i}:=\left\{T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}, X_{\left.T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]}=i\right\} \text {, the Markov property entails now }}\right.$

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \mid A_{i}\right) \\
& \geqslant \mathbb{P}_{(x, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \mid A_{i}, T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant T_{L,[\mathcal{\mathcal { S }}, \overline{\mathcal{S}}]}\right) \mathbb{P}_{(x, s)}\left(T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant T_{L,[\mathcal{\mathcal { S }}, \overline{\mathcal{S}}]} \mid A_{i}\right) \\
& +\mathbb{P}_{(x, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \mid A_{i}, T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]}>T_{L,[\mathcal{S}, \overline{\mathcal{S}}]}\right) \mathbb{P}_{(x, s)}\left(T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]}>T_{L,[\mathcal{\mathcal { S }}, \overline{\mathcal{S}}]} \mid A_{i}\right) \\
& \geqslant \mathbb{P}_{(i, \overline{\mathcal{S}})}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right) \mathbb{P}_{(x, s)}\left(T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \mid A_{i}\right) \\
& +1 \times \mathbb{P}_{(x, s)}\left(T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]}>T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \mid A_{i}\right) \\
& \geqslant \mathbb{P}_{(i, \overline{\mathcal{S}})}\left(T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \leqslant \frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right) .
\end{aligned}
$$

In addition, for all $i \in \llbracket 1, L \rrbracket$, from Lemma B.2.2 applied to $\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}>0=\phi_{\mathbf{t}}^{-1}(L, \overline{\mathcal{S}}, \overline{\mathcal{S}})$,

$$
\begin{aligned}
& \mathbb{P}_{(i, \overline{\mathcal{S}})}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right) \\
& \quad \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}-\delta_{2}\right) L}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, \delta_{2}\right)
\end{aligned}
$$

with $\delta_{2}:=\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2} \frac{D\left|\bar{s}_{L}-s\right|}{D\left|\bar{s}_{L}-s\right|+\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}$. Therefore

$$
\begin{align*}
\mathbb{P}_{(x, s)}\left(T_{L,[\mathcal{S}, \overline{\mathcal{S}}]} \leqslant\right. & \left.\tau_{0} \left\lvert\, T_{L,[\overline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}\right.\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})}{2}-\delta_{2}\right) L}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, \delta_{2}\right) \tag{50}
\end{align*}
$$

Finally, from (48), 49) and (50)

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(T_{L,[\underline{S}, \bar{s}]} \leqslant \tau_{0}\right) \geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\frac{\tau_{0}-\phi_{t}^{-1}(1, s, \overline{\mathcal{S}})}{2}-\delta_{1}\right)} P_{d}\left(x, x-1, \delta_{1}\right) \\
& \quad \times e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\frac{\tau_{0}-\phi_{t}^{-1}(1, s, \overline{\mathcal{S}})}{2}-\delta_{2}\right) L}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, \delta_{2}\right) \\
\geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\tau_{0}-\delta_{1}-\delta_{2}\right) L} P_{d}\left(L, L-1, \delta_{1}\right)\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, \delta_{2}\right) .
\end{aligned}
$$

If $\tau_{0}>\phi_{\mathrm{t}}^{-1}(L, s, \underline{\mathcal{S}})$, we can bound from below the probability that the substrate process exits $(\underline{\mathcal{S}}, \overline{\mathcal{S}})$ by the bound $\underline{\mathcal{S}}$, at time $T_{L,[\mathcal{S}, \mathcal{S}]}$ before the time $\tau_{0}-\frac{\tau_{0}-\phi_{t}^{-1}(L, s, \mathcal{S})}{2}$ and
then comes back to $[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$ during the time interval $\left(T_{L,[\mathcal{S}, \mathcal{S}]}, \tau_{0}\right]$. In the same way as for $\tau_{0}>\phi_{\mathrm{t}}^{-1}(1, s, \overline{\mathcal{S}})$, we obtain

$$
\begin{aligned}
\mathbb{P}_{(x, s)} & \left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0}\right) \\
\geqslant & \mathbb{P}_{(x, s)}\left(T_{L,[\mathcal{S}, \underline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(L, s, \underline{\mathcal{S}})}{2}\right) \\
& \times \mathbb{P}_{(x, s)}\left(T_{L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}]} \leqslant \tau_{0} \left\lvert\, T_{L,[\mathcal{S}, \underline{\mathcal{S}}]} \leqslant \tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(L, s, \underline{\mathcal{S}})}{2}\right.\right) \\
\geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)}\left(\tau_{0}-\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(L, s, \underline{\mathcal{S}})}{2}-\delta_{2}\right) L \\
& \left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-x} P_{b}\left(x, L-x, \delta_{2}\right) \\
\geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(L, s, \underline{\mathcal{S}})}{2}-\delta_{1}\right)} P_{d}\left(L, L-1, \delta_{1}\right) \\
&
\end{aligned}
$$

with $\delta_{1}:=\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(L, s, \mathcal{\mathcal { S }})}{2} \frac{D\left|\bar{s}_{1}-s\right|}{D\left|\bar{s}_{1}-s\right|+\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}$ and $\delta_{2}:=\frac{\tau_{0}-\phi_{\mathrm{t}}^{-1}(L, s, \underline{\mathcal{S}})}{2} \frac{D\left|\bar{s}_{L}-s\right|}{D\left|\bar{s}_{L}-s\right|+\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}$.

## B. 3 Proof of Lemma 3.3

Assuming $0<\varepsilon \leqslant \frac{3 \min \left\{s_{K}-\bar{s}_{L_{K}}, \bar{s}_{1}-S_{K}\right\}}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L_{K}\right\}}$ ensures that $\left[\phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right), \phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right] \subset\left[\bar{s}_{L_{K}}, \bar{s}_{1}\right]$ from Lemma A.71 and Remark A.8. Moreover, remarking that,

$$
\phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right)=\phi_{\mathrm{s}_{0}}^{-1}\left(y, \phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right), \frac{\varepsilon}{3}-\frac{\varepsilon}{4}\right),
$$

from Lemma A.7.2 we have

$$
\begin{aligned}
\left|\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{3}\right)-\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)\right| & \geqslant D\left|\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)-\bar{s}_{y}\right| \frac{\varepsilon}{12} \\
& =D\left(\left|\phi_{s_{0}}^{-1}\left(y, r, \frac{\varepsilon}{4}\right)-r\right|+\left|r-\bar{s}_{y}\right|\right) \frac{\varepsilon}{12} \\
& \geqslant D\left(D \frac{\varepsilon}{4}+1\right)\left|r-\bar{s}_{y}\right| \frac{\varepsilon}{12} .
\end{aligned}
$$

Lemma 3.3 is then a consequence of Lemma B.3 below with $\beta=D\left(D \frac{\varepsilon}{4}+1\right) \delta \frac{\varepsilon}{12}$. Lemma B.3 states that the probability that the process stays in an interval can be bounded from below by a constant which only depends on the interval length.

Lemma B.3. Let $\beta>0, L \in \mathbb{N}^{*}$ and $T>0$. Then there exists $C_{B .3}>0$ such that for all $\underline{\mathcal{S}}$ and $\overline{\mathcal{S}}$ such that $\bar{s}_{L} \leqslant \underline{\mathcal{S}}<\overline{\mathcal{S}} \leqslant \bar{s}_{1}$ and $\overline{\mathcal{S}}-\underline{\mathcal{S}}=\beta$, for all $(x, s) \in B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$,

$$
\mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \geqslant q_{\underline{B .3}} .
$$

Proof. Let $\ell:=\max \left\{l \in \mathbb{N}^{*}\right.$ such that $\left.\bar{s}_{l} \geqslant \underline{\mathcal{S}}\right\}$, and let $s_{1}$ and $s_{2}$ such that $\underline{\mathcal{S}}<s_{1}<s_{2}<$ $\overline{\mathcal{S}}$. Note that, from Lemma A.2, $1 \leqslant \ell \leqslant L-1$. We aim to show that Inequalities (51)
and (52) below hold. Namely, if $\bar{s}_{\ell} \in[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$, then

$$
\begin{align*}
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
& \quad \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T} \min \left\{P_{d}\left(L, L-1, t_{\overline{\mathcal{S}}-\underline{\mathcal{S}}}\right) ;\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, t_{\overline{\mathcal{S}}-\underline{\mathcal{S}}}\right)\right\} \tag{51}
\end{align*}
$$

with $t_{\overline{\mathcal{S}}-\underline{\mathcal{S}}}=|\overline{\mathcal{S}}-\underline{\mathcal{S}}| / \max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}$ and if $\bar{s}_{\ell} \notin[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$, then

$$
\begin{align*}
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
& \quad \geqslant C^{\left\lfloor\frac{T}{\gamma}\right\rfloor+1} \min \left\{P_{d}\left(L, L-1, t_{1}\right) ;\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, t_{2}\right)\right\} \tag{52}
\end{align*}
$$

where the preceding constants are defined by

$$
\begin{aligned}
C= & \frac{\mu\left(\bar{s}_{L}\right) D}{\left(D+\mu\left(\bar{s}_{1}\right)\right)^{2}} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell \phi_{\mathrm{t}}^{-1}\left(\ell, \underline{\mathcal{S}}, s_{2}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) \phi_{\mathrm{t}}^{-1}\left(\ell+1, \overline{\mathcal{S}}_{\left., s_{1}\right)}\right.} \\
& \times\left[1-e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell \phi_{\mathrm{t}}^{-1}\left(\ell, s_{2}, \overline{\mathcal{S}}\right)}\right]\left[1-e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) \phi_{\mathrm{t}}^{-1}\left(\ell+1, s_{1}, \underline{\mathcal{S}}\right)}\right]
\end{aligned}
$$

and

$$
\begin{gathered}
\gamma=\phi_{\mathrm{t}}^{-1}\left(\ell, s_{1}, s_{2}\right)+\phi_{\mathrm{t}}^{-1}\left(\ell+1, s_{2}, s_{1}\right) \\
t_{1}=\frac{\left|\overline{\mathcal{S}}-s_{2}\right|}{\max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}} ; \quad t_{2}=\frac{\left|s_{1}-\underline{\mathcal{S}}\right|}{\max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}
\end{gathered}
$$

Remarking that, if $\bar{s}_{\ell} \notin[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$, then $\left|\bar{s}_{\ell}-s_{2}\right| \geqslant\left|\overline{\mathcal{S}}-s_{2}\right|$ and $\left|s_{1}-\bar{s}_{\ell+1}\right| \geqslant\left|s_{1}-\underline{\mathcal{S}}\right|$, we obtain from Lemma A.6, remarking in addition that in this case $1 \leqslant \ell \leqslant L-1$,
$C \geqslant \frac{\mu\left(\bar{s}_{L}\right) D}{\left(D+\mu\left(\bar{s}_{1}\right)\right)^{2}} e^{-\frac{D+\mu\left(\bar{s}_{1}\right)}{D} L\left(\frac{s_{2}-\underline{\mathcal{S}}}{\mathcal{S}-s_{2}}+\frac{\overline{\mathcal{S}}-s_{1}}{s_{1}-\underline{\mathcal{S}}}\right)}\left[1-e^{-\frac{\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(\overline{\mathcal{S}}-s_{2}\right)}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}}\right]\left[1-e^{-\frac{\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(s_{1}-\mathcal{S}\right)}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}}\right]$
and

$$
\gamma \geqslant \frac{2\left|s_{2}-s_{1}\right|}{\max \left\{D \mathbf{s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}
$$

In particular, choosing $s_{1}=\underline{\mathcal{S}}+(\overline{\mathcal{S}}-\underline{\mathcal{S}}) / 4$ and $s_{2}=\underline{\mathcal{S}}+3(\overline{\mathcal{S}}-\underline{\mathcal{S}}) / 4$, Lemma B. 3 holds with

$$
\begin{aligned}
C_{\overline{B .3}}= & \min \left\{\left(\frac{\mu\left(\bar{s}_{L}\right) D}{\left(D+\mu\left(\bar{s}_{1}\right)\right)^{2}} e^{-6 \frac{D+\mu\left(\bar{s}_{1}\right)}{D} L}\left[1-e^{-\frac{\left(D+\mu\left(\bar{s}_{1}\right)\right) \beta}{4 \max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}}\right]^{2}\right)^{\frac{\max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\} T}{\beta}+1}\right. \\
& \left.e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T}\right\} \\
& \times \min \left\{P _ { d } \left(L, L-1, \underline{(\overline{B .3}) ;\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}(1, L-1,(\overline{\boxed{B .3})}\}}\right.\right.
\end{aligned}
$$

$$
>0
$$

with $t_{B .3}=\beta /\left(4 \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}\right)$.
So let us prove, first, that if $\bar{s}_{\ell} \in[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$ then (51) holds and, second, that if $\bar{s}_{\ell} \notin[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$ then (52) holds. To prove (52), we first show that $C^{\left\lfloor\frac{T}{\gamma}\right\rfloor+1}$ is a lower bound for $x=\ell$ and $s<s_{1}$ (including $(x, s)=(\bar{\ell}, \underline{\mathcal{S}})$ ) and for $x=\ell+1$ and $s>s_{2}$ (including $(x, s)=(\ell+1, \overline{\mathcal{S}})$ ); we then deduce the result for $x \neq \ell$ and $s=\underline{\mathcal{S}}$ and for $x \neq \ell+1$ and $s=\overline{\mathcal{S}}$, with $(x, s) \in B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$ reaching one of both previous cases by successive washout or division events; then leading to (52) for any possible initial condition in $B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$.

If $\bar{s}_{\ell} \in[\underline{\mathcal{S}}, \overline{\mathcal{S}}]:$

- If $x=\ell$ : If no event occurs during $[0, T]$, then by Lemma A.3, for all $s_{0} \in[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$, the process starting from $\left(\ell, s_{0}\right)$ stays in $\{\ell\} \times\left[s_{0}, \bar{s}_{\ell}\right] \subset\{\ell\} \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$. Hence,

$$
\begin{align*}
\mathbb{P}_{\left(\ell, s_{0}\right)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) & \geqslant \mathbb{P}_{\left(\ell, s_{0}\right)}\left(T_{1} \geqslant T\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell T} \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T} . \tag{53}
\end{align*}
$$

- If $x>\ell$ : From Lemma A.9,

$$
\begin{aligned}
\mathbb{P}_{(x, s)}( & \left.\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
\geqslant & \int_{0}^{t \overline{\mathcal{S}}-\underline{\mathcal{s}}} \int_{u_{1}}^{t t_{\overline{\mathcal{S}}}} \cdots \int_{u_{x-\ell-1}}^{t \overline{\mathcal{S}}-\underline{\mathcal{S}}}\left(\prod_{k=\ell+1}^{x} D k\right) e^{-\left(D+\mu\left(\overline{\mathcal{S}}_{1}\right)\right)\left(x u_{1}+\sum_{i=1}^{x-\ell-1}(x-i)\left(u_{i+1}-u_{i}\right)\right)} \\
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T] \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-\ell)}\right)\right. \\
& \mathrm{d} u_{x-\ell} \ldots \mathrm{d} u_{2} \mathrm{~d} u_{1} .
\end{aligned}
$$

Since $(x, s) \in B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$, we easily check from Lemma A. 6 that, on the event $\left\{\left(X_{0}, S_{0}\right)=(x, s)\right\} \cap \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-\ell}\right)$, the process $\left(X_{t}, S_{t}\right)_{0 \leqslant t \leqslant u_{x-\ell}}$ stays in $\llbracket 1, L \rrbracket \times$ [ $\mathcal{S}, \mathcal{S}$ ] for $u_{x-\ell} \leqslant t_{\overline{\mathcal{S}}-\mathcal{S}}$. By the Markov property and (53) we then obtain, for $s_{0}=\Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-\ell-1}, u_{x-\ell}\right) \in[\underline{\mathcal{S}}, \overline{\mathcal{S}}]:$

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T] \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-\ell}\right)\right) \\
& \quad=\mathbb{P}_{\left(\ell, s_{0}\right)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in\left[0,\left(T-u_{x-\ell}\right) \vee 0\right]\right) \\
& \quad \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T},
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) & \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T} P_{d}\left(x, x-\ell, t_{\overline{\mathcal{S}}-\underline{\mathcal{S}}}\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T} P_{d}\left(L, L-1, t_{\overline{\mathcal{S}}-\underline{\mathcal{S}}}\right) .
\end{aligned}
$$

- If $x<\ell$ : in the same way, replacing the washouts event condition $\mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-\ell}\right)$ by the divisions event condition $\mathcal{E}_{B}\left(u_{1}, \ldots, u_{\ell-x}\right)$ in the previous case, we obtain

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
& \quad \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{\ell-x} P_{b}\left(x, \ell-x, t_{\overline{\mathcal{S}}-\underline{\mathcal{S}}}\right) \\
& \quad \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L T}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, t_{\overline{\mathcal{S}}-\underline{\mathcal{S}}}\right)
\end{aligned}
$$

and then (51) holds.

If $\bar{s}_{\ell} \notin[\underline{\mathcal{S}}, \overline{\mathcal{S}}]: \quad$ By definition, $\ell$ is such that $\bar{s}_{\ell}>\overline{\mathcal{S}}$ and $\bar{s}_{\ell+1}<\underline{\mathcal{S}}$. Note that throughout this part of the proof, we will use the following properties (see Corollary A.4): for all $\underline{\mathcal{S}} \leqslant r_{0} \leqslant r_{1} \leqslant r_{2} \leqslant \overline{\mathcal{S}}$,

$$
\phi_{\mathrm{t}}^{-1}\left(\ell, r_{0}, r_{1}\right) \leqslant \phi_{\mathrm{t}}^{-1}\left(\ell, r_{0}, r_{2}\right)<+\infty, \quad \phi_{\mathrm{t}}^{-1}\left(\ell+1, r_{1}, r_{0}\right) \leqslant \phi_{\mathrm{t}}^{-1}\left(\ell+1, r_{2}, r_{0}\right)<+\infty .
$$

- If $x=\ell$ and $\underline{\mathcal{S}} \leqslant s \leqslant s_{1}$ : We prove that

$$
\begin{equation*}
\mathbb{P}_{(\ell, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \geqslant C^{\left.\frac{T}{\gamma}\right\rfloor+1} . \tag{54}
\end{equation*}
$$

One way for the substrate concentration process $\left(S_{t}\right)_{t \in[0, T]}$ to stay in $[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$ is if the first event is a division and occurs at time $T_{1} \in\left[\phi_{\mathrm{t}}^{-1}\left(\ell, s, s_{2}\right), \phi_{\mathrm{t}}^{-1}(\ell, s, \overline{\mathcal{S}})\right)$, the second event is a washout and occurs at time $T_{2} \in\left[T_{1}+\phi_{\mathrm{t}}^{-1}\left(\ell+1, S_{T_{1}}, s_{1}\right), T_{1}+\right.$ $\phi_{\mathbf{t}}^{-1}\left(\ell+1, S_{T_{1}}, \underline{\mathcal{S}}\right)$ ) and if the process $\left(S_{t}\right)_{T_{2} \leqslant t \leqslant T \vee T_{2}}$ stays in $[\underline{\mathcal{S}}, \overline{\mathcal{S}}]$. In fact, we easily check that on this event

$$
\left(X_{t}, S_{t}\right) \in \begin{cases}\{\ell\} \times[s, \overline{\mathcal{S}}) & \text { if } 0 \leqslant t<T_{1} \\ \{\ell+1\} \times\left[s_{2}, \overline{\mathcal{S}}\right) & \text { if } t=T_{1} \\ \{\ell+1\} \times(\underline{\mathcal{S}}, \overline{\mathcal{S}}) & \text { if } T_{1} \leqslant t \leqslant T_{2}\end{cases}
$$

Therefore, from Lemma A. 9 and the Markov Property

$$
\begin{align*}
& \mathbb{P}_{(\ell, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
& \geqslant \mathbb{P}_{(\ell, s)}\left(\left\{X_{T_{1}}=\ell+1\right\} \cap\left\{\phi_{\mathrm{t}}^{-1}\left(\ell, s, s_{2}\right) \leqslant T_{1} \leqslant \phi_{\mathrm{t}}^{-1}(\ell, s, \overline{\mathcal{S}})\right\}\right. \\
& \\
& \cap\left\{X_{T_{2}}=\ell\right\} \cap\left\{\phi_{\mathrm{t}}^{-1}\left(\ell+1, S_{T_{1}}, s_{1}\right) \leqslant T_{2}-T_{1} \leqslant \phi_{\mathrm{t}}^{-1}\left(\ell+1, S_{T_{1}}, \underline{\mathcal{S}}\right)\right\} \\
& \left.\quad \cap\left\{\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right\}\right) \\
& \geqslant \mu\left(\bar{s}_{L}\right) \ell \int_{\phi_{\mathrm{t}}}^{\phi_{\mathrm{t}}^{-1}(\ell,(\ell, s, \overline{\mathcal{S}})} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell u_{1}} D(\ell+1) \int_{\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), s_{1}\right)}^{\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), \mathcal{S}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) u_{2}} \\
& \quad \mathbb{P}_{\left(\ell, \phi\left(\ell+1, \phi\left(\ell, s, u_{1}\right), u_{2}\right)\right)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in\left[0,\left(T-u_{1}-u_{2}\right) \vee 0\right]\right)  \tag{55}\\
& \quad \mathrm{d} u_{2} \mathrm{~d} u_{1} .
\end{align*}
$$

Assumption $s<s_{1}$ implies that $u_{1} \geqslant \phi_{\mathrm{t}}^{-1}\left(\ell, s_{1}, s_{2}\right)$, moreover $u_{1} \geqslant \phi_{\mathrm{t}}^{-1}\left(\ell, s, s_{2}\right)$ implies that $u_{2} \geqslant \phi_{\mathrm{t}}^{-1}\left(\ell+1, s_{2}, s_{1}\right)$. Hence $T-u_{1}-u_{2} \leqslant T-\gamma$. In addition, $u_{2} \in\left[\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), s_{1}\right), \phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), \underline{\mathcal{S}}\right)\right]$ implies that $\phi(\ell+$ $\left.1, \phi\left(\ell, s, u_{1}\right), u_{2}\right) \in\left[\mathcal{S}, s_{1}\right]$. Then, in order to obtain (54), by recurrence, it is sufficient to prove that

$$
\begin{align*}
& \mu\left(\bar{s}_{L}\right) \ell \int_{\phi_{\mathrm{t}}^{-1}\left(\ell, s, s_{2}\right)}^{\phi_{\mathrm{t}}^{-1}(\ell, s, \overline{\mathcal{S}})} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell u_{1}} D(\ell+1) \\
& \quad \times \int_{\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), s_{1}\right)}^{\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), \mathcal{S}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) u_{2}} \mathrm{~d} u_{2} \mathrm{~d} u_{1} \geqslant C . \tag{56}
\end{align*}
$$

Remarking that, from Corollary A.4, we have

$$
\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), \underline{\mathcal{S}}\right)-\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), s_{1}\right)=\phi_{\mathrm{t}}^{-1}\left(\ell+1, s_{1}, \underline{\mathcal{S}}\right)
$$

we then obtain

$$
\begin{aligned}
& D(\ell+1) \int_{\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), s_{1}\right)}^{\phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), \mathcal{S}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) u_{2}} \mathrm{~d} u_{2} \\
& =\frac{D}{D+\mu\left(\bar{s}_{1}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) \phi_{\mathrm{t}}^{-1}\left(\ell+1, \phi\left(\ell, s, u_{1}\right), s_{1}\right)}\left(1-e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) \phi_{\mathrm{t}}^{-1}\left(\ell+1, s_{1}, \underline{\mathcal{S}}\right)}\right) \\
& \geqslant \frac{D}{D+\mu\left(\bar{s}_{1}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) \phi_{\mathrm{t}}^{-1}\left(\ell+1, \overline{\mathcal{S}}, s_{1}\right)}\left(1-e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\ell+1) \phi_{\mathrm{t}}^{-1}\left(\ell+1, s_{1}, \underline{\mathcal{S}}\right)}\right) .
\end{aligned}
$$

In the same way,

$$
\begin{aligned}
& \mu\left(\bar{s}_{L}\right) \ell \int_{\phi_{\mathrm{t}}^{-1}\left(\ell, s, s_{2}\right)}^{\phi_{\mathrm{t}}^{-1}(\ell, s, \overline{\mathcal{S}})} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell u_{1}} \mathrm{~d} u_{1} \\
& \quad=\frac{\mu\left(\bar{s}_{L}\right)}{D+\mu\left(\bar{s}_{1}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell \phi_{\mathrm{t}}^{-1}\left(\ell, s, s_{2}\right)}\left(1-e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell \phi_{\mathrm{t}}^{-1}\left(\ell, s_{2}, \overline{\mathcal{S}}\right)}\right) \\
& \quad \geqslant \frac{\mu\left(\bar{s}_{L}\right)}{D+\mu\left(\bar{s}_{1}\right)} e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell \phi_{\mathrm{t}}^{-1}\left(\ell, \underline{\mathcal{S}}, s_{2}\right)}\left(1-e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) \ell \phi_{\mathrm{t}}^{-1}\left(\ell, s_{2}, \overline{\mathcal{S}}\right)}\right) .
\end{aligned}
$$

Hence (56) holds.

- If $x=\ell+1$ and $s_{2} \leqslant s \leqslant \overline{\mathcal{S}}$ : Replacing both steps:

1. the first event is a division and occurs at time $\left.T_{1} \in\left[\phi_{\mathbf{t}}^{-1}\left(\ell, s, s_{2}\right)\right), \phi_{\mathbf{t}}^{-1}(\ell, s, \overline{\mathcal{S}})\right)$
2. the second event is a washout and occurs at time $T_{2} \in\left[T_{1}+\phi_{\mathrm{t}}^{-1}\left(\ell+1, S_{T_{1}}, s_{1}\right)\right), T_{1}+$ $\left.\phi_{\mathrm{t}}^{-1}\left(\ell+1, S_{T_{1}}, \underline{\mathcal{S}}\right)\right)$
in the proof for $x=\ell$ and $s \leqslant s_{1}$ by
3. the first event is a washout and occurs at time $T_{1} \in\left[\phi_{\mathrm{t}}^{-1}\left(\ell+1, s, s_{1}\right)\right), \phi_{\mathbf{t}}^{-1}(\ell+$ $1, s, \underline{\mathcal{S}})$ )
4. the second event is a division and occurs at time $T_{2} \in\left[T_{1}+\phi_{\mathrm{t}}^{-1}\left(\ell, S_{T_{1}}, S_{2}\right)\right), T_{1}+$ $\left.\phi_{\mathrm{t}}^{-1}\left(\ell, S_{T_{1}}, \overline{\mathcal{S}}\right)\right)$
gives the same lower bound starting from $x=\ell+1$ and $s \geqslant s_{2}$ :

$$
\begin{equation*}
\mathbb{P}_{(\ell+1, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \geqslant C^{\left.\frac{T}{\gamma}\right\rfloor+1} \tag{57}
\end{equation*}
$$

- If $x \neq \ell+1$ and $s=\overline{\mathcal{S}}:$ Since $(x, s) \in B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$, therefore, $x>\ell+1$. Let $t_{1}=\left|\overline{\mathcal{S}}-s_{2}\right| / \max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}$, by Lemma A.9.

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
& \geqslant \int_{0}^{t_{1}} \int_{u_{1}}^{t_{1}} \cdots \int_{u_{x-\ell-2}}^{t_{1}}\left(\prod_{k=\ell+2}^{x} D k\right) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(x u_{1}+\sum_{i=1}^{x-\ell-1}(x-i)\left(u_{i+1}-u_{i}\right)\right)} \\
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T] \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-\ell-1}\right)\right) \\
& \mathrm{d} u_{x-\ell-1} \ldots \mathrm{~d} u_{2} \mathrm{~d} u_{1} .
\end{aligned}
$$

Since $\bar{s}_{x-i} \leqslant \bar{s}_{\ell+1}<s_{2}$ for all $i \in \llbracket 1, x-\ell-1 \rrbracket$, we easily check from Lemma A. 6 that, on the event $\left\{\left(X_{0}, S_{0}\right)=(x, s)\right\} \cap \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-\ell-1}\right)$, the process $\left(X_{t}, S_{t}\right)_{0 \leqslant t \leqslant t_{1}}$ stays in $\llbracket 1, L \rrbracket \times\left[s_{2}, \overline{\mathcal{S}}\right]$. By the Markov property and (57) we then obtain, for $s_{0}=\Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-\ell-2}, u_{x-\ell-1}\right) \in\left[s_{2}, \overline{\mathcal{S}}\right]$ with $u_{x-\ell-1} \leqslant t_{1}$ :

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T] \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-\ell-1}\right)\right) \\
& \quad=\mathbb{P}_{\left(\ell+1, s_{0}\right)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in\left[0,\left(T-u_{x-\ell-1}\right) \vee 0\right]\right) \\
& \quad \geqslant C^{\left.\frac{T}{\gamma}\right\rfloor+1},
\end{aligned}
$$

and therefore

$$
\begin{aligned}
\mathbb{P}_{(x, s)} & \left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
& \geqslant C^{\left\lfloor\frac{T}{\gamma}\right\rfloor+1} P_{d}\left(x, x-\ell-1, t_{1}\right) \\
& \geqslant C^{\left\lfloor\frac{T}{\gamma}\right\rfloor+1} P_{d}\left(L, L-1, t_{1}\right)
\end{aligned}
$$

- If $x \neq \ell$ and $s=\underline{\mathcal{S}}$ : Remarking that $(x, s) \in B(L,[\underline{\mathcal{S}}, \overline{\mathcal{S}}])$ implies $x<\ell$, in the same way as the previous case and using (54), we obtain

$$
\begin{aligned}
& \mathbb{P}_{(x, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times[\underline{\mathcal{S}}, \overline{\mathcal{S}}], \forall t \in[0, T]\right) \\
& \quad \geqslant C^{\left\lfloor\frac{T}{\gamma}\right\rfloor+1}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{\ell-x} P_{b}\left(x, \ell-x, t_{2}\right) \\
& \quad \geqslant C^{\left\lfloor\frac{T}{\gamma}\right\rfloor+1}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, t_{2}\right)
\end{aligned}
$$

with $t_{2}=\left|s_{1}-\underline{\mathcal{S}}\right| / \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}$.

## B. 4 Proof of Lemma 3.4

Lemma 3.4 is a corollary of the following lemma with $\delta_{1}=\frac{\varepsilon}{4}$ and $\delta_{2}=\frac{\varepsilon}{3}$.
Lemma B.4. Let $L \in \mathbb{N}^{*}, \varepsilon>0$ and let $\delta_{1}, \delta_{2}$ such that $\varepsilon / 2>\delta_{2}>\delta_{1}>0$. Then for all $(y, r) \in \llbracket 1, L \rrbracket \times\left[\bar{s}_{L}, \bar{s}_{1}\right] \backslash\left\{\left(\ell, \bar{s}_{\ell}\right), \ell \in \llbracket 1, L \rrbracket\right\}$ such that $0<\delta_{1} \leqslant \frac{\min \left\{r-\bar{s}_{L}, \bar{s}_{1}-r\right\}}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}$ and for $\operatorname{all}(x, s) \in \llbracket 1, L \rrbracket \times\left[\phi_{s_{0}}^{-1}\left(y, r, \delta_{2}\right), \phi_{s_{0}}^{-1}\left(y, r, \delta_{1}\right)\right]$

$$
\mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \varepsilon\right) \geqslant C_{\left|\bar{s}_{y}-r\right|}^{\varepsilon} \delta_{1}, \delta_{2}
$$

with

$$
C_{\left|\bar{s}_{y}-r\right|}^{\varepsilon, \delta_{1}, \delta_{2}}=e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L \frac{\varepsilon}{2}} \times \min \left\{P_{d}\left(L, L-1, t^{\star}\right) ;\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, t^{\star}\right)\right\}
$$

where $t^{\star}=\frac{\min \left\{D\left|\bar{s}_{y}-r\right| \delta_{1}, D\left(D \delta_{2}+1\right)\left|\bar{s}_{y}-r\right|\left(\varepsilon / 2-\delta_{2}\right)\right\}}{\max \left\{D \mathrm{~s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}}$.
Proof. The aim is to prove that, with positive probability, the process goes from $(x, s)$ to $\{y\} \times\left[\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2), r\right]$, in a time less than $\varepsilon / 2$; and then starting from an initial condition in $\{y\} \times\left[\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2), r\right]$ it reaches $(y, r)$ in a time less than $\varepsilon / 2$. We then have three cases.

1. If $x=y$ then by definition of $\phi_{s_{0}}^{-1}(y, r,$.$) , for all s_{0} \in\left[\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2), r\right]$ if there is no jump during the time interval $[0, \varepsilon / 2]$, then the process starting from $\left(y, s_{0}\right)$ reaches $(y, r)$ before the time $\varepsilon / 2$, then, from Lemma A. 9 .

$$
\begin{equation*}
\mathbb{P}_{\left(y, s_{0}\right)}\left(T_{y, r} \leqslant \varepsilon / 2\right) \geqslant \mathbb{P}_{\left(y, s_{0}\right)}\left(T_{1}>\varepsilon / 2\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L \frac{\varepsilon}{2}} . \tag{58}
\end{equation*}
$$

As $\mathbb{P}_{(y, s)}\left(T_{y, r} \leqslant \varepsilon\right) \geqslant \mathbb{P}_{(y, s)}\left(T_{y, r} \leqslant \varepsilon / 2\right)$ and $s \in\left[\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2), r\right]$, then the result holds.
2. If $x<y$ then from Lemma A.9.

$$
\begin{align*}
& \mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \varepsilon\right) \\
& \geqslant \int_{0}^{t^{\star}} \int_{u_{1}}^{t^{\star}} \cdots \int_{u_{y-x-1}}^{t^{\star}}\left(\prod_{k=y+1}^{x} D k\right) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)\left(x u_{1}+\sum_{i=1}^{x-y-1}(x-i)\left(u_{i+1}-u_{i}\right)\right)} \\
& \quad \mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \varepsilon \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-y}\right)\right) \mathrm{d} u_{x-y} \ldots \mathrm{~d} u_{2} \mathrm{~d} u_{1} . \tag{59}
\end{align*}
$$

In order to obtain the result, it is sufficient to prove that for all $u_{1}<\cdots<u_{x-y}<t^{\star}$,

$$
\begin{equation*}
\left.\Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-y-1}, u_{x-y}\right)\right) \in\left[\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2), r\right] . \tag{60}
\end{equation*}
$$

Indeed we easily check, using (63) below and Lemma A.7, that $t^{\star} \leqslant \delta_{1}<\varepsilon / 2$. By the

Markov property and (58) we then obtain

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \varepsilon\right. & \left.\mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-y}\right)\right) \\
& =\mathbb{P}_{(x, s)}\left(u_{x-y} \leqslant T_{y, r} \leqslant \varepsilon \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{x-y}\right)\right) \\
& =\mathbb{P}_{\left(y, \Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-y-1}, u_{x-y}\right)\right)}\left(T_{y, r} \leqslant \varepsilon-u_{x-y}\right) \\
& \geqslant \mathbb{P}_{\left(y, \Psi\left(x, s,\left(u_{i}, x-i\right)_{1 \leqslant i \leqslant x-y-1}, u_{x-y}\right)\right)}\left(T_{y, r} \leqslant \varepsilon / 2\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L_{2}^{\varepsilon}} .
\end{aligned}
$$

and

$$
\mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \varepsilon\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L \frac{\varepsilon}{2}} P_{d}\left(x, x-y, t^{\star}\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L \frac{\varepsilon}{2}} P_{d}\left(L, L-1, t^{\star}\right) .
$$

Let us prove that (60) holds. More generally, we will prove that for all $n \in \mathbb{N}$, for all $u_{1}<\cdots<u_{n+1}<t^{\star}$, for all $\left(x_{i}\right)_{1 \leqslant i \leqslant n}$ with value in $\llbracket 1, L \rrbracket$

$$
\begin{equation*}
\Psi\left(x, s,\left(u_{i}, x_{i}\right)_{1 \leqslant i \leqslant n}, u_{n+1}\right) \in\left[\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2), r\right] . \tag{61}
\end{equation*}
$$

By (42) and (17)

$$
\begin{equation*}
\left|\Psi\left(x, s,\left(u_{i}, x_{i}\right)_{1 \leqslant i \leqslant n}, u_{n+1}\right)-s\right| \leqslant t^{\star} \max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\} . \tag{62}
\end{equation*}
$$

First $\delta_{1} \leqslant \frac{\min \left\{r-\bar{L}_{L}, \bar{s}_{1}-r\right\}}{\max \left\{D \sin _{1 \mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}$ ensures, from Lemma A.7 1 and Remark A. 8 that $\bar{s}_{L} \leqslant$ $\phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \delta_{1}\right) \leqslant \bar{s}_{1}$, then from Lemma A. 7 . 2 .

$$
\begin{equation*}
\left|r-\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \delta_{1}\right)\right| \geqslant D\left|\bar{s}_{y}-r\right| \delta_{1}, \tag{63}
\end{equation*}
$$

Second,

- if $\phi_{\mathbf{s}_{0}}^{-1}(y, r, \varepsilon / 2)>0$, since $\phi_{\mathbf{s}_{0}}^{-1}$ inherits a flow property from $\phi$, we have $\phi_{\mathbf{s}_{0}}^{-1}(y, r, \varepsilon / 2)=$ $\phi_{\mathbf{s}_{0}}^{-1}\left(y, \phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \delta_{2}\right), \varepsilon / 2-\delta_{2}\right)$. Then from Lemma A. 7 . 2

$$
\begin{aligned}
\left|\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2)-\phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \delta_{2}\right)\right| & \geqslant D\left|\phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \delta_{2}\right)-\bar{s}_{y}\right|\left(\frac{\varepsilon}{2}-\delta_{2}\right) \\
& =D\left(\left|\phi_{\mathrm{s}_{0}}^{-1}\left(y, r, \delta_{2}\right)-r\right|+\left|r-\bar{s}_{y}\right|\right)\left(\frac{\varepsilon}{2}-\delta_{2}\right) \\
& \geqslant D\left(D \delta_{2}+1\right)\left|r-\bar{s}_{y}\right|\left(\frac{\varepsilon}{2}-\delta_{2}\right),
\end{aligned}
$$

hence, by (62), the definition of $t^{\star}$, 63) and the previous inequality,

$$
\begin{aligned}
& \left|\Psi\left(x, s,\left(u_{i}, x_{i}\right)_{1 \leqslant i \leqslant n}, u_{n+1}\right)-s\right| \\
& \quad \leqslant \min \left\{\left|r-\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \delta_{1}\right)\right| ;\left|\phi_{\mathbf{s}_{0}}^{-1}(y, r, \varepsilon / 2)-\phi_{\mathbf{s}_{0}}^{-1}\left(y, r, \delta_{2}\right)\right|\right\}
\end{aligned}
$$

with $s \in\left[\phi_{s_{0}}^{-1}\left(y, r, \delta_{2}\right), \phi_{s_{0}}^{-1}\left(y, r, \delta_{1}\right)\right] \subset\left[\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2), r\right]$ and (61) holds.

- If $\phi_{s_{0}}^{-1}(y, r, \varepsilon / 2)=0$, hence by (62), the definition of $t^{\star}$ and (63),

$$
\left|\Psi\left(x, s,\left(u_{i}, x_{i}\right)_{1 \leqslant i \leqslant n}, u_{n+1}\right)-s\right| \leqslant\left|r-\phi_{s_{0}}^{-1}\left(y, r, \delta_{1}\right)\right|
$$

with $s \in\left[0, \phi_{s_{0}}^{-1}\left(y, r, \delta_{1}\right)\right]$ then $\Psi\left(x, s,\left(u_{i}, x_{i}\right)_{1 \leqslant i \leqslant n}, u_{n+1}\right) \in[0, r]$ and (61) holds.
3. If $x<y$ then in the same way, reaching $y$ by $x-y$ successive division events, we have

$$
\begin{aligned}
\mathbb{P}_{(x, s)}\left(T_{y, r} \leqslant \varepsilon\right) & \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L \frac{\varepsilon}{2}}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{y-x} P_{b}\left(x, y-x, t^{\star}\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) L \frac{\varepsilon}{2}}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}\left(1, L-1, t^{\star}\right) .
\end{aligned}
$$

## B. 5 Proof of Lemma 3.5

On $\{0\} \times\left(0, \mathbf{s}_{\text {in }}\right)$, we have $\mathcal{L} \tilde{V}=0=V$. So let us prove the result on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. For convenience, we consider the natural extension of $V$ to $x=0$ given by $V(0, s)=$ $\log (\rho)^{-1} e^{\alpha s}+s^{-1}+(1+\theta) /\left(\bar{s}_{1}-s\right)^{p}$ for all $s \in\left(0, \bar{s}_{1}\right)$. Since for all $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$

$$
\mathcal{L} \tilde{V}(x, s)=\mathcal{L} V(x, s)-D V(0, s) \mathbf{1}_{x=1} \leqslant \mathcal{L} V(x, s)
$$

and since $\tilde{V}=V$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, it is sufficient to prove that there exist $\eta>D$ and $\zeta>0$ such that, on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$,

$$
\mathcal{L} V \leqslant-\eta V+\zeta \psi .
$$

We will prove that there exists $\eta>D$ such that $\mathcal{L} V+\eta V$ is bounded from above on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$. Since $\psi \geqslant 1$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$ it therefore implies the result. To that end, let define, for all $(x, s) \in \mathbb{N} \times\left(0, \bar{s}_{1}\right)$
$V_{0}:(x, s) \mapsto \log (\rho)^{-1} \rho^{x} e^{\alpha s}, \quad V_{1}:(x, s) \mapsto s^{-1}, \quad V_{2}:(x, s) \mapsto\left(1+\mathbf{1}_{x \leqslant 1} \theta\right)\left(\bar{s}_{1}-s\right)^{-p}$
so that $V=V_{0}+V_{1}+V_{2}$. By the linearity of $\mathcal{L}$, we then have $\mathcal{L} V=\mathcal{L} V_{0}+\mathcal{L} V_{1}+\mathcal{L} V_{2}$ on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$, with for $(x, s) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$

$$
\begin{aligned}
& \mathcal{L} V_{0}(x, s)=\left[\left[D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s) x\right] \alpha+(\rho-1)\left(\mu(s)-\frac{D}{\rho}\right) x\right] V_{0}(x, s) \\
& \mathcal{L} V_{1}(x, s)=-\frac{D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s) x}{s} V_{1}(x, s) \\
& \mathcal{L} V_{2}(x, s)=\left[p \frac{D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s) x}{\bar{s}_{1}-s}-\mu(s) \mathbf{1}_{x=1} \frac{\theta}{1+\theta}+2 D \theta \mathbf{1}_{x=2}\right] V_{2}(x, s) .
\end{aligned}
$$

We will prove that there exist $\eta>D$ such that $\mathcal{L} V_{0}+\mathcal{L} V_{1}+\eta\left(V_{0}+V_{1}\right)$ and $\mathcal{L} V_{2}+\eta V_{2}$ are bounded from above on $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}\right)$.

Let $\eta \in \mathbb{R}$ and let $0<\varepsilon<D \frac{\rho-1}{\rho}$. Since $\alpha \geqslant \frac{\rho-1}{k}$ we have

$$
\left(\mathcal{L} V_{0}+\mathcal{L} V_{1}+\eta\left(V_{0}+V_{1}\right)\right)(x, s) \leqslant A(x, s)+B(x, s)
$$

with

$$
\begin{aligned}
A(x, s) & :=\left[D \mathbf{s}_{\text {in }} \alpha-\left(D \frac{\rho-1}{\rho}-\varepsilon\right) x+\eta\right] V_{0}(x, s), \\
B(x, s) & :=\left[-\frac{D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s) x}{s}+\eta-\varepsilon x \frac{V_{0}(x, s)}{V_{1}(x, s)}\right] V_{1}(x, s) .
\end{aligned}
$$

We easily check that $A$ is bounded on every set on the form $\llbracket 1, L \rrbracket \times\left(0, \bar{s}_{1}\right)$ with $L \geqslant$ 1 , moreover $\sup _{s \in\left(0, \bar{s}_{1}\right)} A(x, s)$ tends towards $-\infty$ when $x \rightarrow \infty$. Then $A$ is bounded from above. In addition, from the expression of $V_{0}$ and $V_{1}, \frac{k \mu(s)}{s}-\varepsilon \frac{V_{0}(x, s)}{V_{1}(x, s)} \leqslant 0$ if $x \geqslant$ $C+2 \log (1 / s) / \log (\rho)$, with $C:=\log \left(k \mu\left(\bar{s}_{1}\right) \log (\rho) / \varepsilon\right) / \log (\rho)$. Therefore, setting $\bar{\mu}_{1}^{\prime}=$ $\sup _{s \in\left[0, \bar{s}_{1}\right]} \mu^{\prime}(s)$, we obtain

$$
\begin{aligned}
B(x, s) & \leqslant\left[-\frac{D\left(\mathbf{s}_{\mathrm{in}}-s\right)}{s}+\eta+k \frac{\mu(s)}{s}\left|C+\frac{2}{\log (\rho)} \log \left(\frac{1}{s}\right)\right|\right] \frac{1}{s} \\
& \leqslant\left[-\frac{D\left(\mathbf{s}_{\mathrm{in}}-s\right)}{s}+\eta+k \bar{\mu}_{1}^{\prime}|C|+\frac{2 k \bar{\mu}_{1}^{\prime}}{\log (\rho)}\left|\log \left(\frac{1}{s}\right)\right|\right] \frac{1}{s} .
\end{aligned}
$$

The right member does not depend on $x$, is bounded on every set on the form $\left(r, \bar{s}_{1}\right)$ with $0<r<\bar{s}_{1}$, and tends towards $-\infty$ when $s \rightarrow 0$. Hence $B$ is bounded from above and $\mathcal{L} V_{0}+\mathcal{L} V_{1}+\eta\left(V_{0}+V_{1}\right)$ is bounded from above for every $\eta \in \mathbb{R}$.

We easily check that $\mathcal{L} V_{2}+\eta V_{2}$ is bounded on every set on the form $\mathbb{N}^{*} \times(0, r]$, with $0<r<\bar{s}_{1}$. Moreover, for $x \geqslant 2$ and $\bar{s}_{2}<s<\bar{s}_{1}$, we have

$$
D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s) x \leqslant D\left(\mathbf{s}_{\text {in }}-s\right)-2 k \mu(s)<D\left(\mathbf{s}_{\text {in }}-\bar{s}_{2}\right)-2 k \mu\left(\bar{s}_{2}\right)=0
$$

then

$$
\sup _{x \geqslant 2} \frac{\mathcal{L} V_{2}(x, s)}{V_{2}(x, s)} \leqslant p \frac{D\left(\mathbf{s}_{\mathrm{in}}-s\right)-2 k \mu(s)}{\bar{s}_{1}-s}+2 D \theta
$$

tends to $-\infty$ when $s \rightarrow \bar{s}_{1}$ then $\mathcal{L} V_{2}+\eta V_{2}$ is bounded from above on $\mathbb{N}^{*} \backslash\{1\} \times\left(0, \bar{s}_{1}\right)$ for all $\eta \in \mathbb{R}$. For $x=1$, (11) leads to

$$
\begin{aligned}
\lim _{s \rightarrow \bar{s}_{1}} \frac{\mathcal{L} V_{2}(1, s)}{V_{2}(1, s)} & =\lim _{s \rightarrow \bar{s}_{1}}\left[\frac{p\left[D\left(\mathbf{s}_{\text {in }}-s\right)-k \mu(s)\right]}{\bar{s}_{1}-s}-\frac{\theta \mu(s)}{1+\theta}\right] \\
& =\lim _{s \rightarrow \bar{s}_{1}} \frac{p\left[D\left(\bar{s}_{1}-s\right)+k\left(\mu\left(\bar{s}_{1}\right)-\mu(s)\right)\right.}{\bar{s}_{1}-s}-\frac{\theta \mu\left(\bar{s}_{1}\right)}{1+\theta} \\
& =p\left[D+k \mu^{\prime}\left(\bar{s}_{1}\right)\right]-\frac{\theta \mu\left(\bar{s}_{1}\right)}{1+\theta} \\
& <-D .
\end{aligned}
$$

It follows that $\mathcal{L} V_{2}+\eta V_{2}$ is bounded from above for all $0<\eta<-\lim _{s \rightarrow \bar{s}_{1}} \mathcal{L} V_{2}(1, s) / V_{2}(1, s)$. Therefore Lemma 3.5 holds and we can choose any $\eta \in\left(D,-\lim _{s \rightarrow \bar{s}_{1}} \mathcal{L} V_{2}(1, s) / V_{2}(1, s)\right)$.

Note that relaxing the assumptions as in Remark 2.4 , the limit above does not necessary exist. However we can bound from above $\lim \sup _{s \rightarrow \bar{s}_{1}} \mathcal{L} V_{2}(1, s) / V_{2}(1, s)$ by $-D$ replacing $\mu^{\prime}\left(\bar{s}_{1}\right)$ by $k_{\text {lip }}$ in (11). In the same way, in the upper bound for $B, \bar{\mu}_{1}^{\prime}$ can be replaced by a local Lipschitz constant of $\mu$ in the neighborhood of 0 when $s$ tends towards 0 .

## B. 6 Proof of Lemma 3.7

Since $s_{1} \mapsto \mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in\{x\} \times\left[s_{0}, s_{1}\right]\right)$ is increasing, we assume, without loss of generality, that $s_{1} \leqslant s_{K}$. In the same way as the proof of Proposition 3.1, we prove that the probability $\mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in\{x\} \times\left[s_{0}, s_{1}\right]\right)$ is bounded from below by the probability that the process $\left(X_{t}, S_{t}\right)_{t}$

1. reaches $B\left(L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]\right)$ before $\tau-\varepsilon\left(\right.$ i.e. $\left.T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]} \leqslant \tau-\varepsilon\right)$;
2. stays in $\llbracket 1, L \rrbracket \times\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]$ during the time interval $\left[T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]}, \tau-\varepsilon\right]$;
3. reaches $\{x\} \times\left[s_{0}, s_{1}\right]$ in the time interval $[\tau-\varepsilon, \tau]$ and stays in this set until $\tau$;
that is

$$
\begin{align*}
& \mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in\{x\} \times\left[s_{0}, s_{1}\right]\right) \\
& \quad \geqslant \mathbb{P}_{(y, r)}\left(T_{L,\left[\tilde{s}_{0}, \tilde{s}_{1}\right]} \leqslant \tau-\varepsilon\right) \\
& \quad \times \mathbb{P}_{(y, r)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right], \forall t \in\left[T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]}, \tau-\varepsilon\right] \mid T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]} \leqslant \tau-\varepsilon\right) \\
& \quad \times \mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in\{x\} \times\left[s_{0}, s_{1}\right] \mid E\right) \tag{64}
\end{align*}
$$

where

$$
E:=\left\{T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]} \leqslant \tau-\varepsilon\right\} \cap\left\{\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right], \forall t \in\left[T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]}, \tau-\varepsilon\right]\right\}
$$

with $L, \widetilde{s}_{0}, \widetilde{s}_{1}$ and $\varepsilon$ well chosen so that we can bound from below the three probabilities in the right member of (64). More precisely, we will choose $L$ sufficiently large such that the substrate concentration $\frac{s_{1}+s_{0}}{2}$ can be reached from $S_{K}$ in a time less than $\tau$ with $L$ individuals; and $\widetilde{s}_{0}, \widetilde{s}_{1}$ and $\varepsilon$ will be chosen such that $\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right] \subset\left[s_{0}, s_{1}\right]$ is centered in $\frac{s_{1}+s_{0}}{2}$ and such that the process can not exit from $\left[s_{0}, s_{1}\right]$ is a time less that $\varepsilon$ with a bacterial population in $\llbracket 1, L \rrbracket$.

From Lemma A.2, there exists $L_{s_{0}} \geqslant x \wedge \max _{(y, r) \in K} y$ such that $\bar{s}_{\ell}<\frac{s_{1}+s_{0}}{2}$ for all $\ell \geqslant L_{s_{0}}$. Moreover, for $\ell \geqslant L_{s_{0}}$, since $\bar{s}_{\ell}<\frac{s_{1}+s_{0}}{2}<S_{K}$, then $\phi_{\mathrm{t}}^{-1}\left(\ell, S_{K}, \frac{s_{1}+s_{0}}{2}\right)<+\infty$ and

$$
\begin{aligned}
\frac{s_{1}+s_{0}}{2} & =S_{K}+\int_{0}^{\phi_{\mathrm{t}}^{-1}\left(\ell, S_{K}, \frac{s_{1}+s_{0}}{2}\right)}\left[D\left(\mathbf{s}_{\mathrm{in}}-\phi\left(\ell, S_{K}, u\right)\right)-k \mu\left(\phi\left(\ell, S_{K}, u\right)\right) \ell\right] \mathrm{d} u \\
& \leqslant S_{K}+\left[D\left(\mathbf{s}_{\mathrm{in}}-\frac{s_{1}+s_{0}}{2}\right)-k \mu\left(\frac{s_{1}+s_{0}}{2}\right) \ell\right] \phi_{\mathrm{t}}^{-1}\left(\ell, S_{K}, \frac{s_{1}+s_{0}}{2}\right)
\end{aligned}
$$

then

$$
\phi_{\mathrm{t}}^{-1}\left(\ell, S_{K}, \frac{s_{1}+s_{0}}{2}\right) \leqslant \frac{S_{K}-\frac{s_{1}+s_{0}}{2}}{k \mu\left(\frac{s_{1}+s_{0}}{2}\right) \ell-D\left(\mathbf{s}_{\mathrm{in}}-\frac{s_{1}+s_{0}}{2}\right)} .
$$

The right term in the previous inequality tends to 0 when $\ell \rightarrow \infty$, we can then choose $L \geqslant L_{s_{0}}$ such that $\phi_{\mathrm{t}}^{-1}\left(L, S_{K}, \frac{s_{1}+s_{0}}{2}\right)<\tau$.

Let set $0<\varepsilon<\min \left\{\tau-\phi_{\mathrm{t}}^{-1}\left(L, S_{K}, \frac{s_{1}+s_{0}}{2}\right), \frac{s_{1}-s_{0}}{2 \max \left\{D \mathrm{sin}^{2}, k \mu\left(\bar{s}_{1}\right) L\right\}}\right\}$ and let us define $\widetilde{s}_{0}=s_{0}+\varepsilon \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}$ and $\widetilde{s}_{1}=s_{1}-\varepsilon \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}$, then $\widetilde{s}_{0}<\widetilde{s}_{1}$ and $\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right] \subset\left[s_{0}, s_{1}\right]$.

From Corollary A.4. $\tau-\varepsilon>\phi_{\mathrm{t}}^{-1}\left(L, S_{K}, \frac{s_{1}+s_{0}}{2}\right)>\phi_{\mathrm{t}}^{-1}\left(L, S_{K}, \widetilde{s}_{1}\right)>\phi_{\mathrm{t}}^{-1}\left(L, r, \widetilde{s}_{1}\right)$, for all $(y, r) \in K$. Then from Lemma B. $2 \cdot 2$ and Remark B.1,

$$
\begin{equation*}
\mathbb{P}_{(y, r)}\left(T_{L,\left[\tilde{s}_{0}, \tilde{s}_{1}\right]} \leqslant \tau-\varepsilon\right) \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right)(\tau-\varepsilon-\delta) L}\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}(1, L-1, \delta)=: C_{1} \tag{65}
\end{equation*}
$$

with $\delta:=\left(\tau-\varepsilon-\phi_{\mathrm{t}}^{-1}\left(L, S_{K}, \tilde{s}_{1}\right)\right) \frac{D\left|\bar{s}_{L}-s_{K}\right|}{D\left|\bar{s}_{L}-s_{K}\right|+\max \left\{D \sin _{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}}$.
Moreover, from Lemma B.3. there exists $C_{2}>0$ such that for all $(z, s) \in B\left(L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]\right)$,

$$
\mathbb{P}_{(z, s)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right], \forall t \in[0, \tau-\varepsilon]\right) \geqslant C_{2},
$$

therefore, by the Markov Property

$$
\begin{equation*}
\mathbb{P}_{(y, r)}\left(\left(X_{t}, S_{t}\right) \in \llbracket 1, L \rrbracket \times\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right], \forall t \in\left[T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]}, \tau-\varepsilon\right] \mid T_{L,\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]} \leqslant \tau-\varepsilon\right) \geqslant C_{2} . \tag{66}
\end{equation*}
$$

In addition, on the event $\left\{X_{u} \in \llbracket 1, L \rrbracket, \forall u \in[0, \varepsilon]\right\}$,

$$
\left|S_{\varepsilon}-S_{0}\right|=\left|\int_{0}^{\varepsilon}\left(D\left(\mathbf{s}_{\mathrm{in}}-S_{u}\right)-k \mu\left(S_{u}\right) X_{u}\right) \mathrm{d} u\right| \leqslant \varepsilon \max \left\{D \mathrm{~s}_{\mathrm{in}}, k \mu\left(\bar{s}_{1}\right) L\right\}
$$

then, since $\widetilde{s}_{0}-s_{0}=s_{1}-\widetilde{s}_{1}=\varepsilon \max \left\{D \mathbf{s}_{\text {in }}, k \mu\left(\bar{s}_{1}\right) L\right\}$, for all $\left.(z, s) \in \llbracket 1, L \rrbracket \times\left[\widetilde{s}_{0}, \widetilde{s}_{1}\right]\right)$,

$$
\mathbb{P}_{(z, s)}\left(S_{\varepsilon} \in\left[s_{0}, s_{1}\right] \mid X_{u} \in \llbracket 1, L \rrbracket, \forall u \in[0, \varepsilon]\right)=1
$$

Therefore, bounding from below the probability by the probability that, in addition, there is no event if $z=x$, there are $z-x$ washouts is $z>x$ and there are $x-z$ divisions if $z<x$ in the time interval $[0, \varepsilon]$ and no more event, then

$$
\begin{aligned}
\mathbb{P}_{(z, s)}( & \left.\left(X_{\varepsilon}, S_{\varepsilon}\right) \in\{x\} \times\left[s_{0}, s_{1}\right]\right) \\
\geqslant & \mathbb{P}_{(z, s)}\left(T_{1}>\varepsilon\right) \mathbf{1}_{z=x} \\
& +\mathbb{P}_{(z, s)}\left(\bigcap_{i=1}^{z-x}\left\{T_{i} \leqslant \varepsilon\right\} \cap\left\{X_{T_{i}}=z-i\right\} \cap\left\{T_{z-x+1}>\varepsilon\right\}\right) \mathbf{1}_{z>x} \\
& +\mathbb{P}_{(z, s)}\left(\bigcap_{i=1}^{x-z}\left\{T_{i} \leqslant \varepsilon\right\} \cap\left\{X_{T_{i}}=z+i\right\} \cap\left\{T_{x-z+1}>\varepsilon\right\}\right) \mathbf{1}_{z<x} .
\end{aligned}
$$

For all $u_{1}<\cdots<u_{|z-x|} \leqslant \varepsilon$, from the Markov Property and Lemma A.9, if $z>x$

$$
\begin{aligned}
\mathbb{P}_{(z, s)}\left(T_{|z-x|+1}>\varepsilon \mid \mathcal{E}_{D}\left(u_{1}, \ldots, u_{|z-x|}\right)\right. & =\mathbb{P}_{\left(x, \Psi\left(z, s,\left(u_{i}, z-i\right)_{1 \leqslant i \leqslant|z-x|-1}, u_{|z-x|}\right)\right)}\left(T_{1}>\varepsilon-u_{|z-x|}\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) x \varepsilon}
\end{aligned}
$$

and if $z<x$

$$
\begin{aligned}
\mathbb{P}_{(z, s)}\left(T_{|z-x|+1}>\varepsilon \mid \mathcal{E}_{B}\left(u_{1}, \ldots, u_{|z-x|}\right)\right. & =\mathbb{P}_{\left(x, \Psi\left(z, s,\left(u_{i}, z+i\right)_{1 \leqslant i \leqslant|z-x|-1}, u_{|z-x|}\right)\right)}\left(T_{1}>\varepsilon-u_{|z-x|}\right) \\
& \geqslant e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) x \varepsilon}
\end{aligned}
$$

then, still from Lemma A.9,

$$
\begin{aligned}
\mathbb{P}_{(z, s)}\left(\left(X_{\varepsilon}, S_{\varepsilon}\right) \in\{x\} \times\left[s_{0}, s_{1}\right]\right) \geqslant & e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) x \varepsilon} \mathbf{1}_{z=x} \\
& +P_{d}(L, L-1, \varepsilon) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) x \varepsilon} \mathbf{1}_{z>x} \\
& +\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}(1, L-1, \varepsilon) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) x \varepsilon} \mathbf{1}_{z<x} \\
\geqslant & C_{3}
\end{aligned}
$$

with $C_{3}:=e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) x \varepsilon} \min \left\{P_{d}(L, L-1, \varepsilon) e^{-\left(D+\mu\left(\bar{s}_{1}\right)\right) x \varepsilon},\left(\frac{\mu\left(\bar{s}_{L}\right)}{\mu\left(\bar{s}_{1}\right)}\right)^{L-1} P_{b}(1, L-1, \varepsilon)\right\}$. Then by Markov Property,

$$
\begin{equation*}
\mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in\{x\} \times\left[s_{0}, s_{1}\right] \mid E\right) \geqslant C_{3} \tag{67}
\end{equation*}
$$

Finally, from (64), 65), (66) and (67)

$$
\mathbb{P}_{(y, r)}\left(\left(X_{\tau}, S_{\tau}\right) \in\{x\} \times\left[s_{0}, s_{1}\right]\right) \geqslant C_{1} C_{2} C_{3}=: \epsilon_{0}>0
$$

## B. 7 Lemma B. 5 and its proof

Lemma B.5. There exist $\varepsilon>0$ and $A, C, \beta>0$ such that for all $(x, s) \in \mathbb{N}^{*} \times\left[\overline{s_{1}},+\infty\right)$

$$
\mathbb{E}_{(x, s)}\left[e^{(D+C)\left(T_{\varepsilon} \wedge T_{\mathrm{Ext}}\right)}\right] \leqslant A e^{\beta s} \quad \text { and } \quad \mathbb{P}_{(x, s)}\left(T_{\varepsilon}<\infty\right)>0
$$

with $T_{\varepsilon}=T_{\mathbb{N}^{*} \times\left(0, \bar{s}_{1}-\varepsilon\right]}:=\inf \left\{t \geqslant 0,\left(X_{t}, S_{t}\right) \in \mathbb{N}^{*} \times\left(0, \bar{s}_{1}-\varepsilon\right]\right\}$ the hitting time of $\mathbb{N}^{*} \times\left(0, \bar{s}_{1}-\varepsilon\right]$.

Proof. Let $g$ be defined for $(x, s) \in \mathbb{N} \times \mathbb{R}_{+}$by

$$
g(x, s)=\left(\mathbf{1}_{x \geqslant 2}+\left(1+\delta_{1}\right) \mathbf{1}_{x=1}+\delta_{0} \mathbf{1}_{x=0}\right) e^{\beta s}
$$

with $\delta_{0}, \delta_{1}$ and $\beta$ positive constants (fixed below). Then $g \geqslant \min \left\{1, \delta_{0}\right\}$ and

$$
\frac{\mathcal{L} g(x, s)}{g(x, s)}+D= \begin{cases}{\left[D\left(\mathbf{s}_{\mathrm{in}}-s\right)-k \mu(s)\right] \beta-\mu(s) \frac{\delta_{1}}{1+\delta_{1}}+D \frac{\delta_{0}}{1+\delta_{1}}} & \text { if } x=1 \\ {\left[D\left(\mathbf{s}_{\mathrm{in}}-s\right)-2 k \mu(s)\right] \beta+D\left(1+\delta_{1}\right)} & \text { if } x=2 \\ {\left[D\left(\mathbf{s}_{\mathrm{in}}-s\right)-k \mu(s) x\right] \beta+D} & \text { if } x \geqslant 3\end{cases}
$$

We can choose $\delta_{0}, \delta_{1}, \beta$ and $\varepsilon>0$ such that

$$
\begin{equation*}
\mathcal{L} g(x, s) \leqslant-(C+D) g(x, s), \quad \forall(x, s) \in \mathbb{N}^{*} \times\left[\bar{s}_{1}-\varepsilon,+\infty\right) \tag{68}
\end{equation*}
$$

with $C>0$. Indeed, let $\delta_{1}>0$ and let $\bar{\varepsilon} \in\left(0, \bar{s}_{1}-\bar{s}_{2}\right)$ be fixed. From Lemmas A. 2 and A.3, we have $D\left(\mathbf{s}_{\text {in }}-\bar{s}_{1}+\bar{\varepsilon}\right)-2 k \mu\left(\bar{s}_{1}-\bar{\varepsilon}\right)<0$, then we can choose $\beta>0$ sufficiently large such that

$$
C_{1}:=\left[D\left(\mathbf{s}_{\mathrm{in}}-\bar{s}_{1}+\bar{\varepsilon}\right)-2 k \mu\left(\bar{s}_{1}-\bar{\varepsilon}\right)\right] \beta+D\left(1+\delta_{1}\right)<0
$$

Moreover, $\left[D\left(\mathbf{s}_{\text {in }}-\bar{s}_{1}+\varepsilon\right)-k \mu\left(\bar{s}_{1}-\varepsilon\right)\right] \beta-\mu\left(\bar{s}_{1}-\varepsilon\right) \frac{\delta_{1}}{1+\delta_{1}} \longrightarrow{ }_{\varepsilon \rightarrow 0}-\mu\left(\bar{s}_{1}\right) \frac{\delta_{1}}{1+\delta_{1}}<0$, then we can choose $\varepsilon \in(0, \bar{\varepsilon})$ and $\delta_{0}>0$ sufficiently small such that

$$
C_{2}:=\left[D\left(\mathbf{s}_{\mathrm{in}}-\bar{s}_{1}+\varepsilon\right)-k \mu\left(\bar{s}_{1}-\varepsilon\right)\right] \beta-\mu\left(\bar{s}_{1}-\varepsilon\right) \frac{\delta_{1}}{1+\delta_{1}}+D \frac{\delta_{0}}{1+\delta_{1}}<0
$$

Setting such $\beta, \delta_{0}$ and $\varepsilon$, then for all $x \geqslant 1$ and $s \geqslant \bar{s}_{1}-\varepsilon$ we have

$$
\frac{\mathcal{L} g(x, s)}{g(x, s)}+D \leqslant \begin{cases}C_{2} & \text { if } x=1 \\ C_{1} & \text { if } x \geqslant 2\end{cases}
$$

and (68) holds with $C:=-\left(C_{1} \vee C_{2}\right)>0$.
For any initial condition $(x, s) \in \mathbb{N}^{*} \times\left[\bar{s}_{1},+\infty\right)$, we have $\left(X_{u}, S_{u}\right) \in \mathbb{N}^{*} \times\left[\bar{s}_{1}-\varepsilon,+\infty\right)$ for all $u<T_{\varepsilon} \wedge T_{\text {Ext }}$, then by standard arguments using the Dynkin's formula and (68) (see for instance MT93, Theorem 2.1] and its proof) $\left(g\left(X_{t \wedge T_{\varepsilon} \wedge T_{\mathrm{Ext}}}, S_{t \wedge T_{\varepsilon} \wedge T_{\mathrm{Ext}}}\right) e^{(C+D)\left(t \wedge T_{\varepsilon} \wedge T_{\mathrm{Ext}}\right)}\right)_{t}$ is a nonnegative super-martingale. Then, since by (3) $T_{\varepsilon} \wedge T_{\text {Ext }}$ is a.s. finite, by classical arguments (stopping time theorem applied to truncated stopping times and Fatou's lemma)
$\min \left(1, \delta_{0}\right) \mathbb{E}_{(x, s)}\left[e^{(C+D)\left(T_{\varepsilon} \wedge T_{\mathrm{Ext}}\right)}\right] \leqslant \mathbb{E}_{(x, s)}\left[g\left(X_{T_{\varepsilon} \wedge T_{\mathrm{Ext}}}, S_{T_{\varepsilon} \wedge T_{\mathrm{Ext}}}\right) e^{(C+D)\left(T_{\varepsilon} \wedge T_{\mathrm{Ext}}\right)}\right] \leqslant g(x, s)$
which leads to the first part of the lemma.
We can show that the upper bound of Lemma A.6 holds even if $s_{0} \geqslant \bar{s}_{1}$. Then from Lemma A.2, for all $\ell \geqslant 2$ and $s \geqslant \bar{s}_{1}-\varepsilon>\bar{s}_{2}$,

$$
\phi_{\mathrm{t}}^{-1}\left(\ell, s, \bar{s}_{1}-\varepsilon\right) \leqslant \frac{s-\bar{s}_{1}+\varepsilon}{D\left(\bar{s}_{1}-\varepsilon-\bar{s}_{\ell}\right)} \leqslant \frac{s-\bar{s}_{1}+\varepsilon}{D\left(\bar{s}_{1}-\varepsilon-\bar{s}_{2}\right)}=: t_{\bar{s}_{1}-\varepsilon}
$$

Then, if $x \geqslant 2$, from Lemma A.9

$$
\begin{equation*}
\mathbb{P}_{(x, s)}\left(T_{\varepsilon}<\infty\right) \geqslant \mathbb{P}_{(x, s)}\left(t_{\bar{s}_{1}-\varepsilon}<T_{1}\right) \geqslant e^{-(D+\mu(s)) x t_{\bar{s}_{1}-\varepsilon}}>0 \tag{69}
\end{equation*}
$$

If $x=1$, then for all $\delta>0$, from Lemma A. 9 and the Markov property

$$
\begin{aligned}
\mathbb{P}_{(1, s)}\left(T_{\varepsilon}<\infty\right) & \geqslant \mathbb{P}_{(1, s)}\left(\left\{T_{1} \leqslant \delta\right\} \cap\left\{X_{T_{1}}=2\right\} \cap\left\{T_{\varepsilon}<\infty\right\}\right) \\
& \geqslant \int_{0}^{\delta} \mu(\phi(1, s, u)) e^{-(D+\mu(s)) u} \mathbb{P}_{(1, s)}\left(T_{\varepsilon}<\infty \mid\left\{X_{u}=2\right\} \cap\left\{T_{1}=u\right)\right) \mathrm{d} u \\
& =\int_{0}^{\delta} \mu(\phi(1, s, u)) e^{-(D+\mu(s)) u} \mathbb{P}_{(2, \phi(1, s, u))}\left(T_{\varepsilon}<\infty\right) \mathrm{d} u
\end{aligned}
$$

From Lemma A.3, $\phi(1, s, u)>\bar{s}_{1}>\bar{s}_{1}-\varepsilon$, then by 69$), \mathbb{P}_{(1, s)}\left(T_{\varepsilon}<\infty\right)>0$.

## C Theorems of [BCGM22] and [CV20]

We recall in this section the theorems of BCGM22] and CV20] which establish the convergence towards a unique quasi-stationary distribution.

Let $\left(X_{t}\right)_{t \geqslant 0}$ be a càdlàg Markov process on the state space $\mathcal{X} \cup\{\partial\}$, where $\mathcal{X}$ is a measurable space and $\partial$ is an absorbing state. Let $V: \mathcal{X} \rightarrow(0, \infty)$ a measurable function. We assume that for any $t>0$, there exists $C_{t}>0$ such that $\mathbb{E}_{x}\left[V\left(X_{t}\right) \mathbf{1}_{X_{t} \neq \partial}\right] \leqslant C_{t} V(x)$ for any $x \in \mathcal{X}$. We denote by $\mathcal{B}(V)$ the space of measurable functions $f: \mathcal{X} \rightarrow \mathbb{R}$ such that $\sup _{x \in \mathcal{X}} \frac{|f(x)|}{V(x)}<\infty$ and $\mathcal{B}_{+}(V)$ its positive cone. Let $\left(M_{t}\right)_{t \geqslant 0}$ the semigroup defined for any measurable function $f \in \mathcal{B}(V)$ and any $x \in \mathcal{X}$ by

$$
M_{t} f(x):=\mathbb{E}_{x}\left[f\left(X_{t}\right) \mathbf{1}_{X_{t} \notin \partial}\right]
$$

and let define the dual action, for any $\xi \in \mathcal{P}(V)$, with $\mathcal{P}(V)$ the set of probability measures that integrate $V$, by

$$
\xi M_{t} f:=\mathbb{E}_{\xi}\left[f\left(X_{t}\right) \mathbf{1}_{X_{t} \notin \partial}\right]=\int_{\mathcal{X}} M_{t} f(x) \xi(\mathrm{d} x) .
$$

Assumption C. 1 (Assumption A in [BCGM22]). Let $\psi: \mathcal{X} \rightarrow(0, \infty)$ such that $\psi \leqslant V$. There exist $\tau>0, \beta>\alpha>0, \theta>0,(c, d) \in(0,1]^{2}, K \subset \mathcal{X}$ and $\nu$ a probability measure on $\mathcal{X}$ supported by $K$ such that $\sup _{K} V / \psi<\infty$ and
(A1) $M_{\tau} V \leqslant \alpha V+\theta \mathbf{1}_{K} \psi$,
(A2) $M_{\tau} \psi \geqslant \beta \psi$,
(A3) $\inf _{x \in K} \frac{M_{\tau}(f \psi)(x)}{M_{\tau} \psi(x)} \geqslant c \nu(f) \quad$ for all $f \in \mathcal{B}_{+}(V / \psi)$,
(A4) $\nu\left(\frac{M_{n \tau} \psi}{\psi}\right) \geqslant d \sup _{x \in K} \frac{M_{n \tau} \psi(x)}{\psi(x)} \quad$ for all positive integers $n$.
Theorem C. 2 (Theorem 5.1. in [BCGM22]). Assume that $\left(M_{t}\right)_{t \geqslant 0}$ satisfies Assumption C. 1 with $\inf _{\mathcal{X}} V>0$. Then, there exist a unique quasi-stationary distribution $\pi$ such that $\pi \in \mathcal{P}(V)$, and $\lambda_{0}>0, h \in \mathcal{B}_{+}(V), C, \omega>0$ such that for all $\xi \in \mathcal{P}(V)$ and $t \geqslant 0$,

$$
\left\|e^{\lambda_{0} t} \mathbb{P}_{\xi}\left(X_{t} \in \cdot\right)-\xi(h) \pi\right\|_{T V} \leqslant C \xi(V) e^{-\omega t}
$$

and

$$
\left\|\mathbb{P}_{\xi}\left(X_{t} \in . \mid X_{t} \neq \partial\right)-\pi\right\|_{T V} \leqslant C \frac{\xi(V)}{\xi(h)} e^{-\omega t}
$$

with $\|.\|_{T V}$ the total variation norm on $\mathcal{X}$.
Assumption C. 3 (Condition (G) (including Remark 2.2) in CV20]). There exist positive real constants $\theta_{1}, \theta_{2}, c_{1}, c_{2}, c_{3}$, an integer $n_{1} \geqslant 1$, a function $\psi: \mathcal{X} \rightarrow \mathbb{R}_{+}$and a probability measure $\nu$ on a measurable subset $K$ of $\mathcal{X}$ such that
(G1) (Local Dobrushin coefficient). For all $x \in K$ and all measurable $A \subset K$,

$$
P_{n_{1}}\left(V \mathbf{1}_{A}\right)(x) \geqslant c_{1} \nu(A) V(x) .
$$

(G2) (Global Lyapunov criterion). We have $\theta_{1}<\theta_{2}$ and

$$
\begin{gathered}
\inf _{x \in K} \frac{\psi(x)}{V(x)}>0, \quad \sup _{x \in \mathcal{X}} \frac{\psi(x)}{V(x)} \leqslant 1, \\
P_{1} V(x) \leqslant \theta_{1} V(x)+c_{2} \mathbf{1}_{K}(x) V(x), \quad \forall x \in \mathcal{X} \\
P_{1} \psi(x) \geqslant \theta_{2} \psi(x), \quad \forall x \in \mathcal{X} .
\end{gathered}
$$

(G3) (Local Harnack inequality). We have

$$
\sup _{n \in \mathbb{Z}_{+}} \frac{\sup _{y \in K} P_{n} \psi(y) / \psi(y)}{\inf _{y \in K} P_{n} \psi(y) / \psi(y)} \leqslant c_{3} .
$$

(G4) (Aperiodicity). For all $x \in K$, there exists $n_{4}(x)$ such that for all $n \geqslant n_{4}(x)$,

$$
P_{n}\left(\mathbf{1}_{K} V\right)(x)>0
$$

Theorem C. 4 (Corollary 2.4. in [CV20]). Assume that there exists $t_{0}>0$ such that $\left(P_{n}\right)_{n \in \mathbb{N}}:=\left(M_{n t_{0}}\right)_{n \in \mathbb{N}}$ satisfies Assumption C.3. $\left(\frac{M_{t} V}{V}\right)_{t \in\left[0, t_{0}\right]}$ is upper bounded by a constant $\bar{c}>0$ and $\left(\frac{M_{t} \psi}{\psi}\right)_{t \in\left[0, t_{0}\right]}$ is lower bounded by a constant $\underline{c}>0$. Then there exist a positive measure $\nu_{P}$ on $\mathcal{X}$ such that $\nu_{P}(V)=1$ and $\nu_{P}(\psi)>0$, and some constants $C^{\prime \prime}>0$ and $\gamma>0$ such that, for all measurable functions $f: \mathcal{X} \rightarrow \mathbb{R}$ satisfying $|f| \leqslant V$ and all positive measure $\xi$ on $\mathcal{X}$ such that $\xi(V)<\infty$ and $\xi(\psi)>0$,

$$
\left|\frac{\xi M_{t} f}{\xi M_{t} V}-\nu_{P}(f)\right| \leqslant C^{\prime \prime} e^{-\gamma t} \frac{\xi(V)}{\xi(\psi)}, \quad \forall t \geqslant 0 .
$$

In addition, there exists $\lambda_{0} \in \mathbb{R}$ such that $\nu_{P} M_{t}=e^{\lambda_{0} t} \nu_{P}$ for all $t \geqslant 0$, and $e^{-\lambda_{0} t} M_{t} V$ converges uniformly and exponentially toward $\eta_{P}$ in $\mathcal{B}(V)$ when $t \rightarrow \infty$. Moreover, there exist some constants $C^{\prime \prime \prime}>0$ and $\gamma^{\prime}>0$ such that, for all measurable functions $f: \mathcal{X} \rightarrow \mathbb{R}$ satisfying $|f| \leqslant V$ and all positive measures $\xi$ on $\mathcal{X}$ such that $\xi(V)<+\infty$,

$$
\begin{equation*}
\left|e^{-\lambda_{0} t} \xi M_{t} f-\xi\left(\eta_{P}\right) \nu_{P}(f)\right| \leqslant C^{\prime \prime \prime} e^{-\gamma^{\prime} t} \xi(V), \quad \forall t \geqslant 0 . \tag{70}
\end{equation*}
$$
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