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Abstract. Deciding when to release a new product requires a tradeoff between 

costs, potential profits and the underlying reliability of a product. Many new 

products go through a “Test Analyze and Fix” process. When a failure occurs, an 

immediate design “fix” may occur or the product might undergo a minimal fix 

with design changes being delayed until later when many changes can be intro-

duced at the same time. We introduce a Bayesian model that allows for the intro-

duction of managerial knowledge and experience. Unlike most approaches, we 

do not build in an assumption that the product always improves throughout the 

process. 

Keywords: Product Development, Prototype Testing, Product Release, Relia-

bility Growth. 

1 Introduction 

1.1 Background 

The mean time between failures of a new product (MTBF) is an important characteristic 

that has a direct impact on revenue streams and costs. For products designed for the US 

military, historically MTBF has to reach a specified level before a product will be ac-

cepted. In the commercial world, there is a balance between MTBF and the timing of a 

new product release: release the product too early and the reliability problems will dam-

age a company’s reputation and involve many repair and replacement costs; release the 

product after extensive and time intensive development to raise MTBF and market ad-

vantage and share might be lost. Before formally incorporating costs and revenues into 

a decision model of how to manage the development phase of a new product and the 

timing of product release, it is essential to have a flexible statistical process for model-

ling the phases of test development.  

 
 A complex newly designed system generally undergoes several stages of develop-

ment testing before it is put into operation. After each stage of testing, changes are made 
to the design with the hope that the new design leads to a longer period of performance. 
This procedure is referred to as reliability growth. It is the result of iterative Test Analyse 
and Fix processes which are conducted to discover deficiencies and to verify that cor-
rective action will prevent recurrence in the further test phases. A “fix” refers to a design 
change that improves the reliability of the system  
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After fixes have been implemented, the system reliability will jump to a higher 

value. Usually, the estimate of the reliability jump is not straightforward since the un-

tested fixes require a specific prediction rule for them to “follow” in a growth model. 

In addition, the test data of a specific test prototype is only one set of data of all possible 

situations from the same design basis, e.g. design specifications and environmental 

specifications (Ireson et al. [1]). 

1.2 Literature 

The first reliability growth model appeared in the late 1950’s. Duane [2] analysed the 

reliability data of five different complex systems and demonstrated that the cumulative 

failure rate versus the cumulative operation time fell close to a straight line when plotted 

on a log-log scale. Crow [3] at Army Materiel Systems Activity (AMSAA) suggested 

that Duane’s postulate be stochastically represented as a Non-Homogeneous Poisson 

Process (NHPP) with Weibull intensity 𝜆(𝑡) = 𝛼𝛽𝑡𝛽−1 where𝛼, 𝛽 > 0. This is called 

the AMSAA model. For 0 < 𝛽<1, 𝜆(𝑡) is decreasing implying reliability growth. 

Bayesian extensions for the AMSAA model were proposed by Higgins and Tsokos [4] 

and Guida et al. [5].  Yu et al. [6] consider predictions using this model using non-

informative priors. A pseudo-Bayes approach has been discussed by Singpurwalla [7] 

under the stochastic ordering of prior and posterior distributions. Robinson and Dietrich 

[8-9] proposed two nonparametric growth models in which no specific functional form 

is assumed for the change of process failure rate. Crow’s Engineering Judgement Model 

[10] (EJM) considered techniques for projection of future expected reliability based on 

a delayed fixes testing plan. In the EJM model it is assumed that the effectiveness fac-

tors (EF) of fixes for all distinct failure modes in the system are given and all failures 

observed in RGDT are not fixed until the end of the testing program. 

Wayne and Modarres [11] assume that the failure times between fixes are exponen-

tial and that a fix results in a known increase in mean time between failures. (MTBF’s). 

Conjugate priors are used to model knowledge of the parameters. Wayne [12] discusses 

using a beta prior distribution for the factor by which MTBF increases after a fix. Our 

model generalises this to assuming that the increase in MTBF is itself a random variable 

and that MTBF’s follow a pattern similar to that of AMSAA NHP approach. For soft-

ware projects, predicting the expected number of software defects is important and 

Bayesian methods are making inroads. Rana et al. [13] discuss models including the 

Weibull model which is similar to the NHPP above and discuss finding prior distribu-

tions. Chen et al. [14] consider a multi-stage system with NHPP at each stage and mod-

els growth factors. Non-Bayesian approaches to modelling RDGT using power law 

growth models such as NHPP are still areas of active research--see, e.g., Xu et al. [15]. 

Bayesian methods for estimating the reliability of systems are examined in Li et al. 

[16] and Ruiz et al. [17]. A comparison of classical versus Bayesian methods can be 

found in Kamranfar et al. [18]. Pollo et al. [19] introduce an “objective Bayesian prior” 

that produces a posterior that is a product of gamma functions. Wayne et al. [20] model 

a posterior distribution for the failure intensity Optimal product release times for a prod-

uct consisting of subsystems connected in series are modeled in Li et al [21].  
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In distinction to the above literature, we don’t even require that the reliability 
grows…some fixes don’t work! However, we do assume that on average fixes work and 
the expected reliability grows according to a power law. The parameters of this power 
law are unknown and we assume that we can obtain prior distributions for the parame-
ters. However, we translate these parameters into quantities that are intuitive and will 
enable engineers to arrive at reasonable priors. This approach has the advantage of being 
transparent and intuitive. However, mathematically, arriving at conclusions will now 
require numerical methods. 

2 A Bayesian Product Improvement Model 

We will start with a description of the basic model and assumptions. For most of this 

paper, we consider the model where a fix is incorporated after each failure. Thus, as the 

machine fails and is repaired, its reliability grows. This is discussed in $2.1, where 

model assumptions are discussed in detail. The likelihood function for the data is for-

mulated in $2.2. A prior density function 𝜋(𝛼, 𝛽) over the parameters 𝛼 and 𝛽 of the 

Weibull intensity 𝜆(𝑡) = 𝛼𝛽𝑡𝛽−1 is required. Ideally, this should incorporate expert 

opinion and knowledge. We will provide the likelihood function for the observed data. 

Then we will describe how to come up with reasonable prior distributions for the un-

derlying parameters. This is an important feature of the model since it allows for the 

incorporation of expert managerial judgement. This is particularly important in product 

development where, initially, not much data is available. Most product developers will 

have a feel for the possible values of the reliability growth parameter β. This is dis-

cussed in $2.3. Information about the parameter α is not so intuitive. Instead, in $2.4, 

we propose the product developer provide information about the expected mean time 

between failures. This can then be translated into prior information for α. In $2.6, we 

combine the material from $2.3 and $2.4 to provide a joint prior for the underlying 

parameter. 

 

2.1 Model Development 

After each failure and fix, the time to the next failure is assumed to be exponential but 
with a new parameter since the machine has been “improved”. This is the assumption 
made in Wayne and Modarres [11].  

Suppose the system testing stops at some predetermined number of failures n. Let 

𝑡1, 𝑡2, … , 𝑡𝑛 be the cumulate test times of n successive failure modes observed up to  𝑡𝑛 

and let 𝑥1, 𝑥2, … , 𝑥𝑛 be the times between failures i.e. 𝑥1 = 𝑡1and 𝑥𝑖 = 𝑡𝑖 − 𝑡𝑖−1, for i 

=2,…,n. 

So the number of failures in each stage is limited to one. We note that the test plan 
of the most popular reliability growth model using NHP  belongs to this class of problem.  

During a particular stage, the distributions of the times to failure are assumed expo-

nential. The exponential parameters are not assumed to be equal. In Wayne and Mo-

darres [11], the assumption is that each fix results in a known fractional increase in 

meant time to failure. We generalise this by assuming that exponential parameter for 

stage i after a fix is assumed to be the value of a gamma random variable with mean 



4 

𝛼𝛽𝑡𝑖−1
𝛽−1 and variance 𝜎2. We will assume that the value 𝜎2is provided—although 

extension to a prior over this parameter is straightforward. This allows for the incorpo-

ration of the major feature of the AMSAA model. In addition, in distinction to other 

models, the actual failure rate does not necessarily decrease from stage to stage.  This 

is particularly important when considering the development of software products: a fix 

is new computer code which may itself be faulty and decrease the reliability of the 

product. However, overall the reliability tends to improve as fixes are incorporated. The 

parameters 𝛼, 𝛽 and σ will depend on managerial specifications and knowledge and are 

key components. There are various ways to obtain information that can help set prior 

distributions. For instance, Wayne [11] discusses developing prior distributions for the 

factor by which MTBF increases after a fix and suggests the use of historical infor-

mation such as that found in Trapnell [22] and in Brown [23]  

On finding prior distributions, we need to obtain the posterior distributions for the 

parameters and the posterior expected value of various quantities of interest such as the 

expected time to failure once all the test data and fixes have been incorporated. Since 

we are making as few assumptions as possible and trying to capture managerial intui-

tion, these are algebraically messy and ultimately need to be evaluated using numerical 

methods. 

2.2 The Likelihood Function 

At the nth failure the data observed will be the times 𝑡1, 𝑡2, … , 𝑡𝑛. After simplification, 

the likelihood function –a constant times the probability of observing the data 

𝑡1, 𝑡2, … , 𝑡𝑛, can be written as: 

∏ 𝛼𝛽𝑡𝑖−1
𝛽−1

𝑛

𝑖=2

{1 +
(𝑡𝑖 − 𝑡𝑖−1)𝜎2

𝛼𝛽𝑡𝑖−1
𝛽−1

}

−(1+(𝛼𝛽𝑡𝑖−1
𝛽−1

)2)

. 

Sufficient statistics of fixed dimensionality do not exist for the above likelihood 

function so that no natural conjugate prior can be found (Schlaifer and Raiffa [24]). 

Thus, inference based on a continuous joint prior generally requires numerical proce-

dures. 

From a practical viewpoint, Bayes methods are attractive because they allow for 

incorporating experience or technical considerations in the estimation procedure espe-

cially when the test data and the test procedure is expensive. This is greatly facilitated 

when a clear physical meaning can be attached to the model parameters. Generally, for 

selecting a prior distribution, it must adequately represent the state of prior knowledge 

about the parameter and not be a computational burden. Based on a technical judge-

ment, if we believe the variability between prototypes will be relatively small it may be 

reasonable to take σ as a common constant parameter of the model and we do that in 

the sequel. 

2.3 Prior for 𝛃 

We note that a shape parameter β less than 1 means a system whose expected failure 

rate is decreasing (small β means rapid reliability growth) whereas a shape parameter 

β greater than 1 means a system whose expected failure rate is increasing. In many 
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practical situations, bounds for β can follow on the basis of prior knowledge of the 

underlying failure mechanism. For instance, guidance on practical ranges for β can be 

found in the following:  

• The data collected by Duane [2] and Schafer et al. [25] show that β is “about 

0.5 and is rarely less than 0.3 regardless of the initial and final MTBF’s” 

• For equipment exhibiting a good fit, the Crow’s growth parameter β ranged 

from 0.579 to 0.794 (Gates et al. [26]) 

• The Duane model provides a reasonably good fit to most of the data sets and 

the estimated growth rates are within the generally accepted range or 0.3 to 

0.9 (Gates et al [26]) 

When no further information exists, it is reasonable to represent prior knowledge by 

using a uniform prior pdf over the interval (0.3,0.9), the widest range for β as indicated 

by Gates et al. [26]. 

2.4 Prior for α 

Since the scale parameter α in this model does not provide a clear physical meaning, 

we suggest an alternative approach to find a reasonable joint pdf for α and β as follows. 

For the failure process considered here, the expected failure time at time t is 𝛼𝛽𝑡𝛽−1. 

We note that generally a development test program is never begun without some infor-

mation regarding potential failure rates. So, the mean life time at some beginning time 

𝑡0 can be viewed as a process parameter 𝜇0. Without loss of generality, suppose that 

𝑡0 = 1. The physical meaning of 𝜇0 should allow an engineer to formulate prior 

knowledge. However, if no prior information is available from a similar system then a 

commonly used estimate of 10% to 20% of the requirement mean time between failures 

can be uses as an initial reliability (Morris and MacDiarmid [27]). Using this, the prior 

for 𝜇0.can be chosen as uniform over some interval (𝑐1, 𝑐2): 

𝜋𝜇0
(𝜇

0
) ∝

1

𝑐2−𝑐1
 for 𝑐1 < 𝜇

0
< 𝑐2. 

 

2.5 Joint prior for α and β 

Assuming the random variables 𝜇
0
and 𝛽 are independent, the joint density function of 

𝜇
0
and 𝛽 is given by  

𝜋𝜇0,𝛽(𝜇
0
, 𝛽) ∝

1

𝑐2−𝑐1

1

𝛽2−𝛽1

  for 𝑐1 < 𝜇
0

< 𝑐2 and 𝛽
1

< 𝛽 <

𝛽
2
. 

By making a change of variable transformation, this induces an equivalent prior over 

(𝛼, 𝛽) given by 

𝜋(𝛼, 𝛽)  ∝
1

𝛽𝛼2
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over the region 0<𝛽
1

< 𝛽 < 𝛽
2
<1 and 0<𝑐1 ≤

1

𝛼𝛽
≤ 𝑐2. 

that 𝜇0.and β are independent, the joint density function is then equal to 
1

(𝑐2−𝑐1)(𝛽2−𝛽)
. Changing variables the joint distribution of 𝛼 and β can be shown to be 

proportional to 
1

𝛽𝛼2 where 0 < 𝛽1 ≤  𝛽 ≤ 𝛽2 < 1 and 0<𝑐1 ≤
1

𝛼𝛽
≤  𝑐2. 

2.6 Putting it all together 

The likelihood from 2.1 is now multiplied by the prior from 2.5 to form a quantity 

proportional to the posterior distribution. From this, various posterior quantities such 

as the posterior MTBF, posterior means of α and β may be obtained via integration. 

However, the resultant integrals have no closed form and the integrations, of necessity, 

must be numerical. 

3 Applying the model 

To illustrate the application of the Bayesian model, we use the 15 failure data points 

from Crow’s [28] example. These data were generated by the computer simulation of a 

NHPP with α=0.42 and β = 0.5. These are (cumulative test times): 0.2, 11.2, 37.2, 39, 

48.4, 53.4, 90.2, 91.6, 151.4, 159.4, 197.2, 240.2, 323.6, 361.2, 381.6. 

It is important to note that we know a priori that the Bayes model does not fit this 

data since it was generated assuming the time between failures is non-exponential and 

there is no variability between prototypes.  Thus, the simulated model is at best an ap-

proximation to the model which most authors suggest. As will be seen, even for this 

unfavourable data, the proposed Bayesian model performs well. 

We assumed that β was uniform over (0.45, 0.55), 𝜇0 was uniform over (4.5 and 5) 

and σ was small. 

The table below summarises the estimation results. Included are the results from 

applying the Bayesian model and the estimated using maximum likelihood estimation 

of α and β in Crow’s model. 

 

Table 1. Comparison of Model to Estimates from Crow’s Model where underlying 

data is generated from a known distribution 

Model True σ True β 

True Model 0.42 0.5 

Bayesian Estimates 0.40463 0.522 

MLE for Crowe 

Model 
0.4690 0.5829 
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4 Conclusions 

Planning for new product release requires a reasonable model for the modelling of re-

liability growth. An approach to product reliability growth modelling that allows for 

managerial input, variability between prototypes and incorporates historically relevant 

observations has been presents. In the case of limited data, a Bayesian approach com-

bined with expert judgement, often provides superior results. A limitation of the Bayes-

ian approach is arriving at the prior distributions. This depends on the expert knowledge 

of the product developers. For cases where development time is short, misspecifications 

can lean to costly errors.  Continuing work involves expanding the model to more gen-

eral situations and performing extensive numerical comparisons. Now that a feasible 

model for tracking product reliability growth has been established, a next step is to 

explicitly incorporate costs and revenues to optimise the testing and fix process. 
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