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Abstract

The statistical subspace-based damage detection technique has shown promising theoretical and practical
results for vibration-based structural health monitoring. It evaluates a subspace-based residual function with
efficient hypothesis testing tools, and has the ability of detecting small changes in chosen system parameters.
In the residual function, a Hankel matrix of output covariances estimated from test data is confronted to
its left null space associated to a reference model. The hypothesis test takes into account the covariance of
the residual for decision making. Ideally, the reference model is assumed to be perfectly known without any
uncertainty, which is not a realistic assumption. In practice, the left null space is usually estimated from
a reference data set to avoid model errors in the residual computation. Then, the associated uncertainties
may be non-negligible, in particular when the available reference data is of limited length. In this paper,
it is investigated how the statistical distribution of the residual is affected when the reference null space is
estimated. The asymptotic residual distribution is derived, where its refined covariance term considers also
the uncertainty related to the reference null space estimate. The associated damage detection test closes a
theoretical gap for real-world applications and leads to increased robustness of the method in practice. The
importance of including the estimation uncertainty of the reference null space is shown in a numerical study
and on experimental data of a progressively damaged steel frame.

Keywords: Damage detection, Uncertainty quantification, Statistical tests, Ambient excitation, Vibration

measurement

1. Introduction

Vibration-based structural health monitoring (SHM) of civil or mechanical structures is based on the
fact that the dynamical behavior of a structure is affected by damage [1]. The detection of damage is

a fundamental task for SHM, before further levels of damage diagnosis concerning damage localization,
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quantification and lifetime prediction can be reached [2]. The basic premise is that damage will alter the
stiffness, mass or damping properties of the structure, and consequently its dynamic properties, so it can
be inferred based on the measured vibration response of the system. Output-only methods based on the
assumption of ambient excitation are particularly interesting in this context, as dynamic properties can be
evaluated under normal operating conditions and without human interaction. Damage detection can then
be accomplished purely data-driven by evaluating changes in damage-sensitive features that are extracted
from the measurements in a (healthy) reference state of the system and the current test state [3]. Since
the features are computed from ambient vibration data, they are subject to statistical variability. Hence,
the statistical properties of the feature need to be considered properly for its evaluation in order to decide
if a change is significant, i.e. if there is damage or not. This paper investigates damage detection under
statistical uncertainty related to both reference and test states in the context of subspace-based damage
detection [4, 5].

There are many ways to define and evaluate features for damage detection. Reviews of vibration-based
damage detection methods can be found in [6-8]. Damage features are e.g. based on modal parameters
[9-11], parameters of (combined) auto-regressive models [12, 13], Kalman filter innovations [14, 15], wavelet
transform [16], neural networks [17], and many other features from signal processing [18, 19]. Feature
evaluation methods often rely on an outlier or novelty analysis [20, 21], investigating the statistical properties
of the damage feature. They are based on the Mahalanobis distance [22], whiteness tests [14], clustering
methods [23], statistical process control [24], and other statistical hypothesis tests. Based on the distribution
properties of the feature and an allowed false positive error probability, a threshold for the decision between
healthy or damaged can e.g. be determined empirically from several reference data sets in the healthy state.
Similarly, control charts known from statistical process control are widely applied in vibration-based SHM
e.g. [13, 15, 24, 25], mainly but not exclusively focusing on uni-variate control charts such as X-Bar charts
to monitor the statistical properties of scalar features. In many works it is highlighted that the proper
consideration of uncertainties of the damage sensitive feature is of crucial importance to avoid false alarms
and to guarantee a reliable damage detection procedure. Several approaches therefore aim for automated
uncertainty consideration in damage detection methods, e.g. by means of genetic algorithms [26], fuzzy logic
approaches [27], or — in the field of model-updating procedures — Bayesian methods [28] and approaches
using interval arithmetic [29]. Other approaches focus on explicit uncertainty quantification models of
damage sensitive features such as Frequency Response Functions and modal parameters [30, 31]. In this
context, the statistical subspace-based damage detection (SSDD) method [4, 5, 32] has the advantage of
characterizing precisely the statistical behavior of the damage detection tests for both healthy and damage
scenarios, affected by the uncertainties of the tested data resulting from measurement and excitation noise.
Being based on a powerful statistical framework for parametric change detection [33], the method has
been extended with robustness to changing ambient excitation [5, 34] and temperature conditions [35-37].
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Moreover, damage localization and quantification are possible with the considered feature in connection
with finite element model-based sensitivities in the same framework [32, 38, 39]. Successful applications on
field data have been reported e.g. in [40, 41]. The objective of this paper is to address the robustness of the
method towards uncertainties related to the estimation of the reference for the damage feature.

In the SSDD method, the feature is a subspace-based residual vector, which is based on subspace prop-
erties of the Hankel matrix of output covariances. It is defined as the product of the left Hankel matrix null
space of the reference state and the Hankel matrix computed on current measurement data in the test state
[4, 5]. The statistical evaluation of the residual in an associated hypothesis test yields a damage detection
test statistic that considers the uncertainty related to the test data. The test is straightforward to compute
from the data, without the need of modal parameter estimation and tracking in the test state, nor other
complex numerical operations. While the previously cited works show a wide applicability of the subspace-
based residual for damage diagnosis, only the uncertainty related to the Hankel matrix estimate of the test
data is currently taken into account in its statistical evaluation, implicitly assuming that the left null space
computed in the reference state is free of uncertainty. This is only adequate for the theoretical case where
the reference null space is computed from a (perfect) model [4], which is not realistic in practice where
the null space is usually estimated from a reference data set [35, 40]. Then, the associated uncertainties
may be non-negligible, in particular when the available reference data is of limited length. In this paper,
the impact of the reference null space uncertainty on the statistical distribution of the residual is analyzed.
Based on the obtained distribution properties, a damage detection test is developed that takes into account
the uncertainties related to measurements of both the reference state (for the residual setup) and to the
current state (for the residual evaluation), while the former has not been considered in previous works.
Since in practice the reference state is never perfectly known, the developed test closes a theoretical gap for
real-world applications and leads to increased robustness of the method. The resulting test performance is
evaluated with a numerical example and demonstrated on experimental data.

This paper is organized as follows. In Section 2, the background of the damage detection approach
is recalled. In Section 3, the asymptotic distribution of the subspace-based residual is analyzed under
estimation uncertainties in the reference, and the respective test statistic is developed for damage detection.
Finally, the method is validated on a numerical example given in Section 4, and applied to experimental

data of a progressively damaged steel frame in Section 5.



2. Background and problem statement

2.1. Damage detection methodology

It is assumed that the vibration behavior of the investigated structure can be described by a linear

time-invariant dynamical system, with corresponding discrete-time stochastic state space system [42]

Tpt1 = Azp + wy 0
yr = Cxy + vg,
where A € R™*™ is the state transition matrix, C' € R"*" is the observation matrix, x; € R" is the state
vector, yr € R" contains the measured outputs at r sensor positions at discrete time index k, n is the model
order, and wi € R™ and v € R" are the state noise and output noise, respectively, which are unmeasured,
and assumed to be white, stationary, centered and having finite fourth moments.

The subspace-based damage-sensitive feature vector [4, 5] has been developed based on properties of
the output-only covariance-driven subspace method [43], where an estimate of the block Hankel matrix H
containing the output covariances of the monitored system is computed. Due to the well-known factorization
property of this matrix into observability and controllability matrix [43, 44], its image subspace contains
the dynamic characteristics of the structure and is thus sensitive to damages. Thanks to this property, the
subspace-based feature or residual vector is defined based on the left null space Sy of the theoretical Hankel
matrix H(© in the reference state and the Hankel matrix estimate computed on a data set of length N

in the current test state as

¢ = VN vec(STH), (2)

where vec(+) is the column stacking vectorization operator. Hence, its mean is zero when the system is in the
reference state and deviates from zero when the system is damaged. It should be noted that this property
does not only hold for the block Hankel matrix associated to the covariance-driven subspace method. In
fact, it is a general property of the family of subspace methods, where a matrix H is computed from
the measurements with different kinds of projections such that the image subspace of this matrix is the
observability matrix [44, 45].

Since the residual is computed from data, it is subject to uncertainties that have to be taken into account
for a decision if the deviation from zero is significant, i.e. if there is damage. For this, the system state is
first formalized by a parameter vector 6 that characterizes the system. For example, it is a vector containing
the modal parameters or damage-sensitive structural design parameters. Its value in the reference state is

6p. Based on the computed residual ¢ in (2), a decision is made during monitoring between the hypotheses

Hy: =106, (reference system),

(3)
H : 0=0y+6/vV/N (damaged system),



where § is an unknown but fixed change vector. Note that the alternate hypothesis H; corresponds to
a formulation of “0 # 6" for the analysis with the local asymptotic approach to change detection [33],
which allows the characterization of the residual distribution in the damaged state. This framework has the
advantage of being able to characterize small changes in the system if the data length IV of the test data
is large enough. In this setting, it has been shown that the residual is approximately Gaussian distributed,
satisfying

¢ a, N(0,%) under Hy n

N(JT4,2) under Hy

for N — oo, where J is the asymptotic sensitivity with respect to parameter 6 (evaluated at 6p), X is
the covariance of the residual, and “d” denotes convergence in distribution. It is assumed that [J has
full column rank and ¥ is positive definite. Following (4), the damage detection problem corresponds to

detecting changes in the mean of a Gaussian variable. The generalized likelihood ratio (GLR) test leads to

the corresponding parametric test
t=cTy1g (jTZ—lj)*l JTs 1, (5)
which follows asymptotically a x? distribution with dim(#) degrees of freedom, and non-centrality parameter
A=0T(TTs 1) (6)

in the damaged state. To decide between Hy and Hi, the test variable ¢ is compared to a threshold, which
is set up such that the probability of false alarms is below some chosen level. In theory this choice can be

made according to the x? distribution of ¢ from the reference system.

2.2. Problem statement

In the definition of the residual (2), only the Hankel matrix estimate H computed from the test data
has been considered as a random variable, while the left null space Sy associated to the reference state is
considered to be computed from a model. Hence, both the residual distribution in (4) and the damage
detection test (5) have been derived in previous works assuming that Sy is deterministic.

However, this is not a realistic assumption. In practice, in the absence of a reference model, only an
estimate §0 of Sy is usually available, which is computed from a Hankel matrix estimate H(© in the reference
state, as suggested for applications e.g. in [35, 40, 46]. By nature, this Hankel matrix estimate is afflicted
with statistical uncertainty and so is §0. The related uncertainty may not be negligible, in particular for
cases when the reference data set for the computation of HO is relatively short. Consequently, the residual
mean in the reference state is not exactly zero anymore under small errors in Sy, and the residual distribution
in (4) may be incorrect. This can lead to an incorrect behavior of the damage detection test and to unwanted
false alarms. To circumvent this problem, the uncertainty associated to the reference state is characterized in
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this paper. Then, the appropriate damage detection tests are derived considering not only the uncertainties

related to measurements in the test state but now also of the reference state.

3. Subspace-based damage detection method under uncertainty in reference

3.1. Residual definition and analysis of its distribution

In the residual definition (2), the theoretical left null space Sy associated to the reference state is compared
to the Hankel matrix estimate ﬁ, which is computed on a data set of length N in the currently tested state.
More realistically, an estimate §0 of the theoretical null space is usually used, which is computed on a data

set of length M in the reference state. Then, the data-driven subspace-based residual is defined as
¢ = VN vec(SEH). (7)

The previous residual (2) depends only on one random variable, namely #. Its mean in (4) is zero in the
reference state, because the theoretical matrices yield STH = 0 in the reference state. However, the product
with the left null space estimate §0T H is just approximately but not exactly zero in the reference state,
which has an impact on the distribution properties in (4). This impact is examined in the remainder of this
section, and the distribution properties of the residual (7) with estimated reference null space are derived.

The distribution properties in (4) are based on the distribution of the Hankel matrix estimate H computed
on test data of length N. Its exact distribution is unknown, but can be approximated as Gaussian. In fact,
output data covariance estimates are asymptotically Gaussian [47], thus it is also the case for the vectorized
Hankel matrices and associated matrices for many subspace methods [45]. Then, the distribution of H yields
under the hypotheses (3)

\/Nvec(’)q B 7—[(0)) a, N(0,2%) under Hy @®)
N(Jy 6,%4) under Hy
where ¢ is defined in (3), and J is the asymptotic sensitivity of vec(H) with respect to parameter 6
(evaluated at 6p). Note that an estimate of 33 can be easily obtained from the data via the sample
covariance [45].

Now remark that (4) is a consequence of (8), since multiplication of (8) with deterministic matrix SZ in
VNvec(ST (H—H®)) is equal to residual ¢ due to STH® = 0, which still yields an asymptotically Gaussian
vector (with a different mean and covariance). This allows to state the residual distribution (4) without any
knowledge on the theoretical limit value H(®) that is unknown in practice. However, when replacing Sy by
its estimate Sy, this does not hold anymore since §g H(© £ 0, and the central limit theorem in (4) would
become incorrect. Since §0 is a consistent estimate of Sy, the asymptotic mean of the residual is not affected,

but the fact that 5’\31 H(© is only approximately but not exactly zero leads to a modification of the residual
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covariance. This computational inaccuracy has often been discarded in previous works [40], and empirical
thresholds had to be used for the test (5). To achieve better performance for short data lengths and to define
theoretically sound thresholds for detection, the distribution properties of 5 are derived, including the exact
expression for its covariance for a correct computation of the corresponding damage detection test (5).
The estimate §0 is computed on a dataset of length M in the reference state from H O, Hence, the error
induced by replacing Sy with §0 depends on M, while the test data is computed on a data set of length
N, which is the normalization factor of the residual (7). This implies that even if the asymptotic residual
distribution depends on the test data length NV, the impact of the reference data length M used to compute
§0 has to be taken into account, especially for small M. Recall that similarly to (8), the matrix estimate

HO ig computed on a data set of length M, and it is asymptotically Gaussian with
VM vec(H® —HO) L5 (0, 55) (9)

when M — oo, where ¥4 is the asymptotic Hankel matrix covariance that is the same as in the reference state
under the assumption of unchanged noise properties [5, 33]. Then, the data-driven residual (7) is analyzed
as a function of both random variables Sy (derived from H( in the reference state) and H (computed in the
test state), from which it inherits its distribution properties. This function is denoted by g(h) = vec(STH),

where
vec(H ) vec(H )

h= and h =

~

vec(H) vec(H(?) 7
with g(h) = 0. With the statistical delta method [48], the asymptotically Gaussian distribution properties
of h are propagated to g(h), i.e. to the residual ¢ = vN(g(h) — g(h)). For this, the joint asymptotic
distribution of #(® and # in A is detailed first. Since H(® is computed on a data set of length M, but the

residual is normalized with data length IV of the test state, the ratio ¢ = % is introduced. Multiplication

of \/c to the asymptotic distribution properties of HO in (9) leads to
VM )/ Bvec(HO — HO) L N(0, cS). (10)

Since H® and H are computed on different data sets in the reference and in the test states, respectively,

they can be considered as independent. Then, their joint distribution follows from (8) and (10) as

0 > 0
) o N , et under Hy
R H H 0 0 b))
VNG )y = v [ [TCOE] el (0)) -, " (11)
H H 0 2 0
vec(H) vec( ) % Yy ander Hy

With this result and the first-order Taylor expansion

g(h) = g(h) + Ty(h = h) + o(||h = h]), Ty = =5, (12)
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the delta method [48] states that ¢ = v/N(g(h) — g(h)) is asymptotically Gaussian with

- N0, under H
BN R ’ (13)
N(J4,%) under Hy
where the asymptotic covariance is
~ CZH 0
¥ =J, J; (14)
0 Xy

which is developed in the following section. Note that it is the same under both hypotheses due to the close
hypotheses definition (3), similar to (4). In (13), ¢ is the change vector that has been defined in (3), and the
residual sensitivity J is the same as in (4). Its computation depends on the used system parametrization

and is detailed e.g. in [5, 39].

3.2. Covariance computation

The asymptotic residual covariance ¥ in (14) requires the evaluation of the derivative J, of the residual
with respect to h in (12), i.e. with respect to the vectorized Hankel matrices corresponding to the reference
and to the test states. This is developed in detail in the Appendix, where it is shown that the respective

derivatives yield

Jg = [\7@7_[@ ‘75’;_[} = {*V1V1T @Sl I,®ST, (15)

where V] defines the row space of H(?, and @ denotes the Kronecker product. Finally, the asymptotic

covariance of the residual follows from (14) as

Y= 4 Do, (16)
where ¥ = JE,H(W E?"jgﬂ(()) is related to the uncertainty in §0, and Yo = JE,HEHJgH is related to the
uncertainty of ﬁ, i.e. to the test state.

With these developments, the theoretical asymptotic covariance of the residual is characterized. Based
on the obtained expression in (16), its estimate can be obtained from actual measurements as follows. From
measurements in the reference state (of length M), the estimates So and V; are available from 7_7(0)7 e.g.

from the SVD

. 11D, ol |vr
HO =g, o, |7 || (17)
0 Do [VF

as §0 = (72, where (71 contains the first n columns of the left singular vector matrix associated to the
non-zero singular values in lA)l € R™ " and (72 contains the remaining columns associated to ﬁg ~ 0. With
these matrices, an estimate of J; can be computed in (15). The estimate of the Hankel matrix covariance

EH can be computed as the sample covariance from data blocks of the available data, as detailed e.g. in
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[5, 45], and estimates 53, and 3 are obtained analogously to (16). With the data length N of the data set

in the test state, ¢ = % and the estimate of the residual covariance is obtained as

S=N5 45, (18)

Hence, when the data length M to compute the reference matrix §0 is large with respect to the data length
N for computing H from the current test data, the residual covariance depends more strongly on H (related
to flg), which is the more uncertain part in the residual computation in this case. Thus, the covariance
contribution f]l related to the reference matrix gets weaker when long data sets are available in the reference
state, which is reflected in (18) where % is small in this case. On the other side, when M is small compared
to IV, the contribution to the residual covariance of the uncertainty related to the reference matrix §o is
large compared to the uncertainty of H computed from the test data. Then, % is large and indeed the
contribution of ; in (18) is larger. Notice finally that this term is the contribution of the new covariance
scheme of this paper. To neglect it in the residual covariance (18), as in previous studies, the reference data
length M needs to be significantly larger than the test data length N, by some orders of magnitude, as will
be illustrated later in the paper.

3.3. Computation of test statistic

In the previous sections, the asymptotic distribution of the residual 5 has been characterized, with the
central limit theorem in (13) and the estimation of the respective covariance ¥ in Section 3.2. The residual
sensitivity J and its estimation has been detailed in previous works, e.g. in [5, 39]. Finally, the GLR test
for hypotheses (3) based on (13) writes

E: gTiflj (jTiflj)_l jT271§ (19)

analogously to (5), and is consistently computed when replacing J and ¥ by their respective estimates. The

test statistic £ is asymptotically x? distributed with dim(6) degrees of freedom and non-centrality parameter
A=6"(TTES1 )8 (20)

in the damaged state.

4. Numerical validation

The properties of the developed damage detection test (19) are validated on simulation data of a mass-
spring-damper system, and compared to the conventional test computation where the covariance contribution
3 related to the left null space estimate in the reference state is neglected. The mass-spring-damper (Fig. 1)

is defined by eight masses with m; = mg = ms = m7 = 1, me = my = mg = mg = 2, spring stiffnesses
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Figure 1: Mass-spring chain with four sensors.

k1 = ks = ks = ky =200, ky = ky = k¢ = kg = 100, and classical damping with a damping ratio of 2% for
all modes. In the damaged state the stiffness of the third spring is decreased.

For each simulated data set, the system is excited by random white noise loads at masses my, mg, ms, ms.
Velocity data is recorded at the same four positions and sampled with 20 Hz, considering an additional
measurement noise with 5% standard deviation of the signal.

The behavior of the developed method is examined in Monte Carlo experiments and compared to its
expected theoretical properties for validation and performance evaluation. Hereby, three typical cases for
the system parametrization 6 are considered [49], namely structural parameters in Section 4.1, modal pa-
rameters in Section 4.2, and no parametrization in the corresponding non-parametric damage detection test
in Section 4.3. The experiments are carried out with the main focus on different reference data lengths
M to examine the influence of the uncertainty in §0 related to the reference state within the new and
the conventional test computation. The performance is evaluated by means of the probability of detection
(POD) for different damages in the third spring. Each Monte Carlo experiment contains 1,000 simulations
of reference data sets and of test data sets for the computation of the reference null space §0 and the test
Hankel matrix 7/{\, respectively. Both these terms are afflicted with uncertainty in the computation of the
residual 5 in (7), which is analyzed for different data lengths and system states for damage detection. In
the test computation, the estimation of the asymptotic Hankel matrix covariance >4 is not part of the

uncertainty analysis, and it is assumed that it is appropriately estimated on reference data as in [5].

4.1. Detection with focus on structural parameter changes

In a first example, the system is parameterized by the stiffness of the eight springs, i.e. 6 = [k ko ... kg]”.
The residual sensitivity J used in the conventional test (5) as well as in the new test (19) contains the deriva-
tives of the residual regarding these structural parameters. It is obtained by first deriving the residual with
respect to the modal parameters, and then the modal parameters with respect to the structural parameters,
as detailed e.g. in [38, 39]. In its estimation, the reference null space §0 is required, which is computed anew
in each Monte Carlo simulation. Since the system is parametrized by eight parameters, the y2-distributed
test statistics have y = rank(J7 X1 7) = 8 degrees of freedom and thus their expected value in the reference
state is 8.

Fig. 2 shows the histograms of the conventional test (left) and the new test computation (right), for both
the reference and the damaged states. The reference null space estimate §0 is computed from data sets of

length M = 50,000, and the Hankel matrix estimate H is computed from data sets of length N = 100,000.
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Figure 2: Histograms of test statistics with conventional covariance computation (31 = 0, left) and new test (right).

In the damaged state the stiffness of spring 3 is decreased by 1.4%. In the conventional test in Fig. 2 (left),
the uncertainty related to Sy is not taken into account, and Xy in the covariance computation in (18) is set
to zero. The mean of the test values in the reference state is i = 53, which differs clearly from its expected
reference value p = 8, and the spread of the test values is large. This is due to considerable uncertainty in
the reference null space estimation, and consequently to a shift in the residual mean already in the reference
state, as explained in Section 2.2. In the new test computation in Fig. 2 (right), all relevant uncertainties
are taken into account, and the test values in the reference state are well centered around the theoretical
value p = 8. In contrast to the test results obtained by the conventional test, the distribution of the new
test is narrower and there is less overlap between the values from the reference and the damaged states.

In Fig. 3, the test value means in the reference state are shown for both tests when the data length M for
the estimation of the reference null space increases. The new test yields almost constant test value means for
an increasing data length M, matching its theoretical value already for very short data lengths. With the
conventional test, the test value mean is much higher for short data in the reference state, and it approaches
its theoretical expected value only for longer data sets. This is a consequence of less uncertainty in the
estimate §0 when using longer data sets for its computation, where the estimate approaches its theoretical
value §0 — Sp, and thus the theoretical properties of the conventional test are approached.

The impact of the new test computation on the probability of detecting damage is demonstrated in
Fig. 4. The POD for both the conventional and the new tests is displayed for two different data lengths
M = 50,000 (left) and M = 500,000 (right) for the reference null space estimation. To determine the POD
in a practical way, an empirical threshold is determined from the histogram of test values in the undamaged
case allowing a maximum of 1% false alarms. Damage is detected if the test value exceeds this threshold.

In Fig. 4 (left) it can be seen that the performance of the new test improves significantly with respect
to the conventional test for small damage and small M. The POD reflects how well the distributions of the

test values are separated between the reference and damaged states. In the conventional test computation,
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Figure 3: Mean of test statistic in the reference state, with structural system parametrization.

100 ® & 100 ‘ & @
a a
O 50F O 50Ff 1
[a ol
—o—conventional test —eo—conventional test
—e—new test —o—new test
0 ‘ ‘ ‘ ‘ ‘ 0 ‘ ‘ ‘ ‘ ‘
0 0.5 1 1.5 2 2.5 3 0 0.5 1 1.5 2 2.5 3
stiffness reduction in element 3 in % stiffness reduction in element 3 in %

Figure 4: Test performance with conventional (X1 = 0) and new covariance computation, with structural system parametriza-

tion. Reference null space computation with data length M = 50,000 (left) and M = 500,000 (right).

a bias is introduced in the residual mean, which leads to a non-centrality of the test distribution already in
the reference state. Then, the mean is higher than the theoretical value as shown in Fig. 3, implying also
a larger spread of the y2?-distribution due to its distribution properties. Finally, this leads to more overlap
between the distributions in the reference and damaged states and thus lower POD with the conventional
test, whereas the new test yields a distribution with less spread in the reference state (being at the theoretical
mean value) and less overlap with the distribution in the damaged state. Larger damage leads to higher
non-centrality parameters, and at a certain point the non-centrality parameter is large enough to avoid an
overlap of the distributions of the reference and the damaged states for both test methods.

If a long data set of length M = 500,000 is used, the reference null space estimate is closer to its
theoretical value. Then its uncertainty becomes small, the related covariance contribution %El in (18)
decreases and both tests perform similarly, as shown in Fig. 4 (right).

Comparing Fig. 4 (left) with Fig. 4 (right), it can be seen that the POD increases for the higher value
of M. This is examined further in Fig. 5, where the POD of an example damage case is shown for different

reference data lengths M. The POD increases with increasing M for both tests. The reason for the
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Figure 5: Test performance with conventional (X1 = 0) and new covariance computation for different reference data lengths

M, with 1% stiffness reduction in spring 3 and using structural system parametrization.

increasing POD in the conventional test is the decreasing mean of the test distribution in the reference
state as shown in Fig. 3, which approaches its theoretical value and leads to a better separation to the
distribution in the damaged state when M increases. In the new test, the test distribution in the reference
state is independent of M, and the POD increases with increasing M since the non-centrality parameter
increases: with increasing M there is less uncertainty on the reference null space, which is reflected in the
decreasing covariance contribution %21 in (18). This leads qualitatively to a smaller residual covariance
3, a larger inverse £~ and thus a larger non-centrality parameter X in (20). As can be seen in Fig. 5, the
new test outperforms the conventional test in particular for small data lengths. The behavior of both tests
becomes closer as M increases when the uncertainty related to the reference state becomes negligible.

The previous results have illustrated that the behavior of the new test is close to the expected theoretical
properties, whereas the conventional test shows a somewhat unpredictable behavior for small reference data
lengths M. Moreover, the test performance of the new test has shown to be better in terms of the POD
than the performance of the conventional test for small M. Hereby, the POD was determined by setting up
empirical thresholds in the reference state in order to allow a fair and practical comparison between both
tests. In the following, the behavior of the tests in the reference state is further analyzed with regards to
the theoretical thresholds of the distributions. This is particularly relevant for cases when only few data
sets are available in the reference state, preventing the definition of empirical thresholds.

In Fig. 6, the histograms of the conventional test (left) and the new test (right) are presented for
increasing data length M in the reference state. For the conventional test in Fig. 6 (left), the histograms
differ significantly for the different data lengths M and their mean differs from the theoretical value. In this
case it would be impossible to set up a threshold based on the expected distribution properties. The new
test, however, yields similar histograms independently of the data length M in Fig. 6 (right) whose mean
matches the theoretical value.

Besides the possibility to define a theoretical threshold with the new test independently of the available
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Figure 6: Histograms of the test statistic of the conventional (left) and the new test (right) in the undamaged reference state,

computed with different reference data lengths M and N = 100,000.
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Figure 7: Histograms of the test statistic of the conventional (left) and the new test (right) in the undamaged reference state,

computed different test data lengths N and M = 50,000.

data length M in the reference state, its behavior is also consistent when applied to testing data of different
lengths N as shown in Fig. 7 (right), whereas the histograms of the conventional test in Fig. 7 (left)
differ significantly. This is due to the bias that is introduced in the conventional test when neglecting the
uncertainty on the reference null space. In practice, this means that the conventional test is subject to false
alarms in the reference state when evaluated on testing data of different lengths, which is not the case for
the new test.

These results show that for the conventional test, a threshold has to be determined empirically from
(sufficient) test data. Its value depends on the data lengths M and N, and moreover N has to be constant
in the monitoring phase. The new test, however, allows the definition of a fixed threshold, which can be
based on the theoretical distribution properties and thus be computed explicitly a priori. This is very
valuable in particular when only few data is available in the reference state.

This section has demonstrated that the application of these damage detection methods shows good
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accordance with the theoretically expected behavior if the uncertainty related to the reference data is either
correctly considered in the residual covariance, or if this uncertainty is negligible due to sufficiently long
reference data sets. In the application of the methods, the system parametrization # was chosen as the
structural system parameters. While such a parametrization is quite powerful also for further damage
diagnosis [39, 49], it may not be provided easily and requires usually a finite element model. This motivates

for a simpler but still complete parameterization, such as the modal parameters in the following section.

4.2. Detection with focus on modal parameter changes

When considering the modal parametrization of the system, parameter vector 6 can be defined by the real
and imaginary parts of the eigenvalues and mode shapes of system (1) [4, 34]. They can be easily obtained
from data in the reference state, and the residual sensitivity matrix J has been detailed e.g. in [5, 34]. The
dimension of the parameter vector is 2ms. Thus, the number of degrees of freedom of the y2-distributed
test statistic and its theoretical expected value in the reference state is rank(J7X~17) = 2mr. For the
considered 8-mass-spring-damper with m = 8 modes and r = 4 sensors, this computes to 2mr = 64.

Using this parametrization, the conventional and new tests have been computed again with the Monte
Carlo simulations from the previous section for different reference data lengths M. Similarly to Fig. 3, Fig. 8
shows the evolution of the test means when the reference data length M increases. The mean of the new
test is close to its theoretical value even for short data length M as expected, since the uncertainty of the
reference null space estimate is correctly taken into account. The conventional test needs much longer data
sets to approach the expected value.

The performance of the tests in terms of the POD is compared in Fig. 9 for small damage in spring 3,
using short reference data with M = 50,000 in Fig. 9 (left) and longer data sets with M = 500,000 (right).
In both cases, the POD increases with the new test when the damage is small, until it reaches 100%. Using
longer data sets in the reference state (right) increases the POD, and reduces the difference between the

respective POD of both tests due to a better estimate of the reference null space with less uncertainty. In
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Figure 8: Mean of test statistic, with modal system parametrization.
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Figure 9: Test performance with conventional (X1 = 0) and new covariance computation, with modal system parametrization.

Reference null space computation with data length M = 50,000 (left) and M = 500,000 (right).

this case, the difference between the conventional and the new test performance is not as small as in Fig. 4
(right) when using the structural parametrization. This is due to the larger number of degrees of freedom
and wider spread of the test distribution under the modal parametrization in this application. However, this
also indicates that even with a long reference data length of M = 500,000 there is non-negligible uncertainty

in the reference null space estimate that should be taken into account to achieve an optimal test performance.

4.8. Non-parametric detection

Finally, the damage detection tests are applied without focussing on a particular system parametrization
0, which corresponds to a direct detection of changes in the residual and J = I [5, 49]. Then, the conventional
and the new tests in (5) and (19) boil down to ¢t = (T¥71¢ and = CTY-1¢, respectively, and the number
of degrees of freedom of their x? distribution is the theoretical rank of the residual covariance. These non-
parametric tests are attractive due to their simplicity, and may be preferred e.g. when the identification of
the modal parameters in the reference state of the system is inconvenient.

The POD of both the conventional and the new test are displayed in Fig. 10, for the same reference data
lengths M as above, i.e. M = 50,000 and M = 500,000. Similarly to the parametric cases, the POD improves
for the new test compared to the conventional test, and both tests show a better and closer performance for
large M. They also coincide for large damage with a recurring advantage for the new test.

Compared to the test performance of the parametric tests in Figs. 4 and 9, the POD in the non-parametric
test is lower. This can be explained from the larger number of degrees of freedom of the y2-distribution
of the test statistic in the non-parametric case, which leads to its wider spread and is coherent with the

findings in [49)].
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Figure 10: Test performance with conventional (X1 = 0) and new covariance computation with non-parametric test. Reference

null space computation with data length M = 50,000 (left) and M = 500,000 (right).

5. Application to experimental data

In the previous section the developed damage detection test has been validated on simulation data, where
its behavior was shown to be coherent with its theoretically expected properties thanks to the consideration of
the uncertainty related to the reference data. Moreover, it has shown to be robust for different data lengths,
with an increased performance especially for short reference data lengths compared the conventional test.
In this section, the tests are applied to a laboratory steel frame structure for an evaluation of the test
performance on experimental data.

The considered steel frame structure represents a scaled two-dimensional section of a jacket-type support
structure of an offshore wind turbine and is shown in Fig. 11. It is made of steel pipe components with
an I-sectional steel beam on the top. At the bottom the structure is screwed to the floor. At the top the

structure is fixed perpendicular to the in-plane-direction. The parts are mainly welded, except for the area

Figure 11: Laboratory testing structure (left) and reversible damage detail (right).
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where a reversible damage can be introduced. This damage area is defined by a K-node, which is fixed to the
structure by means of screwed end plates (see Fig. 11 right). Loosening the screws successively, the progress
of a crack-like damage can be introduced. A high number of bolts are used to provide a high resolution of
the induced stiffness loss.

An electrodynamic shaker excites the structure with a random white noise signal in the range of 10 to
1000 Hz and accelerations at nine locations are measured with a sampling rate of 2500 Hz. The excitation
direction is approximately 30° rotated out of the in-plane-direction. Further details of the test setup can be
found in [50].

The damage location, where the bolts are loosened, is set to be at the lower brace. In the reference state
all bolts are screwed tight. For increasing damage, 1, 2, 3, 5 or 7 bolts are unscrewed. The loosening of 3,
5, and 7 bolts represents a reduction of the moment of inertia of 1%, 10%, and 30%, respectively.

For the damage detection test, the recorded data is separated into eight data sets with N = 20,480 data
points each (about 8 seconds) for each system state. For the reference system state, a part of the first data
set of the undamaged state is used to compute the reference matrix S , as well as the residual covariance
S and % for the conventional and the new test, respectively. The remaining data sets are then used for
damage detection with the non-parametric test procedure. This is the most convenient test setup with a
high practicability, as the system identification step is avoided. Since no parametrization is used, the number
of degrees of freedom of the test is related to the rank of the converged covariance matrices ¥ or ¥ of the
tests, respectively, which however cannot be evaluated with limited data. Nevertheless, an upper bound is
given by their size, which is limited by the number of data blocks in their estimation [5]. In this application,
500 data blocks have been used for the computation of S and XC), hence the degrees of freedom of the 2 test
distributions are limited by 500, where the threshold allowing for 1% false positive alarms is at 576.

Fig. 12 shows the test values in the undamaged reference state of the conventional test (left) and when

the uncertainty of the reference is considered in the new test procedure (right) for different data lengths M.
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Figure 12: Test values of the conventional (left) and the new test (right) in the undamaged reference state computed with

different reference data lengths M.
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Figure 13: Test values of the conventional (left) and the new test (right) in the reference and at different damaged states.

In accordance with the numerical evaluation in Section 4 the conventional test leads to test values clearly
above the threshold in Fig. 12 (left). Moreover, the test values depend on the reference data length M used
for the computation of the reference null space and the covariance matrix, as they tend to decrease with
increasing M as can similarly be seen in Fig. 3. With the new testing method only the test values for the
very short data length M = 5,000 are above the threshold in Fig. 12 (right), and indeed it can also be
observed in Fig. 3 that the test value mean has not converged yet for very small M. For the other used data
lengths, the test values are consistently below the theoretical threshold and do not show any dependence
of M.

The test values in the different system states are presented in Fig. 13 for both tests, where the reference
data length M = 15,000 was chosen. Both tests are able to indicate changes in the system by an increase in
the test values, even for damages below 1% stiffness reduction. All damages can be detected reliably using
the theoretical threshold with the new test, while the conventional test method fails to recognize the healthy

state with the theoretical threshold.

6. Conclusion

In this paper, the estimation uncertainties stemming from reference data have been analyzed for an
established damage detection residual and the associated statistical test. In the considered residual, a
Hankel matrix containing the system’s output covariances computed from test data is confronted to its left
null space, which is now estimated from reference data in the healthy state, instead of assuming it to be
perfectly known from a model. While previously only the statistical uncertainties related to the test data
have been considered, it is shown in this paper that the estimation uncertainties related to the reference data
are non-negligible especially when the reference data is of short length. It has been shown that neglecting
these uncertainties can lead to a considerable deviation from the theoretically expected test behavior. This
can lead to false alarms and makes it impossible to set thresholds between healthy and damaged states
based on the expected statistical distribution of the test. However, with a proper test design that takes into
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account both the uncertainties related to the reference and to the test data, the developed damage detection
test shows a correct and predictable statistical behavior. It is stable for different data lengths, and allows
a reliable definition of thresholds a priori. This is in particular valuable in practice for cases where only
short data is available in the reference state of a structure. The developed approach has been validated
extensively on simulation data, where it has also been illustrated that its performance in terms of the POD
is superior compared to the case where the uncertainties related to the reference data are neglected. Finally,
the approach has been successfully applied to experimental data from a laboratory steel frame structure

under progressive damage.

Appendix A. Development of the asymptotic residual covariance

The sensitivity matrix 7, in (12) is required for the evaluation of the asymptotic covariance ¥ of the
data-driven residual in (14). For this, the derivative of vec(SEH) needs to be evaluated with respect
to vec(H(®) (Sp depends on H®) and with respect to vec(H). These derivatives are obtained through
first-order perturbations A(:), which is convenient for asymptotically Gaussian variables, as e.g. in [45].
For vector-valued functions Y = f (X ) of some estimate X of X , a first-order Taylor approximation yields
F(X) =~ f(X)+ Ty x(X—X), or simply AY ~ Jy x AX, where Jy x is the derivative of f, and AX = X — X
for X close to X. With this notation, it is the goal to determine J; through the relationship

vec ©)
vec(A(STH)) = J, %;J . (A1)

Using the relation vec(AX B) = (BT ® A)vec(X), where ® is the Kronecker product, it holds

vee(A(STH)) = vec(ASTH) + vee(STAH)
= Jz.5, Vec(ASo) + T 4, vec(AH), (A.2)

with Jz 5 = (HT @ I5)Py s, Ten =1or® ST, P, is a permutation matrix such that vee(X7) = P, yvec(X)
for a matrix X € R?*? [51] and ¢ and s are the number of rows and columns of Sy, respectively. Furthermore,
a perturbation ASy is linked to AH(? as follows. First, AH(©) is propagated to the column space U; in
SVD (17) by [52]

AU, = Uy R + UUF AN vy DT,

where R is a matrix that will be canceled in the following, and matrices Uy, Uy, Dy and V; are the limit

values of the respective matrices in SVD (17). In the vectorized form it follows
vec(AUy) = (I,, ® Uy) vec(R) + (DWW @ ULUL) vec(AH™). (A.3)
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This perturbation is now propagated to the left null space Sy = Us. From U{ Uy = 0 it follows AU{ Uy +
UlTAUg =0, leading to

(I, @ UT) vec(AUy) = —(U) ® I,) Py, vec(AU;) (A.4)
after vectorization. Considering UL U, = I and thus A(UUs) = 0, it follows AUL U, + UL AU, = 0 and

Ps.s(Is @ Uy ) vec(AUs) + (Is @ U ) vec(AUs) = 0. (A.5)
From (A.4) and (A.5), a particular solution for vec(AUs;) follows as

vec(AUy) = —(I, @ U (US @ I,) Py vec(AUY)
= —Ps (U1 @ U3) vec(AUY), (A.6)

using properties of the permutation matrix P [51]. Since Sy = Us, and substituting (A.3) into (A.6) finally

leads to

vec(ASp) = JSO’H(oweC(AH(O))
where Jg, 2 = —Ps(UrDy'ViF @ S§). Then, in (A.2) it holds J; g vec(ASy) = Tz 30 vec(AH D),
where

Ty = Tz 5, T 50,1
= (HT ® IS) /Pt,S(_fP&t)(UlDfIVIT ® Sg)

~H'U DTV @ S

-l e st

since the asymptotic covariance can be evaluated in the reference state at H = H(®). Then it follows from

(A.2) the desired sensitivity J, in (A.1)

jg = [j@;_[(m ‘7&7{} = [—Vﬂ/lT ® SOT Iy ® Sg . (A.?)
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