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ABSTRACT

In this paper, we demonstrate how analytic provenance can be ex-
ploited to re-construct user trust in a guided Visual Analytics (VA)
system, and suggest that interaction log data analysis can be a valu-
able tool for on-line trust monitoring. Our approach explores ob-
jective trust measures that can be continuously tracked and updated
during the exploration, and reflect both the confidence of the user
in system suggestions, and the uncertainty of the system with re-
gards to user goals. We argue that this approach is more suitable for
guided VA systems such as ours, where user strategies, goals and
even trust can evolve over time, in reaction to new system feedback
and insights from the exploration. Through the analysis of log data
from a past user study with twelve participants performing a guided
visual analysis task, we found that the stability of user exploration
strategies is a promising factor to study trust. However, indirect
metrics based on provenance, such as user evaluation counts and
disagreement rates, are alone not sufficient to study trust reliably in
guided VA. We conclude with open challenges and opportunities for
exploiting analytic provenance to support trust monitoring in guided
VA systems.

1 INTRODUCTION

Guidance in visual analytics (VA) is a family of techniques that
seeks to gradually and actively close the knowledge gap encountered
by users during an interactive visual analytics session [8]. Ceneda et
al. characterise this knowledge gap into unknown targets or desired
results, unknown paths to reach the desired results, and unknown
targets and paths, with each gap necessitating different types and
degrees of guidance.

In a comprehensive survey of guidance in visual data analysis,
Ceneda et al. [9] describe three levels of guidance which vary in
terms of how much instruction is given to the user: prescribing,
directing and orienting. In the prescribing category, Ip et al. [22], for
instance, developed a guided VA system which provides users with
step-by-step instructions to explore the most interesting views in a
large collection of images. Directing systems provide less detailed
recommendations to the user. For example, Voyager [44] provides
suggestions of different visualization alternatives that are ranked
based on some statistical and perceptual measures. Similar to direct-
ing guidance, orienting systems also provide general suggestions
to the user but without a clear order or priority [9]. For example,
Vizster [19] guides user attention using color to indicate the presence
of communities in social networks.

In guided VA systems, the human and the machine work collabo-
ratively to achieve a task [9]. However, when guidance is discussed
it is often implied that the system is guiding the user. For example,
Collins et al. [13] describe six broad goals of such guidance: to
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inform, mitigate bias, reduce cognitive load, for training, for engage-
ment, and to verify conclusions. Nevertheless, there are also guided
VA systems (e.g., [2, 15, 16]) where an underlying algorithm also
adapts to user feedback, and may therefore be considered as “guided”
in-turn by the user input. In EVE [2] for instance, the system is
steered to pertinent views of a multi-dimensional search space based
on user feedback. Ceneda et al. also distinguish between the two
directions of guidance in VA, guidance provided by the system to
support the user, and guidance provided by the user to support the
system [9].

Combining human and machine intelligence is challenging
[21], necessitating a clear identification of roles within the human-
machine partnership. And it requires a careful consideration of the
various trade-offs that are related to the objectives of these systems,
such as optimising for model accuracy and interpretability, or user
confidence and trust [3]. Furthermore, because of the intertwined
roles of the human and the machine, and the learning component
present in many guided VA systems, we do not always know pre-
cisely at any moment in time who is guiding who, the system or the
user, which may hinder user trust and their confidence in the output
of the system.

Various methods to measure user trust are described in the litera-
ture, from objective metrics to subjective evaluations. A common
method to assess trust is to use questionnaires after an interactive
session with the VA system [27]. Whereas questionnaires can pro-
vide valuable feedback on users’ overall impression of trust or their
confidence, they do not provide detailed feedback about the specific
aspects of the system that the user may have trusted or distrusted,
or at what point in time this happened. Besides, VA users may be
biased when asked to reflect a-posteriori on their trust of the VA
system (e.g., participants over-emphasising attention to errors, and
thus reporting unjustifiably reduced trust, as described in [20]).

We are interested in exploiting analytic provenance [30] data to
study trust in guided VA systems. Many interactive systems keep
track of user interactions and system states in log files. These are
largely more available than subjective user evaluations of trust, par-
ticularly when considering trust during VA system usage. In this
paper, we describe a case study of a directing guided VA system
where we attempt to reconstruct user trust based only on existing in-
teraction log data. We contribute a discussion of the main challenges
we encountered and new opportunities for exploiting provenance
information to monitor trust in guided VA.

2 VARIOUS NOTIONS OF TRUST

Various definitions of trust exist in the literature, with many noting
its complex, dynamic and multidimensional nature [27, 38]. Trust
is often linked to confidence. For example, Madsen and Gregor
[27] define human-computer trust as “the extent to which a user is
confident in, and willing to act on the basis of, the recommendations,
actions, and decisions of an artificially intelligent decision aid”.
Shaw [37], however, highlights the affective components of trust,
also noted by Madsen and Gregor, which can be in part based on faith.
Confidence is seen as more factual and arises as a result of specific
knowledge. In a similar vein, and inspired by [28], Han et al. [18]
describe trust in the context of VA as “the truster (user)’s belief



that the trustee (VA system) will help them correctly identify and
visually distill the most valuable and relevant information content”.
Lee and See [25] also define trust using affective traits as “the
attitude that an agent will help achieve an individual’s goals in a
situation characterized by uncertainty and vulnerability” [11].

A different take on trust is provided by Visser et al. [14], who
examine trust as a process that can be updated continually over time
rather than the final product or the goal. They propose trust cues,
which are information elements and visualizations useful to make a
trust assessment about a human being or an agent (e.g., by showing
the risk and uncertainty of the provided information). Similarly,
Sperrle et al. [38] argue that calibration and re-calibration of trust
are necessary over time. Trust calibration has been the focus of
much recent work, and has looked at ways to align user trust of
a VA system and the system’s actual trustworthiness such as by
communicating uncertainty or providing visual cues [18].

In general, trust in guided VA follows the traditional definitions
of trust [11, 18], where the trustee is the user and trust is the level of
confidence and belief that the system is presenting the most relevant
information. There are two aspects that seem unique to guided VA.
In guided VA work, we often see the object of trust being the learning
process itself, i.e., user trust on whether the system adapts and learns
appropriately from the user’s feedback and input [23, 50]. Moreover,
although we are not aware of any studies of trust per-se in guided VA
systems, other work on mixed-initiative systems more generally (not
necessarily with a VA component) exist. For example, in a system
where users collaborate with a robot to perform navigation tasks [12],
it is hypothesised that personal characteristics of the user (locus of
control) may affect whether users trust system recommendations and
how they decide to collaborate (or not) with the system. While this
last work does not necessarily include a learning component in the
system side, it highlights how trust in human-machine partnerships
can be affected by personal traits and can manifest as different levels
of interaction and collaboration with the system.

In this paper we also follow the traditional definitions of trust [11,
18] and use the terms trust and confidence interchangeably. However
in our case, the system can also be considered a “truster” and the
user a trustee, as the VA system guides the user to “interesting” areas
of the search space, but also the user steers the system towards most
pertinent views through interactive feedback.

3 PROVENANCE AND TRUST

Previous work has investigated the use of provenance information
about the data [47] and human analytical paths [45,46] to make trust
assessments. Venters et al. [42] track personalised provenance such
as based on a person’s role in an organisation, and recommend using
the provenance of the data and the analytical process to gauge user
trust in the process. Sacha et al. [33] discussed the role of uncer-
tainty, awareness and trust in VA and argued that users’ confidence
in the VA results depends on their degree of awareness of the differ-
ent types of uncertainty that are present or generated in the system.
They also advocate for capturing analytic provenance and for using
human analytic paths to build trust measures that are then contrasted
with system uncertainty. Other work looked at combining prove-
nance information with different types of metrics. To estimate trust,
Ceolin et al. [10] proposed to combine analytic provenance with
user reputation. They built and evaluated a computational pipeline
whereby relevant provenance features are extracted, then used to
generate ‘stereotypes’ of user behaviour. They then estimate the
reputation of both stereotypes and users, and use this information to
determine the trustworthiness of artifacts.

Findings from previous studies who explored analytic provenance
of the sensemaking process suggest a link between characteristics of
the knowledge discovery process and the level of user trust [35, 42].
Basing their work on the knowledge generation model for VA [35],
Sacha et al. suggested that trust can be inferred by examining how

long or how often the user stays in each exploration or verification
loop [34]. As Xu et al. [46] put it: “tighter exploration loops suggest
confidence, whereas scattered exploration suggests distrust of the
process”. However, formally measuring and ultimately quantifying a
trust inference model from user’s analytic provenance (such as their
knowledge discovery cycles) is still an open research challenge.

Inspired by these different works on provenance and trust, we
propose to record not only users’ exploration paths, but also the
system state at key stages of the exploration. Similar to Sacha et al.,
our approach consists in confronting user trust metrics, constructed
from their analytic provenance, and uncertainty of the system, that
we also compute from our system logs.

4 MEASURING USER TRUST IN THE SYSTEM

Researchers in machine learning and artificial intelligence systems
use different methods to ensure or measure user trust and reliability.
Frequent interactions with the algorithmic process seems to develop
user trust and satisfaction (in terms of goals and expectations) [17]
while in the same time cognitive workload [51] and user fatigue
[24, 41] remain a limiting factor. Some Interactive Evolutionary
Computation (IEC) systems propose a self-trust assessment of user
rating [32] to provide information to the machine learning process
(i.e. the surrogate model computation). Findings from Yin et al. [48]
show that trust is directly impacted by user’s own estimations of
the system’s accuracy. Nourani et al. also found that the degree to
which users agree with the system’s outputs can be considered a
proxy or indirect measure for reliance and trust [31], and therefore
can be used to identify a variety of trust situations including distrust,
overtrust and calibrated trust [25]. Building on this measure, Yu et
al. [49] propose a reliance rate based on the number of times the user
agreed with the system answers out of all their decisions. Similar
to previous work, we experiment with various metrics to infer user
trust from past analytical provenance information, as discussed in
the next section.

5 A CASE STUDY: RECONSTRUCTING TRUST FROM ANA-
LYTIC PROVENANCE

We present a case study in guided VA where we infer user trust in a
VA system, based only on interaction and system log data that we
collected from a previous study. In what follows, we describe the
VA system, the user study and provenance data, and our exploration
of four metrics that we use to indirectly measure user confidence and
trust in the VA system and its learning component. We also compare
the inferred user trust with system uncertainty regarding user goals
and exploration strategies.

5.1 A Guided VA System using IEC
The guided VA system we are dealing with [7] is a SPLOM-based
exploratory visualization tool (Fig. 1). The user can select a scat-
terplot from the SPLOM and create various selections in a zoomed
in view. Using Interactive Evolutionary Computation (IEC) [40],
the tool progressively builds combined dimensions as axis-parallel
projections to explore the original dimension space (using principle
component analysis) and non-axis parallel projections for a more
extended search. The system then proposes new views (i.e. scat-
terplots) to the user based on a fitness function which takes into
account: (i) the amount of visual pattern in the 2D projection. The
assumption is that users are interested in finding patterns in their
data, such as linear relationships and outliers. These patterns are
detected using the scagnostics library [43] (Fig. 2); (ii) the complex-
ity of the proposed combined dimension - the IEC favours simple
mathematical functions; and (iii) the user evaluation of the view
which is captured interactively via a slider, on a scale of 1 to 5 (from
least to most interesting).

In this VA system, the user steers the system by providing an eval-
uation of the scatterplots they visit, and the system guides the user



Figure 1: The guided visual analytics (VA) tool we used in our case
study. An interactive evolutionary algorithm evolves new scatterplots
(in yellow background color) and guides the user towards views that
are more “interesting” (cells with darker background color). The user
can modify the system evaluation of each view using a slider, then
press a button to evolve a new generation of scatterplots.

Figure 2: Nine scagnostics measures from [43] to compute the amount
of visual patterns in scatterplots.

by providing a ranked list of views, based on the fitness function and
scatterplots from past user exploration cycles (called generations).
An approximated user model (also called a surrogate function) is
learned from past user interactions and is used to filter obvious bad
solutions and identify possible interesting views.

To steer user exploration, the IEC provides directing guidance [9]
through a ranked list of recommended scatterplots. In our guided
VA, rank is visualised using background color intensity, the darker
the color the higher the rank. Users also influence the system’s
recommendations through direct actions when they evaluate the scat-
terplots using the slider, and indirectly based on their past SPLOM
visits. In either case, the feedback provided by the user informs the
creation of the next generation of recommended scatterplots (i.e. this
type of guidance is directed towards the past, as described in [9]).

5.2 User Study and Provenance Data
We collected analytic provenance data in the form of XML log files
from a training task as part of a user study published in [2]. We
run our study with 12 participants who had limited experience with
guided VA tools. The goal of the study was to evaluate the VA
system in two parts: a training part, run as a game, for which we
collected the provenance data; and an open exploration part where
participants explored their own dataset looking for insights.

For the game task, we generated a 5D dataset in which we intro-
duced an enclosed curvilinear dependency between two variables
(x0 and x1) and random data for the other dimensions. Participants
were instructed to use the tool to evolve a scatterplot in which the

Figure 3: Screenshots of two alternative solutions to the game task
(left) that use a basic dimension combination (middle) and a more
complex formula (right).

two curves in Fig. 3 (left) could be separated by a straight line. This
task relates to the ‘characterise distributions’ visualization task of
Amar et al. [1] as to solve the task, participants need to decide on
which target scagnostic distribution, or combination of distributions,
will help them best separate the two curves.

We provided participants with two types of explanations about
how the system functions: (i) a global explanation by showing partic-
ipants the different types of scagnostics that the system is favouring
when creating new views (Fig. 2); and (ii) a more local explanation
within the VA tool that shows the system ranking (guidance) using
background color as (the higher the system evaluation the darker the
color).

Participants had around 20 minutes to accomplish the game task.
Ten participants successfully separated the two curves (Success
Sessions SS), while two participants evolved views with partial
overlap but within the allocated time (Fail Sessions FS).

We chose to analyse logs from the training study part instead of
the open exploration, because the game task was well-defined and
participants were more likely to explore multiple generations before
reaching the solution (mean 21 generations, 9 for open exploration).
Our log data contained three main types of information pertaining
to: (i) user interactions with the tool including their evaluations via
the slider; and (ii) the IEC (genetic engine) status at each generation
including details about the individuals in each generation (i.e. the
combined dimensions), their fitness components and scagnostics
scores; and (c) the overall learned scagnostics weights that govern
the relative importance of each of the nine scagnostic measurements.
The weights are initialised uniformly to 1/9, then updated via a
simple multiple linear regression as soon as enough user interactions
are recorded.

5.3 Computing Trust Measures

We propose to investigate two types of indirect trust metrics. The
first aims to study the stability of user exploration strategies over
time [M1]. We consider this measure an indirect indication of tighter
exploration loops, that have been associated with increased confi-
dence [46]. And second, the user agreement with system evaluations
per exploration cycle (or generation) [M2–4]. We consider this mea-
sure as an indirect way to capture the users’ trust and confidence in
the learning process. We elaborate more on these measures in the
next sections.

We note that our goal here is not to reach conclusions with statisti-
cal significance about trust and/or success and failure of experiments,
but rather to explore how different metrics discussed in the litera-
ture can reveal different aspects of user trust. As such we do not
report mean values across experiments, but we illustrate our obser-
vations with example sessions. More controlled experiments and
user studies are needed to verify these observations and findings.



Figure 4: Learned scagnostics weights (SC1..9) over three generation
bins (start, middle, end) for Fail Sessions FS (left) and Success
Sessions SS (right). The weights are scattered for one fail session
(FS-11, top left) but more focused for the success sessions (SS-3,17,
right). FS-23 (bottom left) appears focused as the participant was
very close to finding a solution before time run out.

5.3.1 Stability of user exploration strategies

In previous work [2, 6] we found that our VA tool supports a variety
of exploration strategies [M1] centered around three major scagnos-
tics (skinny, convex and sparse) that appear to be important for
the game task. We then wanted to verify whether success sessions
tend to have “tighter exploration loops” thus suggesting user confi-
dence, and fail sessions tend to have “scattered exploration” patterns,
suggesting in this case user distrust of the process, as discussed
in [34, 46].

In our case, the knowledge discovery cycles or loops pertain to the
successive generation runs provided by the underlying evolutionary
algorithm. By analysing the scagnostics scores and weights over the
different generation runs, we found that the stability of the explo-
ration strategy, which we define as the user’s persistence in searching
for the same visual pattern from one part of the session to the next,
to be a key factor in deciding the outcome of the exploration and the
speed with which it converges (in terms of number of generations).
The more scattered exploration cycles, as shown in Fig. 4 for a fail
session (FS-11, top left) may indeed suggest lower user confidence
than for a success session (e.g., SS-17, bottom right).

Since we do not have access to direct user assessments of trust,
we will look next at implicit ways to infer it, such as from user
scoring strategies and how often they agreed or not with system
feedback. This is inspired by related work [31,48,49] which suggests
a direct link between trust and user’s own estimations of the system’s
accuracy. We will use the two fail sessions (FS-11,23), and select a
long and a short success session (SS-3,17) to illustrate the different
metrics.

5.3.2 User agreement with system evaluations

First we start by defining three metrics that we hypothesise are linked
to user trust and confidence in our guided VA system. We compute
these metrics from the log files per generation for each experiment:

[M2] Evaluation count: the number of times a user evaluated
scatterplots using the slider. High evaluation counts could indicate
high disagreements with system suggestions, thus less user trust.
[M3] Evaluation score delta: evaluation score values range from 1
to 5, that the user or the system assigns to scatterplots (1 for least
interesting, 5 for most interesting). The score delta is the (absolute
or signed) difference between user and system evaluation scores.
The bigger the absolute score delta the higher the disagreement, and
thus the lower the user trust.

[M4] Evaluation rank delta: the rank occupied by each evaluation
score in a given generation. In contrast to evaluation scores, ranks
are relative evaluations of views within a single generation (rather
than absolute scores). We decided to calculate ranks as they are
more in coherence with the way the genetic algorithm works. There
are up to 5 possible ranks (1 for lowest rank, 5 for highest). The
rank delta is the (absolute or signed) difference between user and
system evaluation ranks. The bigger the absolute rank delta the
higher the disagreement for that generation, and thus the lower the
user trust.

Fig. 5-1 shows the evaluation counts [M2] for failed sessions
FS-11,23 (left) and success sessions SS-3,17 (right). The evaluation
count varies across experiments, with some participants (e.g., SS-3)
only scoring a few views per generation (on average, max of 5)
and other participants actively scoring a large number of views at
each run (on average up to 25 evaluations per generation). The
frequency of evaluations also varies across generations within the
same experiment. Both SS-17 and SF-23 have a bell shaped graph.
In SS-17, the exploration starts with a relatively low number of
evaluations per generation (4) and increases steadily till the middle
of the exploration, then decreases as the participant gets closer to the
final solution, presumably also as the exploration strategy stabilises
(see the prominent clumpy scagnostic SC7 in Fig. 4 bottom right).
In contrast, SS-3 and FS-11 have almost an inverse-bell shaped
pattern, but the shape of the pattern does not seem to determine the
outcome of the exploration. We may consider that high evaluation
counts imply lower user confidence as participants appear to make
frequent adjustments to system evaluations. This is difficult to verify
based solely on log data. Moreover, although the views that are not
evaluated could imply consensus between the user and the system,
this may well be due to user over-reliance on the system, or user
fatigue. In the context of our VA system, we do not think that the
evaluation count alone is a reliable metric to measure user trust.

We next look more deeply into the details of user disagreements
with the system [M3]. There are cases where the IEC scores higher
than the user (i.e. negative evaluation score delta in Fig. 5-2), such
as at the start of the exploration for SS-17 (2nd generation) while the
system is still learning about user exploration and evaluation/ranking
strategies. This type of disagreement happens at various stages for
the fail sessions FS-11,23, presumably because the exploration focus
is scattered, as described earlier (Fig. 4). However, even S3 has a pre-
dominant negative delta for the majority of the exploration session.
These findings might indicate that participants adopt different evalu-
ation strategies, such as by focusing on views that are not pertinent
to their task and giving them a penalty score to make sure they are
removed from subsequent generations (SS-3, FS-23), or reinforcing
already good solutions by providing higher evaluation scores to en-
sure these views (or close ones) are taken into account by the system
(FS-11, SS-17). Fig. 5-3 shows similar patterns with error bars for
the absolute evaluation rank delta [M4]. What is interesting here is
that the rank delta tends to drop towards the end of the exploration
for most experiments, indicating perhaps more user trust as the sys-
tem is approaching convergence. User frequent disagreements with
system scores does not always imply lack of trust. Similar to findings
from previous work [2], user adjustments of system scores, favoring
penalising or encouraging feedback strategies, could be a personal
approach adopted by users to give stronger signals to the system
with regards to what patterns they like or dislike.

The final row of plots in Fig. 5-4 contrasts user trust of system
evaluations, modelled as the normalised evaluation score delta (as
described in this section), and the system uncertainty about the user
goal inferred from the type of visual patterns they are interested
in. The system uncertainty is calculated as the r2 error from a
multiple linear regression on the nine scagnostic values for each cell
evaluated by the user. We use the fitting error r2 to estimate this
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Figure 5: Rows 1–3 show the three user agreement metrics for four experiments: (left) two Fail Sessions (FS-11,23), and (right) two Success
Sessions (FS-3,17). We report the mean per generation for: (1) User evaluation counts, (2) Signed evaluation score deltas, and (3) Absolute
evaluation rank deltas. Row (4) shows system error or uncertainty against absolute evaluation score deltas (all values normalised).

uncertainty, where high r2 values indicate better system fitting and
therefore less uncertainty about the goal of the user. We can observe
an inverse relationship between user trust and system uncertainty.
Overall, the more user trust (i.e. small user evaluation delta) the
smaller the system uncertainty (i.e. bigger r2). This is expected and
shows a correct functioning of the guided VA system, regardless
of the outcome of the experiment. We observed that when the user
adds new information to the system such as by disagreeing with its
evaluation score, the system uncertainty increases. Contrasting user
trust and system uncertainty at various stages of the exploration may
reveal how the VA system and the user “co-evolve” their mutual
trust over time [39].

6 DISCUSSION AND PERSPECTIVES

We discuss next our observations and identify perspectives and
challenges as we move towards capturing trust in guided VA systems.

Indirect & direct measures of trust. Our exploration of metrics
based on provenance alone as a way to indirectly measure confidence
and trust, do not seem enough to study trust reliably in guided VA.
It is likely, that in order to more reliably interpret these measures
we will need the occasional direct user assessment of trust. A com-
bination of the two approaches will likely reduce user fatigue and
increase the accuracy of the indirect measures. How to best combine
direct and indirect trust measures remains future work.

Individual differences in trust. In our results we observed a
wide variability between participants. For example, we show partici-
pants that adopted a positive and others a negative re-reinforcement
to train the system. Moving forward, it may be of interest to take
into account more systematically the way users approach exploration
and their ranking/evaluation profiles when attempting to gauge trust
indirectly. More generally, as it has been suggested in different
mixed-initiative systems [4, 12, 29], we need to consider how users
personalities, preferences and expertise may affect how they interact
and whether they trust the guided VA system.

User & system agreement as a measure trust. Even with seem-
ingly different levels of disagreement between the ranking of the
system and that of the user, the system can still converge, as indi-
cated by 10/12 participants that succeeded in the task. This disagree-
ment could actually be due to the adopted user evaluation strategy
which may consist in exaggerating the evaluation scores to nudge
the system, or strongly penalising certain patterns to give a clear
signal to the IEC. Thus the agreement rate between the user and the
system may not be best metric to judge user trust after all, unlike
what has been suggested in the literature [49]. Nevertheless, it does
provide visualization designers with the opportunity to aid users
form and implement their strategies, by providing feedback on how
their actions impact the system evaluation and the learning process.
These can include explanations to make the user more aware of the



sensitivity of their input and their scoring strategies (e.g., encour-
age/confirm/sensor; or adopt fine/coarse strategies in terms of range
of scores used) and how this input affects the system.

Trust in stages of analysis. Currently, most of the work on
trust focuses on whether it is appropriate to trust the system and
what aspects of it to trust. Nevertheless, in guided VA systems it is
possible that the notion of trust is fluid and appropriate trust may
change in the course of the analysis. Past work in guided VA systems
has identified two separate phases in the collaboration of users and
system [5]. It has been observed that analysts may spend some time
actively training the system and exploring their data (exploration
phase) and other times use the trained system to find evidence of
specific hypotheses and drill down in particular parts of their data
(exploitation). While we did not study this in our current paper, we
expect that trust needs and expectations are different in these stages.
For example maybe lower trust or user reliability on the system
are acceptable or even desired during exploration, but high trust is
needed during exploitation. Indeed, an excess of users trust may
inhibit their creativity. This point is particularly crucial in artistic
systems [26] where sometimes the question of who is the artist, the
human or the machine, is raised. We thus need to identify what are
the appropriate levels of trust at each stage of the exploration, and
possibly situations where trust is irrelevant or even inappropriate (for
example when abusing the system by assigning on purpose extreme
or contradicting weights to understand how the underlying model
reacts [3]). This highlights future research directions in studying
appropriate trust, as well as calibration in VA systems taking into
account different cycles or phases in the analysis.

Guidance and trust. In our study, we considered a directing
guided VA system, where the system proposes a ranked list of po-
tentially interesting views to the user. It would be interesting to
study and compare the impact of other types of guidance on user
exploration strategies and trust. For example compare this directing
guidance with more orienting guidance (e.g., no ranking of scat-
terplots provided), or a more prescriptive guidance by showing a
step-by-step strategy to evolve a winning solution. We suspect that
the trust stemming (and expected) in each of these guidance types
will differ, with more prescriptive strategies fostering higher trust
and expectations of trust, and if in turn the system fails to deliver
this would impact user exploration the most.

Furthermore, in our work the direction of user guidance was
backward facing, since the system was learning from past user
interactions. It will be interesting to study trust in the context of
feedforward guidance where the user proactively drives the analysis
by directly specifying the visual patterns they are interested in in
future exploration stages, such as using sketching [36]. It is likely
that such guidance will be perceived by users as more uncertain and
exploratory, and thus influence users strategies, for example make
them less stable, and impact trust.

We also found that less stable exploration strategies led to task
failure and likely reduced user trust. It is possible that this may be
due to the nature of the game task we used, that had a clear goal
for the outcome of the exploration and was known a-prior. It would
be interesting to see if this stability is also inherent in open-ended
visual analysis tasks that are deemed objectively successful. And
more generally, more work is needed to study the impact of different
types of guidance on the choice and stability of user exploration
strategies, and whether and how this can in turn impact trust and
user confidence. For example, can guidance be used to stabilise the
exploration, and does a more stable strategy increase user trust?

7 CONCLUSION

We discuss the use of provenance data from automatic logs, in an
attempt to implicitly calculate user trust in guided VA systems. We
contribute a case study, based on a game experiment that utilises
interactive evolutionary computation to explore a multi-dimensional

dataset. In this context, we also contribute several possible meth-
ods to calculate trust. Our results show that alone, these implicit
calculations do not always align with what we expect from a user-
system collaboration. We discuss additional perspectives and future
directions, including aspects that are unique to guided VA systems:
the caution that user strategies to train the system may vary and a
disagreement between system and user may be an artifact of this
training process rather than an indication of low trust; the need to
understand what levels of trust are required at different stages of
the analysis; and the challenges of evaluating the impact of differ-
ent types and degrees of guidance on user trust in human-machine
collaboration.
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