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Abstract. Increased digitalization and the pervasiveness of Big Data, along with 
vastly improved data processing capabilities, have led to the consideration of 
digital data as additional sources of system requirements, complementing 
conventional stakeholder-driven approaches. The volume, velocity and variety of 
these digital sources present numerous challenges which existing system 
development methods are unable to manage in a systematic and efficient manner. 
We propose a holistic and data-driven framework for continuous and automated 
acquisition, analysis and aggregation of heterogeneous digital sources for the 
purposes of requirements elicitation and management. The proposed framework 
includes a conceptualization in the form of a meta-model and a high-level process 
for its use; the framework is illustrated in a real case of an enterprise software. 
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1 Introduction  
Requirements elicitation is traditionally stakeholder-driven, where the primary sources 
of information are generated through interviews with business experts [1, 2]. Due to 
business and technology changes, intensive industry competition, as well as changing 
needs and expectations of customers, it is not possible to fully determine the desired 
behavior of a software system prior to development; instead, it is often preferable to 
build an initial solution fast, which is later evolved over time. Although agile 
methodologies have contributed to this by introducing development practices that 
facilitate interactive and timely software delivery [3], it has become relevant to enable 
the means for eliciting requirements from a broader spectrum of sources [4]. 

Increased digitalization has led to continuous generation of large amounts of digital 
data, both in organizations and in society at large. In the requirements engineering (RE) 
community, there has been a growing interest in considering digital data as additional 
sources for requirements acquisition [4,5]. Considering digital data for requirements 
acquisition is important for a number of important reasons: (i) it allows for increased 
scalability and to consider a wider scope of stakeholders, including potentially large 
and dispersed user bases (ii) it facilitates increased automation, both of elicitation and 
subsequent RE activities (iii) it makes continuous elicitation possible, supporting 



software evolution through more frequent software improvements. There is a wide 
range of digital sources that may be exploited, but recently increasing attention has been 
given to sources that are more dynamic – i.e. continuously generating large amounts of 
data – and often non-intended, i.e. data not originally created for the purposes of 
requirements elicitation, e.g. various social media and online user reviews. 

Although their potential as sources of information for system requirements is 
becoming widely recognized, there are numerous challenges in processing the data 
effectively such that it can be fully exploited in organizations for development and 
evolution of enterprise software [6]. In contrast to conventional methods, where 
requirements are elaborately elicited and guided by requirements engineers in 
stakeholder interviews, these digital sources are typically not explicitly created for the 
purposes of requirements elicitation and therefore limited in terms of completeness. 
Moreover, since the data tends be either (i) human-generated, in the form of 
unstructured natural language or (ii) machine-generated, e.g. sensor data or computer 
logs, and thus only providing implicit feedback on requirements, there is an inherent 
challenge in transforming the obtained raw data into some canonical requirement 
format, which is understandable to a software team and feasible to develop and 
implement, such as User Stories [7]. Finally, the structure and semantics of the data 
obtained from different sources vary significantly, leading to numerous challenges 
concerning how to process and aggregate data into coherent requirements. This is a 
highly complex task and not methodologically considered in agile approaches that are 
mainly interaction driven. The motivation for this research is thus to overcome 
limitations of current approaches concerning utilization of data from digital sources for 
system requirements. By taking a holistic view, we propose a data-driven framework 
and model-based approach by means of an integrated meta-model for continuous 
acquisition, structuring, and aggregation of digital data, for obtaining new, or updating 
existing, system requirements. The proposed framework is intended to bring a 
contribution to a continuous run-time evolution of existing enterprise software systems 
by setting up a conceptual basis for linking digital data referring to a given software 
and requirements artifacts, as well as the means of their processing.   

2 Background 

2.1 Conceptual Models for Requirements Engineering  

RE activities traditionally start with elicitation of information from available sources, 
primarily human stakeholders. The collected information needs to be documented 
according to a canonical requirement artifact format [2], such as the recently prevailing 
User Story [3, 7], originating from agile system development. Moreover, documented 
requirements need to be analyzed (“negotiated”) for importance, dependencies, 
conflicts, and prioritized accordingly. Validation is performed to ensure the 
requirement specification is consistent, complete, and meets stakeholders’ needs; in 
User Story driven RE, this is done iteratively: documented User Stories are placed in a 
“product backlog”, i.e. a prioritized list of User Stories and their related tasks [7].  



Conceptual models are mainly used in RE for defining a modeling language and are 
often referred to as meta-models. Their main purpose is to represent requirements’ 
related syntax and semantics pertaining to information systems; as such, meta-models 
for RE have been the subject of numerous research studies. Some of them have a 
general purpose, such as representation of the main elements, their meanings, and 
relationships among them, for traditional/plan-driven [2] or agile/User Story oriented 
RE [7]. Others set the focus to a particular business domain of interest, or to a concern, 
e.g. goals, traceability, security, embedded-systems or systems families.  

With the emergence of Big Data, the meta-models have increasingly focused on 
enabling classification, interoperability, and automation of RE-related tasks [4,8,9]. 
Being focused on goals and traditional requirements, none of the approaches have 
mapped digital sources to entire User Story artifacts, nor have they classified the means 
of processing different sources, or to distinguish possible aggregations and outcomes. 

2.2 Data-Driven Requirements Elicitation 

There have been many efforts to automate requirements elicitation from various 
sources. These can be divided according to the type of sources that are used. One 
research track has focused on eliciting requirements from static data sources, typically 
domain knowledge [10], e.g. business documents [11] or various types of models [12, 
13]. In some efforts, the goal is to convert existing requirements, elicited through 
conventional elicitation techniques, into some other form (e.g. from a model to textual 
descriptions or vice versa) [14], or to automate subsequent RE activities based on 
existing requirements [15]. A research track concerns eliciting requirements from more 
dynamic data sources, motivated by the increasing prevalence of user feedback. 
Common sources include online reviews [16], e.g. app reviews, microblogs [17], 
discussion forums [18] and mailing lists [19]. While this data is created by humans and 
in natural language, there have also been a few attempts to mine machine-generated 
sources, such as usage data [20] or sensor data [21]. However, most efforts have so far 
focused on identifying and classifying requirements-related information in a single 
source [22] and have aggregated information from multiple (types of) sources. 
Recently, more holistic views on data-driven requirements elicitation have been 
presented [4,5]; however, the studies have not elaborated the provided high-level views. 

Since the data is mainly in the form of free text, natural language processing (NLP) 
is often applied in order to extract requirements information. Identification of 
information in free text is a task referred to as Named Entity Recognition (NER). NER 
concerns classification of sequences of words [23], where, here, the goal is to identify 
the beginning and end of any type of predefined requirements-related information, e.g. 
mentions of features. There are two broad approaches to classification: rule-based 
approaches and machine learning (ML). Rule-based approaches involve domain 
experts manually constructing rules to identify and classify requirements-related 
information. ML involves using an algorithm to learn from data to perform the 
classification. This learning process is typically supervised and relies on manual 
annotation of examples. This is costly, but once an ML model has been created, it can 
be applied repeatedly to facilitate automation of requirements elicitation. 



3 Framework for Integration of Data to Requirements  

3.1 Meta-Model for Data-Driven Requirements Elicitation 

To achieve a holistic solution for integration of heterogeneous digital data sources for 
software requirements discovery, we have envisioned a data-driven framework 
including a meta-model and a methodology for its use. The main concern of this study 
is to design a detailed meta-model (Figure 1), and to describe a basic process for its use. 

 

Figure 1. Meta-model for processing and aggregating data from digital sources, and mapping 
them to new or existing requirements artifacts.  



The meta-model distinguishes: a classification of digital data sources (in blue), the 
elements for processing the data (in gray), the elements for data aggregation and further 
mapping to requirements (in purple), and a conceptualization of the User Story 
requirements artifact and related elements (in white). The depicted classes and 
relationships are in detail described in Table 1 below: 

Table 1. The elements of the integrated meta-model from Figure 1. 

Class Description 
DigitalSource Digital data generated from a source created by a human or machine at a given 

time and location (if known); it can have a status, e.g. fetched or processed. 
NLSource A specialization of DigitalSource where data is created by humans; the main 

data content is held in body written in an identified language, and may have 
some attachment (e.g. document, image). 

Machine 
Source 

A specialization of DigitalSource where data is created by a machine and 
supervised by an administrator; the main data content is held in a record. 

E-mail A specialization of NLSource with a sender (e-mail address) and a subject. 
ForumPost A specialization of NLSource with a creator, belonging to a forum service, 

and being possibly part of a thread. 
Microblog 
Post 

A specialization of NLSource containing in addition a creator and belonging 
to a service (e.g. Twitter, Tumblr, Weibo). 

Policy 
Document 

A specialization of NLSource with a policy name and possibly a concern, 
describing to whom it is pertaining. 

Review A specialization of NLSource containing in addition a creator, designating a 
known or unknown (i.e. anonymous) person or role who created it and a type, 
e.g. App Review, Expert Review, Suggestion Box. 

Tracked 
Issue 

A specialization of NLSource containing in addition an id, a user, belonging 
to a service, and being part of a thread. 

Measure 
MeasureType 

Additional information about certain types of NLSource, e.g. MicroblogPost 
and Review, which by value measures the attention a digital source obtained, 
using a MeasureType, e.g. rating, re-posting, liking. 

Sensor 
Reading 

A specialization of MachineSource: output of a device that detects and 
responds to some input (such as movement) from a physical environment. 

ComputerLog
Entry 

A specialization of MachineSource: a record as an entry describing an 
occurred event within a server or software. 

UserLog 
Entry 

A specialization of ComputerLogEntry: a record of an entry describing an 
event of a user having a userId in the user’s interaction with the software. 

ServerLog 
Entry 

A specialization of ComputerLogEntry: a record of an entry describing an 
event within a software at a specific server designated with a serverId. 

Segment A component of an NLSource body, e.g. a sentence or a paragraph, or the 
entire body. The chosen granularity depends on how the data should be 
analyzed in terms of NER, classification and sentiment analysis. 

NamedEntity A phrase that identifies an item of interest in a Segment; the identified content 
belongs to a type (entity class), e.g. person, place, organization. 

Sentiment Classification of a type of emotion or attitude expressed in a Segment, with 
the possible value: positive, negative, or neutral. 

Classification A description by name of how data from a Segment are grouped into a class, 
e.g. “feature request” or “bug report”. 

Behavior An analytical outcome of data generated by a machine, describing the 
behavior of a user or system, e.g. a frequent navigational pattern. It has a 
description and a type. 



Processing An automated task contributing to a data transformation, which eventually 
produces an outcome such as Segment, NamedEntity, Sentiment, 
Classification, Behavior, Model, Aggregation, and User Story. A processing 
task’s details are stored in description and several tasks may be used in an 
ordering to produce a final outcome. 

Algorithm A defined set of instructions for processing data, e.g. an ML algorithm or a 
more basic algorithm, having a name and a description. 

Model A predictive data model pertaining to a semantic scope derived from a 
TrainingDataset and a (learning) Algorithm. It has a name, description and 
hyperparameters used when creating the model. 

Training 
Dataset 

A set of data, which together with Algorithm (and model hyperparameters) 
can be used for obtaining a Model; if the origin is internal, the data comes 
from DigitalSource, while source link is stored for external data; annotation 
is the result of human labeling to support learning for some analytical task. 

Analyzed 
Content 

A generalization of Segment and Behavior and part of a possible Aggregation. 

Aggregation A collection of AnalyzedContent that is, according to Processing, deemed 
similar, e.g. refer to the same functionality, and designated by annotation. 

Candidate 
Requirement 

Analyzed and summarized information concerning a requirement, contained 
in behavior aggregate, ne aggregate, classification aggregate, sentiment 
aggregate and measure aggregate. Several Aggregation(s) may contribute to 
this over time. Mapping from Aggregation is determine by Processing. 

UserStory  Requirement artifact obtained by mapping from a CandidateRequirement 
using Processing(s) and human intervention for describing a system function 
from a user’s perspective, and consisting of three parts: Role, Functionality 
and Benefit. Role is a type of user; Functionality represents a desired system 
behavior. Benefit is the advantage provided by the system function to the user. 

Task A broken-down part of UserStory functionality contributing to the completion 
of the story. 

Constraint A qualitative aspect that must be considered for one or more UserStory, e.g. 
performance and reliability. 

Dependency A relation between multiple UserStory meaning that if execution of a User 
Story 2 needs User Story 1 based on a dependency type, then User Story 1 
must first be developed. 

Priority, 
PriorityType 

Each UserStory is prioritized in order to determine which stories should be 
first developed. 

Backlog A number of UserStory, ordered by Priority, to be developed in an iteration. 

3.2 Automated Requirements Elicitation Process 

The basic process according to which the meta-model is instantiated is illustrated in 
Figure 2. The main four activities in the process are: (1) data collection, (2) data 
processing and analysis, (3) aggregation of analyzed data from one or more sources into 
candidate requirements, and (4) mapping of the candidate requirements to user stories. 
The inputs to data collection are various, potentially heterogeneous sources of data, 
generated primarily by humans and machines. The output of the process is a potential 
match to an existing user story, or as a candidate for the creation of a new user story. 
The entire process is highly iterative, where data is continuously collected and 
processed, either in (near) real-time or in batches according to some regular time 



intervals. The process is intended to be automated to a great extent, although some 
manual intervention, particularly in the later stages, may be required. 

 

Figure 2. The process of managing the data in an instantiation of the meta-model. 

Data Collection. One of the very first steps is to identify relevant data sources that 
should be monitored for requirements-relevant information. DigitalSource can be of 
various types and are in the proposed meta-model categorized according to whether the 
data is primarily generated by (i) humans (NLSource), and thus mainly in the form of a 
natural language, or (ii) machines (MachineSource), e.g. sensor data (SensorReading) 
or computer logs of various kinds (ServerLogEntry, UserLogEntry). The NLSource can 
come in many different shapes and forms, including E-mail, Review, MicroblogPost, 
ForumPost, TrackedIssue from an issue-tracking system, and PolicyDocument. These 
come with various meta-data and some may also have a Measure of a particular 
MeasureType that could provide requirements-relevant information; examples include 
the number of likes and retweets of a microblog post, or the review score of an app 
review. The particular language used in the free-text component (body) of an NLSource 
is highly relevant for the subsequent analysis of the data; often this information is not 
directly available as meta-data, but it is generally possible to apply a pre-trained 
language detection tool with high accuracy. The identified data sources are then 
continuously surveilled for requirements-relevant information. 

Analysis. As data is collected, it is continuously analyzed in a fully automated 
fashion, either in (near) real-time or according to some specified time intervals. Fully 
automated analysis is critical as, in many cases, the data is generated at such high 
volumes and velocity that it would not be possible to analyze the data manually, 
resulting in the potentially valuable data being discarded. In other cases, a single source 
instance can be very rich in information and the automated analysis serves to identify 
the source instance as, indeed, relevant, as well as to extract relevant information in 
order to facilitate the work of the requirements engineer. 

Different analytical tasks and methods are needed depending on the type of data. For 
NLSource, which is often rather unstructured, NLP is required to extract relevant 
information. Common analytical tasks for NLSource, and which have been included in 
the proposed meta-model, include: (i) classification, (ii) sentiment analysis, and (iii) 
NER. The outputs of these tasks are associated with a Segment, which allows for the 
body of an NLSource to be divided into smaller units, e.g. paragraphs or sentences, 
which can be analyzed separately. If one prefers to analyze an NLSource as a single 
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unit, it would be treated as a single Segment. For MachineSource, one is typically 
interested in identifying some form of Behavior. By analyzing ComputerLogEntry, one 
might, for instance, be able identify users attempting to perform a task in an unexpected 
and suboptimal manner. By analyzing SensorReading, one may discover statistical 
anomalies that, in turn, could provide insights regarding requirements. 

Analysis of DigitalSource — whether in the form of NLSource or MachineSource 
— requires processing of the data. In order to keep track of the sequence of data 
transformations that have been applied to obtain a particular analysis output, these 
(Classification, Sentiment, NamedEntity, Behavior) are associated with one or more 
Processing. Each processing step is, in turn, associated with an Algorithm or a Model 
that was used to achieve a particular data transformation. To trace how a particular 
model was obtained, Model is associated with both Algorithm and TrainingDataset, 
which is annotated in the case of supervised machine learning. 

Aggregation. Once a set of DigitalSource — of potentially varying types — has 
been analyzed, i.e. AnalyzedContent, related data are grouped into an Aggregation, 
which may contain both Behavior and Segment-related analytical information. 
Aggregation can be achieved automatically or semi-automatically through, e.g., 
clustering and is specified by Processing. Data may, e.g., be aggregated around a 
specific functionality. An Aggregation is further analyzed and summarized as a 
CandidateRequirement, either by mapping to an existing one or creating a new one. 
Over time, many Aggregation instances may be linked to one CandidateRequirement.  

User Story Mapping. Once a new CandidateRequirement is instantiated, an 
automatic mapping to existing UserStory instances is attempted. The attempted 
mapping result, along with information contained in the CandidateRequirement, is 
reviewed by the requirements engineer, who is also alerted when a 
CandidateRequirement is updated by a new Aggregation. The requirements engineer 
decides if the CandidateRequirement pertains to an existing UserStory, resulting in an 
update, e.g. Functionality refinement by Tasks or increased Priority for development 
in the Backlog due to additional “likes”. The requirements engineer may also choose to 
create one or more new UserStory instances based on a CandidateRequirement, or to 
ignore it if insufficiently complete or deemed to be of too low importance. 

3.3 Validation 

The development of the meta-model engaged the authors of this study, as well as three 
reviewers: a senior academic, an experienced data architect from a global insurance 
company, and a SAFe- and Scrum-certificated expert from telecom services with 
considerable experience in different RE methods. The authors made a draft proposal 
for the meta-model and a process for its use, followed by exploratory interviews that 
were analyzed for correctness, completeness, and usability by the reviewers until a 
commonly agreed result was obtained. The feedback of the reviewers was of great 
benefit for (i) improving syntax and semantic of some classes and relationships, (ii) 
elaborating concepts and activities between the sources and the User Stories, and (iii) 
for discussing uses and benefits of the framework in the organizational context. 



4 Portal for Research Funding Proposals 

The intention of this section is to demonstrate how the proposed meta-model and the 
process can contribute to more holistic data-driven requirements elicitation in a 
business organization. The example is based on a custom-developed web application 
for managing research proposals at a university in Sweden. In essence, the application, 
referred to as ResearchPortal, is used to store research proposals, and to approve them 
from research quality, budget, regulative, and ethical perspectives. Like other custom-
made solutions, due to changing needs of users, technology, and business policies, the 
application is subject to continuous evolution. After an initial release four years ago 
and following an agile approach, the main sources of requirements are currently 
emerging in a digital form, i.e. online reviews, e-mails, microblogs, and changes to 
business policies. Due to the magnitude and diversity of sources, an automated aid for 
collection, aggregation, and mapping to the existing requirements is highly needed. The 
presentation of the illustrative case follows the process described in Figure 2. 
 
Data Collection. We have collected three digital sources of three different NLSource 
types, i.e. composed in natural language: an Email, a Review and a MicroblogPost. The 
first DigitalSource is an Email addressed to the product owner of ResearchPortal. 
 

DigitalSource: NLSource: Email 

Body Hi! 
 
Would it be possible to add founding 
organization as one of the search fields? 
That would help the management to 
find proposals. That would be great! 
 
Best regards, 
John 

Attachment N/A 

Language English 

Subject ResearchPortal, a new 
search keyword? 

Sender john@university.com 

 
The second DigitalSource is a Review, representing explicit feedback intended for 
requirements elicitation. The creator is anonymous and there is no associated Measure. 
 

DigitalSource: NLSource: Review 

Body I suggest we make it easier for 
researchers to find past proposals that 
they have participated in. It should be 
possible to search using multiple 
criteria. 

Language English 

Type Suggestion Box 

Creator Anonymous 



 
The third DigitalSource is a MicroblogPost and, in this case (as there is no @ tag used 
to get the attention of the product owner), it can be seen as a form of implicit feedback 
and not intended for requirements elicitation. In this case, there are two measures 
associated with the MicroblogPost, one of MeasureType Likes and the other Retweets. 
During data collection, an initial filtering is based on the keyword “ResearchPortal”. 
 

DigitalSource: NLSource: MicroblogPost 

Body It’s so difficult to find  
proposals in ResearchPortal! 

MeasureType Likes 

Language English Measure 10 

Service Twitter MeasureType Retweets 

Sender dr_emma Measure 15 

 
Analysis. Different types of analyses can be performed, both at different points in time 
and for different types of data. For NLSource data, we need to decide whether to split 
the body into multiple text segments (e.g. paragraphs or sentences) or to treat it as a 
single unit, i.e. a single segment. In this case, we have chosen to split the Email into 
sentences. The body would be split into five segments; in the table below, we have 
excluded “Hi!” (Segment 1) and “Best regards, John” (Segment 5). For both the Review 
and MicroblogPost, we have chosen to treat them each as a single unit. 

Each segment is then analyzed separately. For each of the NLSource instances, we 
have carried out the same analytical tasks. However, note that we may need to apply 
different Processing and potentially different Model instances for different types of data 
to get the best results, due to differences in the distributions of the data that are difficult 
to capture well in a single model. For example, the language use in microblog posts 
versus emails can be rather dissimilar in terms of vocabulary and grammar. We analyze 
the data by applying classification, NER and sentiment analysis. A segment can hence 
be associated with one or more Classification: here, we apply one classifier for the 
classes Feature Request, Bug Report, and Other; as well as another classifier for the 
classes Functional Requirement, Non-Functional Requirement, and Other. Each 
segment can moreover be associated with one or more NamedEntity: here, we apply a 
NER model to identify the entities Functionality, Benefit, Role. Finally, each segment 
may also be associated with one or more sentiment, i.e. Positive, Negative or Neutral. 
The results of the analyses are shown in the tables below. 
 
 



DigitalSource: NLSource: Email 

Segment 2: Would it be possible to add founding organization as one of the search fields? 

Classification Label: Feature Request Label: Functional Requirement 

NamedEntity Content: add founding organization as one of the search fields,              
Type: Functionality 

Sentiment Label: Neutral 

Segment 3: That would help management to find proposals. 

Classification Label: Other 

NamedEntity Content: management, Type: Role Content: find proposals, Type: Benefit 

Sentiment Label: Neutral 

Segment 4: That would be great! 

Classification Label: Other 

NamedEntity N/A 

Sentiment Label: Positive 

 
Segment 2 is classified as a Feature Request and concerning a Functional Requirement, 
while a named entity in the form of a Functionality is identified. In Segment 3, two 
named entities are identified: a Role and a Benefit. The sentiment of Segment 2 and 3 
is neutral, while there is a positive sentiment in Segment 4. 
 

DigitalSource: NLSource: Review 

Segment 1: I suggest we make it easier for researchers to find past proposals that they have 
participated in. It should be possible to search using multiple criteria. 

Classification Label: Feature Request Label: Functional Requirement 

NamedEntity Content: researchers, 
Type: Role 

Content: find past 
proposals, Type: 
Benefit 

Content: search using 
multiple criteria, Type: 
Functionality 

Sentiment Label: Neutral 



The review is classified as a Feature Request and concerning a Functional Requirement. 
Three named entities are identified: “researchers” as Role, “find past proposals” as 
Benefit, and “search using multiple criteria” as Functionality. The sentiment is neutral. 
 

DigitalSource: NLSource: MicroblogPost 

Segment 1: It’s so difficult to find proposals in ResearchPortal! 

Classification Label: Other Label: Other 

NamedEntity Content: find proposals, Type: Benefit 

Sentiment Label: Negative 

 
In the tweet, a named entity in the form of a Benefit is identified, while the sentiment 
is deemed negative by the sentiment analysis model. In this example, we do not process 
the measures associated with the tweet any further at this stage, but pass along the 
information to the later stages. 
 
Aggregation. Aggregation allows for combining requirements information from one or 
more instances of DigitalSource and of different types collected over some time period. 
To facilitate this, Segment and Behavior are generalized into AnalyzedContent. The 
analyses associated with Segment, i.e. Classification, NamedEntity and Sentiment, are 
passed along but not further processed at this stage. An Aggregation simply links 
together one or more related Segment and/or Behavior over some time period. 

In this example, all Segment instances become part of the same Aggregation as they 
all concern the need to find proposals in ResearchPortal. However, it would also be 
possible for multiple Aggregation instances to be created — this is decided by the 
aggregation algorithm or model. An Aggregation is then mapped to existing 
CandidateRequirement instances. If there is no match, a new CandidateRequirement 
instance is created; if there is a match, the existing CandidateRequirement is updated. 
At this stage, the AnalyzedContent instances are further processed and summarized such 
that the information can support the decision-making of the requirement engineer in the 
next stage. The manner in which the data is analyzed at this point is specified through 
Processing and associated classes. 
 
User Story Mapping. Once there is a new CandidateRequirement, an automated 
mapping with existing UserStory instances is attempted. Again, the mapping procedure 
is specified through Processing and associated classes. The results of the attempted 
mapping are shown to the requirements engineer. If an existing CandidateRequirement 



is updated with newly collected and analyzed data, the requirements engineer would 
similarly be notified. 

At this stage, there is likely a need for manual intervention and the decision to create 
or update an existing UserStory rests with the requirements engineer. In this case, we 
assume there is no existing UserStory and that the requirements engineer creates one 
based on the collected and presented information within CandidateRequirement. 
 

User Story: As a researcher, I should be able to search for a proposal by a funding organization 
so that I can easily obtain all my previous proposals to the funding organization. 

Role Researcher 

Functionality Search for a proposal by funding organization  

Benefit Easily obtain all my previous proposals to the funding organization 

 
Other quantitative measures from CandidateRequirement can provide useful 
information at this stage, e.g. for prioritization. The fact that the tweet complaining 
about the difficulty to find past proposals was liked and retweeted several times can be 
an indication of the urgency to improve this aspect of ResearchPortal. This may lead to 
a change of the Priority of the UserStory and therefore its placement in Productlog for 
development; the decision may be programmatic, and based on different algorithms,  
i.e. who asked for the change, how many, or from how many different sources; or the 
decision may be done manually, at the mapping stage. 

5 Discussion 

In this study, we have presented the foundations for a novel framework that integrates 
heterogeneous data sources with User Stories for the purpose of automated and 
continuous requirements elicitation and management. The main motivation lies in the 
fact that increasing digitalization and Big Data are creating opportunities for eliciting 
system requirements from new, digital sources; however, due to the scale with which 
data is generated, along with the heterogeneity of sources and associated challenges, it 
is not feasible to analyze the data manually. The data-driven framework is aimed to 
serve as a tool for organizations striving to manage requirements for evolution of their 
various software systems in a structured and holistic manner.  

The primary focus of this paper has been to define the main meta-model, which aims 
to conceptually integrate heterogeneous digital data sources, the means for their 
processing, as well as to map the extracted and aggregated data to requirements 
artifacts. As such, it is aimed for storing the information and, by means of a supporting 
software tool, enable highly automated requirements management. However, as 
described in the paper, the process is best viewed as semi-automatic, requiring certain 
manual activities. This is in part due to the fact that User Stories are semi-informally 



defined artifacts, as are their tasks and constraints. Other reasons stem from the 
challenges pertaining to processing heterogeneous and often rather unstructured data 
sources. There is still a need for further research concerning the application of ML and 
NLP to RE, in particular concerning integration of data from heterogeneous sources.  
From the validation, it is concluded that the meta-model is reasonably detailed; 
however, further elements could be added, especially regarding possible details 
concerning data processing. On the other hand, we have also aimed for flexibility in 
allowing for different choices to be made with respect to the analysis of data, as this is 
highly context-dependent.  

The process of the framework is described on a high level of abstraction. It needs to 
be further elaborated towards a methodology for software evolution by taking into 
account a synergy of stakeholder-driven agile methods for requirements elicitation with 
the data-driven counterparts; we have found some related ideas in a relevant paper [24]. 
Some highly interesting aspects of the methodology concern elaboration of how 
“interactions with the customer” compare to traditional agile, as well as the frequency 
of requirements processing from organizational and project-based perspectives, 
keeping in mind that streaming data facilitates iterative requirements discovery to 
become increasingly continuous [25]. 

Future work includes (i) development of a prototype for implementing the proposed 
framework, (ii) further elaboration of NLP and ML techniques for classifying their use 
according to the specifics of User Stories and related elements, and (iii) proposals for 
“learning” solutions based on manually repeated activities and discovered patterns. 
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