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Abstract. Pose estimation is a key problem in computer vision, which
is commonly used in augmented reality, robotics and navigation. The
classical orthogonal iterative (OI) pose estimation algorithm builds its
cost function based on the minimum mean square error (MMSE), which
performs well when data disturbed by Gaussian noise. But even a small
number of outliers will make OI unstable. In order to deal with outliers
problem, in this paper, we establish a new cost function based on maxi-
mum correntropy criterion (MCC) and propose an accurate and robust
correntropy-based OI (COI) pose estimation method. The proposed COI
utilizes the advantages of correntropy to eliminate the bad effects of out-
liers, which can enhance the performance in the pose estimation problems
with noise and outliers. In addition, our method does not need an extra
outliers detection stage. Finally, we verify the effectiveness of our method
in synthetic and real data experiments. Experimental results show that
the COI can effectively combat outliers and achieve better performance
than state-of-the-art algorithms, especially in the environments with a
small number of outliers.

Keywords: Pose estimation · Orthogonal iterative (OI) algorithm ·
Maximum correntropy criterion (MCC).

1 Introduction

Pose estimation is widely used in augmented reality, robotics and navigation.
It determines the orientation and position of the perspective camera through
n known 3D reference points in the object coordinates and their imaging 2D
points. Pose estimation is also known as the perspective-n-point (PnP) problem
in computer vision, which has been studied for several decades.

In the past few years, there have been many methods to solve the PnP prob-
lem. One of the typical PnP methods is the orthogonal iterative (OI, also referred
to as LHM) algorithm that calculates the orthogonal rotation matrix directly by
minimizing the collinearity error in object space and has been proven to be glob-
ally convergent [21]. Later works apply the OI algorithm to different scenarios,
such as augmented reality [22] and unmanned aerial vehicle systems [8] [28],
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mainly studying how to provide a closer initial guess to obtain accurate pose
estimation. In addition, other works improve this algorithm to adapt to complex
noise environments. GOI [14] uses the inverse covariance matrix to describe the
uncertainty of the feature points. SoftOI [9] introduces the Assign algorithm to
determine the correspondences. Although these methods have a certain ability
to suppress the influence of outliers, they are time-consuming.

Almost all of the above methods build their cost function based on the min-
imum mean square error (MMSE). MMSE can provide optimal solution under
Gaussian noise, but it is sensitive to outliers. Recently, the maximum corren-
tropy criterion (MCC) is shown to perform well in dealing with outliers [19].
MCC uses the characteristics of a kernel function to weaken the bad influence of
outliers and non-Gaussian noise, ensuring the performance of the algorithm. In
the present paper, we propose a correntropy-based OI (COI) method. The new
method is robust to outliers without requiring the additional outliers detection
stage. In particular, COI can achieve desirable performance for the case of small
number of outliers, which is a very common situation in practical applications.

2 Related Works

For PnP problems with a small set of correspondences (n <= 5), we can obtain
a closed-form solution through P3P [15], P4P [3] or P5P [27] problems. These
methods have higher calculation speed, but they are more sensitive to image
noise and outliers. Generally, we roughly divide PnP methods into two categories:
non-iterative and iterative.

For non-iterative methods, EPnP [23] is an efficient solution that controls the
computational complexity to O(n) for the first time, and then Lepetit et al. [16]
combined it with the Gauss-Newton algorithm to further improve accuracy. In
addition, many non-iterative methods utilize polynomial solving techniques. For
example, the direct least squares (DLS) [13] method analytically determines the
roots of the polynomial system with the multiplication matrix. However, DLS
applies Cayley-Gibbs-Rodriguez (CGR) to parameterize rotation, which would
cause its degradation at 180 degrees [29]. In order to remove this limitation,
ASPnP [30] and OPnP [29] use quaternion representation to parameterize the
rotation and retrieve all stationary points through Gröbner basis technique.

Compared with non-iterative methods, iterative methods are usually more
robust to noise. The classic iterative method is based on optimizing the image
space collinearity error. In addition, Dementhon [7] proposed an iterative method
(POSIT) based on proportional orthographic projection, but did not prove the
convergence. Moreover, SoftPOSIT [6] improves POSIT to the unknown corre-
spondences situations. SoftPOSIT can deal with a variety of noise data, but it
is time-consuming because all matches need to be tried during the computing
process. Later, Lu [21] developed a globally convergent OI algorithm that min-
imizes the object space collinearity error, which is the most accurate iterative
method currently.



Robust Pose Estimation Based on Maximum Correntropy Criterion 3

So far, most PnP methods suppose that image points are disturbed by Gaus-
sian noise, which means 3D-2D correspondences do not contain outliers. How-
ever, image feature detection and matching methods, such as SITF [20], SURF [2]
and ORB [25], would be affected by illumination, scaling and occlusion, so that
feature points may be mismatched in practical applications. These mismatches
would seriously reduce the accuracy of pose estimation. The traditional solution
combines the P3P algorithm with the RANSAC [12] scheme to reject outliers in
a preliminary stage, and then executes another PnP method on the remaining
inliers. However, the RANSAC scheme requires many trials to obtain the best
results. Later, Ferraz et al. [11] proposed a very fast solution (REPPnP) to in-
tegrate outliers rejection schemes into the linear formula of the PnP solution.
However, REPPnP is not suitable for small sets of correspondences [17]. Zhou
et al. [31] proposed a robust 1-point RANSAC-based (R1PPnP) method, which
introduces a soft weighting mechanism to distinguish between inliers and outliers
by setting the inliers threshold. In addition, Li et al. [17] proposed a new cost
function based on the lq-norm for the PnP problem. This method can handle a
high percentage of outliers, but it needs to provide a good initial value, which is
difficult to achieve in practical applications. In recent years, many studies have
shown that the correntropy can effectively deal with outliers, so we introduce
MCC into the pose estimation algorithm. Compared with the above methods,
our method can automatically suppress the effects of outliers and especially per-
form better in environments with a small number of outliers.

3 MCC-Based Pose Estimation

In this section, we briefly review the OI algorithm and MCC and propose a pose
estimation algorithm based on correntropy and the OI algorithm.

3.1 Problem Formulation and OI Algorithm

Assume that the camera internal calibration is known, and then we give n non-
collinear 3D points pi = (xi, yi, zi)

t, i = 1, . . . , n, n >= 3 in an object coordinate
system and their corresponding camera coordinates qi = (xi, yi, zi)

t. The rela-
tion between them can be written as:

qi = Rpi + t, (1)

where R = (rt1, r
t
2, r

t
3)t and t = (tx, ty, tz)

t are the rotation matrix and the

translation vector, respectively. The image point vi = (ui, vi, 1)
t

is the projection
of pi on the normalized image plane. Under an ideal perspective camera model,
the imaging relation can be expressed as:ui =

rt1pi+tx
rt3pi+tz

vi =
rt2pi+ty
rt3pi+tz

,
(2)
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or

vi =
1

rt3pi + tz
(Rpi + t), (3)

which is called the collinearity equation. Moreover, collinearity can be considered
as the orthogonal projection of the camera coordinate point qi on vi should
coincide with qi itself, which is expressed as follows:

Rpi + t = Vi(Rpi + t), (4)

where Vi = viv
t
i/(v

t
ivi) is the line-of-sight projection matrix. Based on collinear-

ity in object space, the OI algorithm formulates the pose estimation problem as
minimizing the following sum of squared object-space collinearity error:

E(R, t) =

n∑
i=1

‖ei‖2 =

n∑
i=1

‖(I−Vi)(Rpi + t)‖2. (5)

Since the above objective function is quadratic in t, we can assume that the
rotation matrix R is fixed, then the optimal value of t can be obtained by:

t(R) =
1

n

(
I− 1

n

n∑
i=1

Vi

)−1 n∑
i=1

(Vi − I)Rpi. (6)

We can compute the optimal R∗ iteratively through the following steps: First,
suppose that R(k) is the estimated value for the k-th iteration, so t(k) = t(R(k)),

q
(k)
i = R(k)pi+t(k). Then R(k+1) is determined by solving the following absolute

orientation problem [21]:

R(k+1) = arg min
R

n∑
i=1

∥∥∥Rpi + t−Viq
(k)
i

∥∥∥2, (7)

The translation is t(k+1) = t(R(k+1)). This process is repeated until the termi-
nation condition is reached.

3.2 Maximum Correntropy Criterion

In previous studies, MCC has been successfully used in the field of signal process-
ing, machine learning and point set registration [4] [5] [10]. Unlike MMSE, which
is sensitive to complex noise, MCC has been proven to be robust to outliers [19].
In information theoretic learning, correntropy [24] is a nonlinear measure of sim-
ilarity between two random variables X and Y:

Vσ(X,Y) = E[κσ(X,Y)], (8)

where κσ(.) is a positive kernel function and σ is the kernel width. We take
Gaussian kernel, which is the most widely used, as the kernel function in this
paper:

κσ(x, y) =
1√
2πσ

exp(−‖x− y‖
2

2σ2
). (9)
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Fig. 1. Mean square error (MSE) (left) and correntopy (right) in the joint space

In practice, only a finite number of samples (xi, yi)
N
i=1 can be obtained, then

correntropy can be estimated as:

V̂N,σ(X,Y) =
1

N

N∑
i=1

κσ(xi, yi). (10)

Usually, we hope that the estimated X̂ is as close to the desired X as possible.
Therefore, it is necessary to maximize the correntropy between X and X̂, as
follows:

arg max
ω

V̂σ(X, X̂), (11)

which is called MCC, where ω is the unknown parameter. As shown in Fig. 1,
MSE is a quadratic function in the joint space. For MSE, the value increases
quadratically for the points away from the x = y line, so it amplifies the influence
of non-Gaussian noise and outliers on the mean value. However, correntropy has
its maximum value along the x = y line, and the value decreases exponentially
away from this line. In other words, MCC considers more about the data near
x = y and has advantages in dealing with outliers.

3.3 Orthogonal Iterative Algorithm Based on MCC

It is well konwn that OI pose estimation algorithm is one of the most accurate
PnP iterative methods. However, OI is based on MMSE, so it is not satisfactory
in the situations with outliers. In order to solve this problem, we introduce
MCC to improve the ability to deal with outliers. First, the correntropy-based
cost function can be formulated as:

(R∗, t∗) = arg max
R,t

n∑
i=1

exp(−‖(I−Vi)(Rpi + t)‖2

2σ2
). (12)

Notice that (12) is very similar to the form of (5). Inspired by the iterative
process of OI algorithm [21], we assume that a fixed rotation matrix R is given
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and take the partial derivative of (12) with respect to t. We have:

∂
n∑
i=1

exp(−‖ei‖2/2σ2)

∂ t
=

n∑
i=1

g(ei)
(Vi − I)(Rpi + t)(I−Vi)

σ2
, (13)

where g(ei) = exp(−‖(I−Vi)(Rpi + t)‖2/2σ2) and ei = (I−Vi)(Rpi + t).
Considering that g(ei) is the exponential term and changes little in the iter-

ation process, we replace R(k−1) with R and t(k−1) with t, so the k-th iteration
kernel term is g(ei) = g(Rk−1, tk−1). Setting (13) to zero, one can get a closed
form solution of t as follows:

t =

[ n∑
i=1

g(ei)(I−Vi)

]−1 n∑
i=1

g(ei)(Vi − I)Rpi, (14)

then (14) can be rewritten as:

t =

( n∑
i=1

g(ei)(Vi − I)Rpi +

n∑
1

g(ei)Vit

)/ n∑
i=1

g(ei). (15)

We substitute t in the cost function (12) with (15) and define :
qi(R) = Vi(Rpi + t)

p′i = pi −
( n∑
i=1

g(ei)pi

)/ n∑
i=1

g(ei)

q′i(R) = qi(R)−
( n∑
i=1

g(ei)qi(R)
)/ n∑

i=1

g(ei),

(16)

then we get the following simplified objective function:

(R∗, t∗) = arg max
R,t

n∑
i=1

exp
(
− (‖Rp′i − q′i(R)‖2)/2σ2

)
. (17)

Inspired by the singular value decomposition (SVD) method [1], we first con-
struct a matrix M:

M =

n∑
i=1

q′i(R)g(ei)p
′t
i , (18)

which can be decomposed into M = UΣVt. We calculate the estimation of R(k)

as follows:
R(k) = VĨUt, (19)

and determine Ĩ according to the value of det(VUt). If det(VUt) = 1, we need
Ĩ = I3; and if det(VUt) = −1, we need Ĩ = diag(1, 1,−1). It can be seen from
mathematics that when σ →∞, COI degenerates to the OI algorithm.

Here we make a summary of the method flow.
1. For a given set of 3D-2D points, the initial estimate of R(0) can be com-

puted using EPnP, then we can calculate t(0) by (6).
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2. We use the initial R(0) and t(0) to start the first iteration. R and t can be
calculated iteratively from (19) and (14), respectively.

3. The second step needs to be repeated until the reprojection error converges
or reaches the maximum number of iterations.

4 Experimental Results

In this section, we show the accuracy and stability of COI in both synthetic and
real data situations. Our method is implemented in MATLAB.

4.1 Synthetic Experiments

In synthetic experiments, we compare our method against recent PnP solu-
tions, including EPnP+GN [16], LHM [21], EPnP+LHM, RPnP [18], DLS [13],
OPnP [29], ASPnP [30], SDP [26], EPPnP [11], REPPnP [11] and R1PPnP [31].

We assume a virtual well-calibrated camera with a resolution of 2048× 1152
pixels, focal length of 1500 and principal point in the image center. Then 3D-2D
correspondences are generated randomly. For the ordinary-3D case, the reference
3D points are uniformly distributed into the interval [−2, 2]× [−2, 2]× [4, 8]. For
the quasi-singular case, the interval is [1, 2]× [1, 2]× [4, 8]. Finally, the ground-
truth translation ttrue is set as the mean value of the reference 3D points. The
ground-truth rotation matrix Rtrue is generated randomly. For our method, the
kernel width σ experimentally select from 0.1 to 2 with a step 0.5, besides, we use
105 to represent σ →∞. For the metric errors, the rotation error between Rtrue

and the estimated R in degree is measured as (20), and then the translation
error is defined as (21).

erot(deg) = max 3
k=1 arccos (rk,true · rk)× 180/π (20)

etrans(%) = ‖tture − t‖/‖t‖ × 100, (21)

where rk,true and rk are the k-th column of Rtrue and R, respectively.
All results of experiments are the average of 500 independent experiments.

Outlier-Free Synthetic Situations Most PnP methods can only deal with
outlier-free situations. Their performance are significantly reduced with a small
number of outliers. Although our method is mainly aimed at outliers, in order to
verify the universality of COI, it is compared with other methods in outlier-free
situations.

The first and second columns in Fig. 2 show the results of varying the num-
ber of correspondences n from 10 to 100. The Gaussian noise with a standard
deviation of δ = 5 pixels is added to image points. Then, in the second set of
experiments, the number of correspondences is fixed as n = 30. We vary the
level of Gaussian noise from 2 to 20 pixels, as shown in the third and fourth
columns in Fig. 2. The ordinary case and quasi-singular case results indicate
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Fig. 2. Synthetic experiments without outliers, varying the number of corresponding
points and the level of Gaussian noise, ordinary case (first row) and quasi-singular case
(second row)

that some methods can accurately estimate the rotation matrix, and so does
COI. However, the translation estimation of our method is not so accurate in
quasi-singular case. LHM cannot handle quasi-singular case, while LHM+EPnP
is still stable in the same situations. Furthermore, when using LHM to optimize
the EPnP solution, the results have better accuracy than that of Gauss-Newton
optimization. The accuracy of RPnP and ASPnP decreases significantly when
the Gaussian noise is large.

Robustness to Outliers In this experiments, the number of correct matches
between image points and object points is fixed as nin = 30, then a Gaussian
noise with standard deviation of δ = 10 pixels is added to image points. In
addition, we randomly generate corresponding points nout = n×pout as outliers,
where pout is the true percentage of outliers and n = nin+nout. For outliers, their
image points are randomly distributed across the entire image plane. Fig. 3 shows
the experimental results of varying the pout from 5 to 50. The inliers threshold
of R1PPnP is set as h = 10. Most PnP algorithms cannot correctly estimate the
pose when there are outliers in the correspondences, only COI, REPPnP and
R1PPnP maintain good accuracy.

In order to further demonstrate the robustness of our method to outliers
and noise, we compare COI with REPPnP and R1PPnP. In addition, COI is
also compared with some traditional methods, such as RANSAC+P3P+OPnP,
RANSAC+P3P+ASPnP, RANSAC+P3P and RANSAC+RP4P+RPnP meth-
ods. For COI, the kernel width σ experimentally select from 0.1 to 1 with a step
0.1 and 1.2 to 3.5 with a step 0.2, besides, we use 105 to represent σ →∞.

Fig. 4 (a) shows the mean errors for increasing the percentage of outliers
from 5 to 50. Then, the percentage of outliers pout is fixed at pout = 20. We add
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Fig. 3. Synthetic experiments without outliers, varying the percentage of outliers

Fig. 4. Synthetic experiments with outliers, the number of inlier points was fixed as
nin = 30. (a) varying the percentage of outliers (b) varying the level of Gaussian noise

different levels of Gaussian image noise from 1 to 15, as shown in Fig. 4 (b). The
performance of REPPnP is not as good as expected. This may be because in
our experimental setting, the number of inliers is small, but REPPnP is more
suitable in situations with a large number of correspondences. The RANSAC-
based methods perform well, but they need to combine with another PnP method
or set suitable inliers threshold to distinguish inliers and outliers, which is more
complicated to use. However, COI can automatically suppress the impact of
outliers and perform better than other methods when the percentage of outliers
is less than 30%. Moreover, Fig. 4 (b) indicates that COI can achieve stronger
robustness to Gaussian noise under the same outliers percentage.

4.2 Real Data Experiments

In real data experiments, we use PnP methods to determine the rotation and
translation of the mixed reality device relative to the RGBD camera at a cer-
tain moment, and obtain the transformation between these two device coordi-
nate systems. First, the RGBD data is obtained by an Intel RealSense D435
depth camera with an image resolution of 640×480. Then we use a mixed reality
device, the Microsoft HoloLens, to capture current scene image with a resolu-
tion of 2048×1152. SIFT algorithm is used to compute image features and inital
matches. Finally, the correspondences are obtained by brute force method. Cause
the correspondences are affected by many external factors, there may be some
mismatches in the results.
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Fig. 5. Real image experiments, we use the estimated rotation and translation to re-
project these correspondences. The pose estimation methods from left to right are COI,
R1PPnP and REPPnP. (The red lines and green lines represent the original matches
and reprojected matches, respectively.)

Fig. 5 shows a set of sample images, with 23 pairs of corresponding points
and about 3 pairs of outliers. Outliers are basically due to missing depth data or
mismatches. For R1PPnP, the inliers threshold is set as h = 5. The reprojection
results show that the result of COI is closest to the original matches, which
means that COI well overcomes the effects of outliers. However, REPPnP has a
rather messy result after reprojection. Moreover, due to the effects of outliers,
the results of R1PPnP have a tendency of collective translation.

5 Conclusion

The OI algorithm is one of the most accurate iterative pose estimation algo-
rithms, but it is not robust enough to combat outliers. In this paper, we propose
a robust pose estimation algorithm based on MCC to complement the short-
comings of the OI algorithm. The proposed COI utilizes its non-linear similarity
measure and performs well when dealing with outliers and noise. Synthetic and
real data experiments indicate that this method has ability to combat noise and
performs better in the situations with a small number of outliers. These advan-
tages are at the cost of introducing a free parameter σ. We will further study
how to select this parameter in future work.

Acknowledgment. This work was supported by the National Natural Sci-
ence Foundation of China (No. 61976175, 91648208) and Fundamental Research
Funds for the Central Universities (No. xzy022020045).
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