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Abstract. This paper demonstrates the applicability of state-of-the-art
proof assistant tools to establish completeness properties of a test strat-
egy and the correctness of its associated test generation algorithms, as
well as to generate trustworthy executable code for these algorithms. To
this end, a variation of an established test strategy is considered, which
generates adaptive test cases based on a reference model represented as
a possibly nondeterministic finite state machine (FSM). These test cases
are sufficient to check whether the reduction conformance relation holds
between the reference model and an implementation whose behaviour
can also be represented by an FSM. Both the mechanical verification of
this test strategy and the generation of a provably correct implementa-
tion are performed using the well-known Isabelle/HOL proof assistant.

Keywords: Complete Test Methods · Finite State Machines · Isabelle/HOL ·
Mechanised Proofs· Proof Assistants · Reduction

1 Introduction

Objectives In this paper, we present a mechanised proof for a variation of the
complete test strategy originally published by Petrenko and Yevtushenko in [21]
and provide a formalisation of selected algorithms described by the same authors
in [19] to calculate concrete test suites. We generate executable code from this
formalisation to provide a trustworthy implementation of the test strategy.

The formalised strategy facilitates verifying the reduction conformance re-
lation between two finite state machines (FSMs), of which the first serves as
a reference model representing a specified behaviour, whereas the second rep-
resents the true behaviour of the system under test (SUT). Both FSMs may
be nondeterministic but are assumed to be completely specified and observable.
Additionally assuming an upper bound on the number of states contained in the
(unknown) FSM representing the behaviour of SUT, the strategy generates finite
test suites guaranteeing complete fault coverage using a state counting method.
These test suites are adaptive and thus the number of tests applied to the SUT
during testing depends on its observed behaviour. In many situations, the gen-
erated test suites are therefore significantly smaller than those generated using



the well-known “brute force” strategy based on product FSMs1, which requires
O(|ΣI |mn) test cases2 for the same effect.

Motivation We advocate an approach to systematic testing that includes for-
mal proofs of fault coverage capabilities of test strategies, so that no doubt with
respect to their test strength remains. This process entails making explicit any
underlying hypotheses, such as the specification of fault domains. Since complete
test strategies are of considerable importance for the verification of safety-critical
systems, the correctness of fault coverage claims for a given strategy is crucial
from the perspective of system certification. Thus, we further advocate the use of
proof assistants to check the proofs, as we believe that due to the large number
of different test strategies and the often intricate nature of their corresponding
proofs it cannot be expected that each proof is manually checked by many mem-
bers of the testing community. Our previous work [22] supports this view, as it
uncovered an ambiguity in the textual description of a test strategy, which could
lead to incomplete implementations. In [22] we also voiced our hope that mech-
anised proofs could be used as artefacts presented to certification authorities as
a means of showing that an applied test strategy provides the fault detection
capabilities claimed for it. We now additionally believe that the use of provably
correct code generated from formalisations could reduce the effort required to
provide convincing arguments for tool qualification of tools employing such code.

Provably correct implementations of the test strategy formalised in this pa-
per can be employed as trustworthy components in a large variety of testing
applications. These include the generation of test suites for testing whether an
SUT behaves only in ways allowed in a specification that can be represented
as a (possibly nondeterministic) completely specified FSM, where nondetermin-
ism indicates that the SUT may omit some reactions. Such specifications in-
clude communication protocols that contain optional behaviour. Additionally,
many interesting conformance relations can be reduced to testing for this reduc-
tion conformance relation between completely specified FSMs, including quasi-
equivalence and quasi-reduction for incomplete specification FSMs (see [10]) and
reduction for reactive I/O transition systems (see [12]). This in turn allows for
trustworthy implementations to be employed in the process of testing, for exam-
ple, embedded systems against specifications given in SysML (see [11]).

Main Contributions To our best knowledge, this is the first time that a mech-
anised proof for the complete reduction test strategy elaborated in [21] is pre-
sented. Moreover, trustworthy executable code is generated from a mechanically
verified formalisation of an algorithm that realises the strategy, incorporating
selected algorithms from [19]. This provably correct implementation is used as
the trustworthy core of a set of testing tools.

1 This strategy has been described, for example, in the lecture notes [17, Section 4.5].
2 |ΣI | is the size of the input alphabet, n the number of states in the reference model,

and m an upper bound for the number of states in the SUT model.



Related Work The first complete state counting approach to reduction testing
has been published in [20], specialising on the case of deterministic implementa-
tions being tested against nondeterministic reference models for language inclu-
sion. Later, adaptive state counting has been proposed as an optimisation in [19].
The restriction to deterministic implementations has then been dropped in later
works considering a more general formulation of the problem, admitting both
nondeterministic reference models and implementations. This has been studied
in [9] and [21], the latter being the article the present paper is based on.

To our best knowledge, applying proof assistants to testing has first been ad-
vocated in [4]. Using Isabelle/HOL at its core, an integrated testing framework
has been developed by the same authors and described in [5]. This framework al-
lows for elaboration of test strategies (called test theorems in [5]), fault coverage
proof, test case and test data generation in the same tool. Several cases of mech-
anised proofs establishing the completeness of testing theories are elaborated by
the authors, not including the strategy analysed in the present paper.

Our approach to model-based testing (MBT) contrasts to that advocated
in [5] in that we favour the use of specialised tools for strategy elaboration (Is-
abelle/HOL), modelling (FSM and SysML modelling tools), and test case and
test data generation (RT-Tester [16] with SMT solver [18]). We base this pref-
erence on the possibility of performing SMT solving internally, without explicit
interactions with the users, which requires less specialised expertise than the
interactive handling of proof assistants. In this we agree with [1].

In [22] we presented a mechanised proof for the strategy described in [9],
but in contrast to the present paper, this effort did not yet focus on providing a
formalisation from which provably correct executable code could be generated.

Finally, tool qualification for model-based testing tools is discussed for ex-
ample in [3], where the replaying of test executions against the specification
model is introduced as a measure to uncover potential faults in the untrusted
test case generation. Our approach obviates the need for many such measures
by employing trustworthy code to generate test suites.

Reference to Online Resources The Isabelle/HOL session containing all the
formalisations and proofs elaborated in this paper and a set of command line
tools which employ the executable code generated from this session to generate
test suites and apply them to SUTs, together with corresponding documenta-
tion and a short evaluation of the tools applied to a set of randomly generated
FSMs, are publicly available on https://bitbucket.org/RobertSachtleben/

an-executable-formalisation-of-an-adaptive-state-counting.

Overview Section 2 provides a short overview of the test strategy presented
in [21]. Next, Section 3 describes our formalisation of this strategy in Isabelle and
outlines the strategy of our mechanical completeness proof. Thereafter, Section 4
describes the generation of a trustworthy implementation, its integration into a
set of test tools, and experiments performed using this implementation. Finally,
we provide conclusions in Section 5.

https://bitbucket.org/RobertSachtleben/an-executable-formalisation-of-an-adaptive-state-counting
https://bitbucket.org/RobertSachtleben/an-executable-formalisation-of-an-adaptive-state-counting


2 Overview of the Formalised Test Strategy

The test strategy described in [21] and formalised mechanically in this paper is
employed to check whether an SUT, whose behaviour is assumed to correspond
to some unknown finite state machine M ′, conforms to a specification, given as
a finite state machine M , with respect to the reduction conformance relation.
We first introduce the constructions used within this strategy as detailed in [21].

Finite State Machines A finite state machine M = (Q, q0, ΣI , ΣO, h) is 5-
tuple consisting of a finite set Q of states, an initial state q0 ∈ Q, finite sets
ΣI and ΣO constituting the input and output alphabet, respectively, and a
transition relation h ⊆ Q × ΣI × ΣO × Q where (q1, x, y, q2) ∈ h if and only if
there exists in M a transition from q1 to q2 for input x that produces output y.
We define the size of M , denoted |M |, by the number |Q| of states it contains.
Finally, the language L(M, q) denotes the set of all sequences x̄/ȳ ∈ (ΣI ×ΣO)∗

of input-output (IO) pairs such that M can react to x̄ applied to q with outputs
ȳ. The language of M itself, denoted L(M), is the language of its initial state.
We write x̄x̄′/ȳȳ′ for the concatenation of IO-sequences x̄/ȳ and x̄′/ȳ′.

Primarily based on its transition relation, further properties of an FSM M
can be distinguished: M is deterministic if for any state q in M and input
x at most one transition exists. M is observable if for each contained state
q, input x and output y there is at most one state q′ that is reached from q
through a transition with input/output x/y, i.e. there is at most one state q′ in
Q such that (q, x, y, q′) ∈ h. That is, the target state reached from some state
with some input can be uniquely determined using the observed output. This
property also extends to IO-sequences, as the state reached by an IO-sequence
x̄/ȳ ∈ L(M, q) applied to state q is again uniquely determined. Next, M is
completely specified if a transition exists from each contained state q for each
contained input x. That is, any input x ∈ ΣI applied to a state q ∈ Q must
produce some output. Furthermore, M is acyclic if L(M) is finite, and a state
q is a deadlock state if no transition from q exists. Also, M is single-input if for
each state q all transitions from q share the same input component. Finally, an
FSM M ′ = (Q′, q0, Σ

′
I , Σ

′
O, h

′) is a submachine of M if Q′ ⊆ Q and h′ ⊆ h hold.
In the remainder of this paper we assume every FSM to be both observable

and completely specified, which is no restriction, as there exist techniques to
complete any FSM (see [9]) and to transform it into a language-equivalent ob-
servable minimised machine [14]. We do not, however, require any FSM to be
deterministic. We furthermore assume that FSM M ′, representing the behaviour
of the SUT, uses the same inputs as the specification M and satisfies |M ′| ≤ m.

The product machine (intersection) of FSMs M1 = (S, s0, ΣI , ΣO, h1) and
M2 = (T, t0, ΣI , ΣO, h2) is an FSM PM = (S × T, (s0, t0), ΣI , ΣO, h), which
generates the language intersection L(PM) = L(M1) ∩ L(M2) by the following
construction of h: ((s, t), x, y, (s′, t′)) ∈ h⇐⇒ (s, x, y, s′) ∈ h1 ∧ (t, x, y, t′) ∈ h2.

Finally, a state q1 of an FSM M1 is a reduction of some state q2 of an FSM
M2 if and only if L(M1, q1) ⊆ L(M2, q2) holds, and M1 is a reduction of M2 if
and only if the initial state of M1 is a reduction of the initial state of M2.



State Preambles and Definitely Reachable States A state preamble P of
M = (Q, q0, ΣI , ΣO, h) for some q ∈ Q is an acyclic single-input submachine of
M with q being its single deadlock state such that for every state q′ 6= q in P
all transitions of M from q′ with the single input defined for q′ in P are also
contained in P . That is, a state preamble P of M for q can be seen as a strategy
for reaching q in every completely specified submachine of M and thus, for any
sequence x̄/ȳ ∈ L(P ) ∩ L(M ′) that reaches q in P , the state reached by x̄/ȳ in
the SUT representation M ′ must be a reduction of q for M ′ to be a reduction of
M . A state q of M is called definitely reachable if and only some state preamble
of M for q exists. We say that a state of M ′ is reached by a preamble P if it is
reached by some x̄/ȳ that reaches q in P . We call such x̄/ȳ preamble sequences.

Note here that the initial state q0 of M is definitely reachable by the preamble
P0 = ({q0}, q0, ΣI , ΣO, ∅). This implies that if a set PS of pairs (q, P ) of states
of M and corresponding preambles contains (q0, P0) and also L(M ′) 6⊆ L(M)
holds, then a minimal length IO-sequence x̄f/ȳf and additionally a sequence
x̄p/ȳp that reaches a deadlock state in a preamble in PS must exist such that
x̄px̄f/ȳpȳf ∈ L(M ′)\L(M) holds, since L(P0) contains only the empty sequence
ε. In the following, we will refer to sequences such as x̄f/ȳf in short as minimal
sequences to a failure extending x̄p/ȳp if the set PS is obvious from the context.

In the test strategy, for each definitely reachable state q of M a preamble P
for q is used to identify states in the SUT representation that must conform to
q, which include all states in M ′ reached by sequences that reach q in P .

State Separators A state separator S of M for states q1 and q2 is an acyclic
single-input FSM with two reachable deadlock states d1 and d2 such that (1) for
any x̄/ȳ ∈ L(S) it holds that if x̄/ȳ reaches d1 then x̄/ȳ ∈ L(M, q1) \ L(M, q2)
holds whereas if x̄/ȳ reaches d2 then x̄/ȳ ∈ L(M, q2)\L(M, q1) holds, and (2) for
any sequence x̄/ȳ ∈ L(S) reaching some non-deadlock state q in S with a single
defined input x, S contains a transition from q with output y for each output
y produced by any of the states reached in M by via x̄/ȳ from q1 or q2 to x.
That is, S provides a strategy of reliably distinguishing q1 and q2 in all complete
submachines of M . States q1 and q2 of M a called r-distinguishable if and only
if a state separator of M for them exists. In the following, test separators S for
states q1 and q2 are used to check whether certain states in M ′ behave like only
one of q1 or q2, or neither of them.

Adaptively Testing of the Reduction Conformance Relation The SUT
conforms to the specification FSM M with respect to the reduction conformance
relation if and only if the FSM M ′, which is assumed to represent the behaviour
of the SUT, is a reduction of M . That is, the SUT conforms to M if and only
if every behaviour of it is also admissible in M . As the languages of completely
specified FSMs with nonempty input alphabets are infinite, it is not possible to
check this property by simply enumerating L(M) and L(M ′) and therefore test
suites must be applicable in a finite amount of time. In the case of nondetermin-
istic FSMs this furthermore requires some fairness assumption that all reactions



to some input can be observed within a finite number of applications of this
input. In this paper, we employ the complete testing assumption (see [9]) and
thus assume that there exists some upper bound k on the number of applications
required to observe all reactions to a given sequence of inputs.

Furthermore, an SUT might exhibit only a proper subset of the behaviours of
M , which enables the use of adaptivity in testing by controlling the application
of inputs based on the observed behaviour of the SUT. An adaptive test case
(ATC) A for FSM M is an acyclic single-input FSM that is output-complete
for M (for every non-deadlock state there exists a transition for every output of
M) and which may contain a designated deadlock state fail. FSM M ′ in state q′

passes A if and only if there exists no sequence in L(A)∩L(M ′, q′) that reaches
fail in A. Applying A to M ′ thus reduces to calculating L(A) ∩ L(M ′, q′) and
checking the states reached in A, which is feasible as L(A) is finite.

For example, a state separator S of M for q1 and q1 can be transformed into
an ATC Iq1 that checks whether the state it is applied to behaves like q1 and
not like q2 by replacing d2 with fail and adding to every non-deadlock state q a
transition to fail for every output of M that is not produced by q in S.

Finally, adaptive test cases can be concatenated at their deadlock states.
Given ATCs A1 and A2 and a deadlock state d 6= fail of A1, A1@dA2 denotes
the ATC created by replacing d in A1 with the initial state of A2 and inserting
all transitions and other states of A2 into A1. For simplicity we assume here
that the state sets of ATCs are pairwise disjoint, ensuring that the @ operator
is associative and well-behaved when concatenating multiple ATCs.

2.1 Overview of the Formalised Adaptive State Counting Algorithm

The adaptive state counting algorithm re-verified in this paper creates a test
suite for M and an assumed upper bound m on the number of states in M ′ as
a set of adaptive test cases. This is performed by first calculating a preamble
for each definitely reachable state of M and a state separator for every pair of
r-distinguishable states in M , followed by a process of extending sequences from
the definitely reachable states until they are too long to be proper prefixes of any
minimal sequence to a failure, resulting in so-called traversal sets. The termina-
tion criterion for this extension is based on the number of r-distinguishable states
of M encountered during the application of a sequence, which can constitute a
lower bound on the number of states in any non-conforming FSM M ′. Finally,
a test suite is constructed by concatenating preambles, extended sequences and
state separators in accordance with this termination criterion.

Traversal Sets Let RD denote the set of all maximal sets of pairwise r-
distinguishable states of Q. Given a set R ∈ RD let Rdr denote the subset
of R containing only definitely reachable states. Note that every state of M is
contained in some such R and that Rdr may be empty.

For every definitely reachable state q of M the set Nm(q) of m-traversal
sequences is then constructed starting from the empty sequence by extending



input sequences until they satisfy the following rule: An input sequence x̄ is not
extended further if for all x̄/ȳ ∈ L(M, q) there exists some R ∈ RD such that
x̄/ȳ applied to q visits states from R at least (m−|Rdr|+1) times, where a state
is visited if it is reached by any nonempty prefix of x̄/ȳ applied to q.

From Nm(q) the traversal set Tm(q) is constructed as the set containing for
every x̄ ∈ Nm(q) all x̄/ȳ ∈ L(M, q) such there exists some R ∈ RD whose states
are visited exactly (m− |Rdr|+ 1) times along x̄/ȳ applied to q, while this does
not hold for any proper prefix of x̄/ȳ. We call R a terminating set of x̄/ȳ.

Finally, from each x̄ ∈ Nm(q) an acyclic observable FSM Mq,x̄ with language
L(Mq,x̄) = {x̄′/ȳ′ ∈ Tm(q) | x̄′ is a prefix of x̄} is created such that any two
sequences in Mq,x̄ reach the same state in Mq,x̄ only if they reach the same
state if applied to q in M . This FSM can then be further simplified as described
in [21]. The adaptive test case TC(q, x̄) denotes the output completion of Mq,x̄.

Test Suite Generation Given a preamble Pq for every definitely reachable
state q of M and for each state q in M a set IDq containing for each q′ in M
that is r-distinguishable from q an adaptive test case Iq of a state separator S of
M for q and q′, a test suite TS is created from an empty set as follows: For each
definitely reachable state q of M , each x̄ ∈ Nm(q), each TC(q, x̄) and each set
{x̄1/ȳ1, . . . , x̄k/ȳk} of all sequences of length |x̄| in L(TC(q, x̄)) that do not reach
fail, a set of adaptive test cases T of the following form is added to TS, where qi
denotes the state reached by applying x̄i/ȳi to q, ti denotes the deadlock state
reached by applying x̄i/ȳi to the initial state of TC(q, x̄), TC(Pq) is the adaptive
test case created from the output completion of Pq, and each Iqi ∈ IDqi is only
concatenated onto one ATC for each x̄i/ȳi:

T := TC(Pq)@qTC(q, x̄)@t1Iq1@t2Iq2 . . .@tkIqk

Applying test suite TS to an SUT thus essentially consists of applying the
traversal sets after the preambles and applying after each such sequence a set of
ATCs created from state separators that r-distinguish the state reached by the
sequence from all states it is r-distinguishable from.

For the formalisation and implementation described in the following sections
we have chosen a different representation of the test suite and its test cases,
but the underlying strategy remains unchanged. We furthermore integrate the
optimisation already described by Petrenko and Yevtushenko in [19] that it is not
always necessary to distinguish the target of some x̄/ȳ ∈ Tm(q) from all states it
is r-distinguishable from, as it is sufficient to r-distinguish the target from other
states in some R ∈ RD only if R is used in the termination criterion of some
sequence of which x̄/ȳ is a prefix (see the use of Id(s′, Rβ) in [19, Algorithm 2]).

3 The Mechanised Proof

Isabelle/HOL Isabelle is a generic proof assistant featuring an extensive imple-
mentation of higher-order logic (Isabelle/HOL). We chosen this logic as the base



for our formalisation, as it is highly expressive and already contains many useful
definitions and theorems. For an introduction to Isabelle see Nipkow et al. [15].
The Isabelle core libraries are further extended by the Archive of Formal Proofs
(see www.isa-afp.org). The Isar (Intelligible Semi-Automated Reasoning) proof
language offered in Isabelle distributions allows for proofs to be written in a
human-readable style [23]. Our previous paper [22] contains an exemplary Isar
proof on FSM properties. Isabelle is also able to automatically generate exe-
cutable code from many formalisations written in it, which we use in Section 4
to generate a trustworthy implementation of the formalised test strategy. The
correctness of this translation process is proven in [8], which also describes how
the code generator can serve to facilitate program and data refinement.

Data Structures In our Isabelle/HOL formalisation we define FSMs as records
(type fsm-impl) which we then restrict to well-formed FSMs (type fsm), where
an FSM M = (Q, q0, ΣI , ΣO, h) is well-formed if its component sets are finite
and additionally q0 ∈ Q and h ⊆ Q×ΣI ×ΣO ×Q hold.

record ( ′state, ′input , ′output) fsm-impl =
initial :: ′state
states :: ′state set
inputs :: ′input set
outputs :: ′output set
transitions :: ( ′state × ′input × ′output × ′state) set

typedef ( ′state, ′input , ′output) fsm =
{ M :: ( ′state, ′input , ′output) fsm-impl . well-formed-fsm M }

This follows the classical definition of FSMs more closely than the definition
in our previous work [22] and also avoids cluttering proofs with well-formedness
assumptions on the employed FSMs. Consider, for example, the following very
natural definition of completely specified FSMs in our Isabelle formalisation3:

completely-specified M = (∀ q∈states M .∀ x∈inputs M .∃ q ′ y .(q ,x ,y ,q ′)∈transitions M )

We represent state preambles and separators simply as FSMs, but we rep-
resent test suites as values of a new datatype such that a test suite TS =
(PS, tps, rds, seps) consists of (1) a set PS of pairs (q, Pq) for each definitely reach-
able state q, (2) a map tps from each definitely reachable state to the traversal
sequences starting from it, (3) a map rds assigning to each pair (q, x̄/ȳ), con-
sisting of a definitely reachable state and a traversal sequence starting from it,
all states that the target of x̄/ȳ needs to be r-distinguished from, and (4) a map
seps assigning to each pair of r-distinguishable states (q1, q2) at least one state
separator S with corresponding deadlock states d1 and d2.

This representation also requires a new formulation of the pass relation.
We say that M ′ passes test suite TS = (PS, tps, rds, seps) for M , denoted

3 Function application in Isabelle is performed in a functional programming style
without braces. For example, f(x,y,z) is written in Isabelle as f x y z.

www.isa-afp.org


passes test suite M TS M ′ in the Isabelle formalisation, if (1) M ′ passes
TC(Pq) for every (q, Pq) ∈ PS, (2) for every (q, Pq) ∈ PS and x̄/ȳ ∈ tps(q),
every reaction of M ′ in a state reached by Pq to any prefix of x̄ is also pre-
fix of some sequence in tps(q), and (3) for every (q, Pq) ∈ PS, x̄/ȳ ∈ tps(q),
q′ ∈ rds(q, x̄/ȳ) and (S, d1, d2) ∈ seps(q, q′), M ′ in a state reached by Pq fol-
lowed by x̄/ȳ passes the adaptive test case Iq created from S. Note that this
different representation and formulation does not affect the result of applying a
test suite TS against the SUT: M ′ passes TS represented as a set of ATCs if
and only if passes test suite M TS M ′ holds.

3.1 Proof Strategy

The first main goal of our formalisation is to prove that the formalised strategy
is complete. That is, an SUT should pass a generated test suite if and only if it is
a reduction of its specification. We split this proof into two parts by first formu-
lating a sufficient condition such that any test suite satisfying it is complete, and
then proving that the test suites generated by the formalised strategy do satisfy
the condition. We will refer to this condition as the completeness predicate and
describe it and its formulation in Isabelle in Subsection 3.2.

An overview of the steps performed in the overall proof is given in Figure
1: Let TS be a test suite generated by the formalised strategy. By construction
(outlined in Subsection 2.1, implemented in Section 4), TS satisfies the com-
pleteness predicate and is also finite. All further proofs then only rely on these
properties and the assumptions on the structure of M ′ (observable, completely
specified, same inputs as M , |M ′| ≤ m). M ′ can fail a test suite satisfying the
completeness predicate only if a behaviour of M ′ is observed that is not admis-
sible in M , and hence TS is sound : if M ′ is a reduction of M , then it passes
TS. The main effort in establishing completeness thereafter lies in proving TS
to be exhaustive: if M ′ is not a reduction of M , then M ′ must not pass TS.
This is realised via a proof by contradiction detailed in Subsection 3.2. Finally,
completeness follows from soundness and exhaustiveness and still holds if test
suites are reduced to finite prefix-free sets of IO-sequences (see Section 4).

The formalisation in Isabelle is split into several theory files covering separate
aspects of the proof: First, files FSM Impl.thy, FSM.thy and Product FSM.thy

provide basic definitions and properties for finite state machines. Next, the files
State Preamble.thy, State Separator.thy and Traversal Set.thy respec-
tively introduce the three main components of the test suite and algorithms
for their computation. These are then combined within Test Suite.thy, which
defines the completeness property and shows that each satisfying test suite is
complete. Finally, an algorithm for calculating complete test suites is provided
in Test Suite Calculation.thy and refined in further theory files. Overall, the
formalisation effort comprises 18 theory files containing a total of 621 lemmata,
which can be verified within 201 seconds using Isabelle2020 on a Ryzen 5 3600
CPU and Ubuntu 18.04. Most of these lemmata prove general properties on
FSMs and related algorithms and are not restricted to any specific test strategy,
allowing their reuse in future formalisation projects employing FSMs.



TS is finite
(is finite test suite TS)

TS satisfies the completeness predicate for M and m
(implies completeness TS M m)

and

test suite TS calculated for specification M and upper bound m
(calculate test suite greedy M m = TS)

by [calculate test suite for repetition sets sufficient and finite]:

Assumptions on M ′,
including |M ′| ≤ m

TS is sound:
L(M ′) ⊆ L(M) =⇒ passes test suite M TS M ′

[passes test suite soundness]

TS is exhaustive:
passes test suite M TS M ′ =⇒ L(M ′) ⊆ L(M)

[passes test suite exhaustiveness]

some minimal length sequence x̄f/ȳf exists that extends
some preamble sequence x̄p/ȳp ∈ L(Pq) of some (q, Pq)
used in TS to a failure x̄px̄f/ȳpȳf ∈ L(M ′) \ L(M)

some prefix x̄′f/ȳ
′
f of x̄f/ȳf is contained in Tm(q) (and

hence TS) and thus terminated by some set R of pair-
wise r-distinguishable states

x̄′f/ȳ
′
f applied after

x̄p/ȳp together with
the preambles of TS
visits states of R at
least (m+ 1) times

as is x̄f/ȳf minimal,
x̄′f/ȳ

′
f does not re-

peat any state of the
product of M and M ′

if applied after x̄p/ȳp

x̄′f/ȳ
′
f is a proper

prefix of x̄f/ȳf
as x̄px̄

′
f/ȳpȳ

′
f ∈

L(M ′) ∩ L(M)
holds

Contradiction: M ′ must contain more than m states

TS is complete:
passes test suite M TS M ′ ⇐⇒ L(M ′) ⊆ L(M)

[passes test suite completeness]

TS remains complete if reduced to a prefix-free set of IO-sequences
[passes test suite as maximal sequences completeness]

Assumption 2:
L(M ′) 6⊆ L(M)

Assumption 1:
passes test suite M TS M ′

sketch of a proof
by contradiction

Fig. 1: Overview of the overall proof strategy employed in the mechanised for-
malisation, with a focus on the proof of exhaustiveness of generated test suites.
Names in square brackets indicate lemmata in the Isabelle formalisation. Predi-
cate implies completeness is a shortened version of the completeness predicate
described in Section 3.2 for a greedy strategy of calculating RD′.



3.2 A Completeness Predicate for Reduction Testing

The test suite generation strategy outlined in Subsection 2.1 uses the set RD
of all maximal sets of pairwise r-distinguishable states of M in its termination
criterion for the traversal sets. As enumerating all those sets can be reduced
to the problem of listing all maximum cliques of a graph in which two states
are connected if they are r-distinguishable, this can prove computationally ex-
pensive for larger FSMs. To facilitate algorithms that use only a proper subset
of RD, we have formulated the completeness predicate with respect to a test
suite TS = (PS, tps, rds, seps), M , the assumed bound m ≥ |M ′|, and a subset
RD′ of RD. The predicate is given in the Isabelle formalisation as the function
implies completeness for repetition sets and is satisfied if the following
properties hold: (1) PS contains (q0, P0) and thus the trivial empty preamble,
(2) for every (q, P ) ∈ PS, P is a preamble of q and tps(q) contains the traversal
set Tm(q), (3) all (S, d1, d2) ∈ tps(q1, q2) are state separators of q1 and q2 with
corresponding deadlock states, (4) every state q of M is contained in some set in
RD′, (5) if two traversal sequences x̄1/ȳ1 6= x̄2/ȳ2 in tps(q) are each prefix of a
sequence in Tm(q) terminated by some R ∈ RD′ and both sequences applied to q
reach distinct states in q1, q2 ∈ R, then q2 ∈ rds(q, x̄1/ȳ1) and q1 ∈ rds(q, x̄2/ȳ2),
(6) if a traversal sequence x̄/ȳ ∈ tps(q) is prefix of a sequence in Tm(q) termi-
nated by some R ∈ RD′ and reaches some q1 ∈ R if applied to q, then for any
q2 ∈ Rdr \ {q1} it holds that q2 ∈ rds(q, x̄/ȳ) and q1 ∈ rds(q2, ε), and (7) for
each R ∈ RD′, if any traversal sequence is terminated by R, then for each pair
of distinct states q1, q2 ∈ Rdr it holds that q2 ∈ rds(q1, ε) and q1 ∈ rds(q2, ε).

To summarise, TS and RD′ are complete for reduction testing with respect to
M and m if they are produced by a strategy such as that described in Subsection
2.1, without specifying many restrictions on the actual implementation of such a
strategy. Properties (1) to (4) require the test suite to consist of actual preambles,
state separators and traversal sets, whereas properties (5) to (7) describe where
ATCs need to be applied in order to distinguish states. Note here that these latter
three properties structurally closely resemble conditions 1. to 3. in Theorem 1
of [6], which describes the H-method for equivalence testing of FSMs.

Finally observe that the soundness of any test suite TS satisfying the predi-
cate follows directly from the reformulation of the pass relation, as satisfaction
requires that application of TS entails only the application of preambles followed
by corresponding traversal sets followed by corresponding state separators, and
thus only of IO-sequences in L(M), for which no reduction of M may fail.

Completeness of Test Suites Satisfying the Completeness Predicate
Let test suite TS and subset RD′ of RD satisfy the completeness predicate with
respect to M and an assumed upper bound m ≥ |M ′|. Then the exhaustiveness
of TS follows from a classical state counting argument by establishing a lower
bound greater than m on the number of states contained in any M ′ that is not
a reduction of M but that passes TS, see for example [9] and [22]. We have
used this approach in a proof by contradiction: if we assume that M ′ passes TS
while also L(M ′) 6⊆ L(M) holds, then some minimal sequence to a failure x̄f/ȳf



extending some preamble sequence x̄p/ȳp of some (q, Pq) in the preambles of TS
must exist, which is not applied in TS. Hence, some proper prefix x̄′f/ȳ

′
f of x̄f/ȳf

must be contained in Tm(q) and terminated by some R ∈ RD′. Now x̄px̄
′
f/ȳpȳ

′
f

cannot repeat any state of the product of M and M ′, as this would allow for a
sequence to a failure shorter than x̄f/ȳf . Furthermore, by construction of the
traversal sequences, x̄′f/ȳ

′
f applied after x̄p/ȳp together with the preambles in

TS must visit states of R at least (m+1) times in M . These last two properties,
in conjunction with M ′ passing all applied state separators of conditions (5) to
(7) of the completeness predicate, require M ′ to contain at least (m+1) distinct
states, which provides a contradiction to the assumed upper bound |M ′| ≤ m.
Completeness of TS follows from exhaustiveness and the previously established
soundness. That is, M ′ passes TS if and only if M ′ is a reduction of M .

4 A Trustworthy Implementation

Complete Algorithms The calculation of a test suite satisfying the complete-
ness predicate can be separated into five major steps: (1) the calculation of
definitely reachable states of M and corresponding preambles, (2) the calcula-
tion of r-distinguishable state pairs in M and corresponding state separators,
(3) the calculation of a subset RD′ of RD, (4) the calculation of traversal sets
from each definitely reachable state, also storing the corresponding terminating
R ∈ RD′, and (5) the combination of these results into a test suite by calculating
for each definitely reachable state and each traversal sequence from this state
the states it must be r-distinguished from. Figure 2 depicts these steps and their
corresponding functions in the Isabelle formalisation within the box for func-
tion generate test suite greedy. This function implements the test strategy
described above using a simple greedy algorithm to calculate a set RD′.

Step (1) of the above calculation is realised in the formalisation using function
calculate state preamble from input choices to construct a state preamble
for a given state q if it exists, based directly on Algorithm 1 of [19]. It creates
a preamble by starting from q and analysing backward reachability, iteratively
adding not yet backwardly reached nodes q′ and inputs x such that all transitions
from q′ for x in M reach nodes added in previous iterations, including q. If this
process adds the initial state of M , then the selected states and corresponding
inputs induce a valid preamble for q. State separators are calculated in a similar
way to establish step (2), starting from the deadlock states of a partial separator,
again as described in [19]. Based on these results, we have formalised two possible
implementations for step (3): first by naively enumerating all elements of RD and
second by a greedy algorithm that calculates for each state q a set Rq ∈ RD by
starting from Rq := {q} and iteratively adding states that are r-distinguishable
from all states currently in Rq until Rq is maximal. Next, we realise step (4) by
performing a straightforward enumeration of paths from each definitely reachable
state until the corresponding traversal sequence can be terminated by some
R ∈ RD′. Finally, the implementation of step (5) follows above description.



Test Suites as Sets of IO-Sequences To facilitate easier integration with
other tools and storage of calculated test suites, we additionally provide algo-
rithms to reduce test suites to finite prefix-free sets of IO-sequences, which might
be stored by data structures as simple as lists. The previously introduced Func-
tion generate test suite greedy performs this transformation as a final step
by extracting from the calculated test suite all IO-sequences x̄px̄tx̄r/ȳpȳtȳr such
that x̄p/ȳp is a sequence reaching q in some preamble Pq, (q, Pq) is contained
in TS, x̄t/ȳt is a traversal sequence in Tm(q) and x̄r/ȳr is a sequence in some
state separator applied thereafter that does not reach fail. The resulting finite
set of IO-sequences is then simplified by removing all sequences that are proper
prefixes of other contained sequences.

Let TS be the calculated test suite represented as defined in Section 3. Then,
by construction and depicted as the last step of Figure 1, the reduction of TS
to a finite set (or list) TSL of IO-sequences satisfies the following property:

L(M ′) ⊆ L(M)⇔ passes test suite M TS M ′

⇔ ∀x̄xx̄′/ȳyȳ′ ∈ TSL : ∀x̄x/ȳy′ ∈ L(M ′) : ∃x̄xx̄′′/ȳy′ȳ′′ ∈ TSL

That is, an SUT representation M ′ passes TS if and only if for any x̄x/ȳy that
is prefix of any sequence in TSL the SUT reacts to x applied after x̄/ȳ only with
outputs y′ such that x̄x/ȳy′ is also prefix of some sequence in TSL. Note here that
M is not referenced in the bottom right side of the bi-implications. Test suite
TSL can thus be applied to an SUT in practice by applying to the latter each
contained IO-sequence (test case) at least k times (to satisfy the complete testing
assumption). A test case x1 . . . xn/y1 . . . yn is applied by iteratively applying each
xi (beginning at x1) and observing the corresponding response y′i of the SUT,
continuing only if yi = y′i. The SUT passes the application of x1 . . . xn/y1 . . . yn
if and only if the observed SUT response x1 . . . xj/y

′
1 . . . y

′
j is prefix of some

sequence in TSL. Finally, by the above property TSL must be a subset of L(M)
and hence the SUT passes a test case if and only if the observed response of the
SUT to the test case is be admissible in M , as L(M) is prefix closed.

Refinement and Extensibility Isabelle provides a powerful refinement mech-
anism to generate more efficient code from definitions, which we have employed
in theory file Test Suite Calculation Refined.thy to refine both data struc-
tures and algorithms. First, we have used the Containers framework [13] to
represent sets using data structures such as red-black-trees wherever possible,
which improves on Isabelles default set implementation as lists. Furthermore,
we provide several code equations that allow the code generator to replace func-
tion definitions by (provably equivalent) definitions that are more efficient, for
example by extracting common subexpressions to avoid repeated evaluation of
identical expressions. These refinements have allowed us to use simple definitions
that are easy to use within the proofs, while still being able to use more efficient
definitions in code generation. They are also extensible as it is possible to add
further code equations and overwrite existing ones.



New variations or optimisations of the test strategy described in this pa-
per can furthermore easily be proven complete by establishing that they satisfy
the completeness predicate, as we have decoupled implementation details from
the proof of completeness via this criterion. To prove complete, for example, an
alternative test strategy resulting from replacing the currently used algorithm
for calculating state separators by one of the algorithms presented in [7], it is
sufficient to prove in Isabelle that this new algorithm generates valid state sepa-
rators and to provide for the new test strategy a lemma analogous to lemma
calculate test suite for repetition sets sufficient and finite, which
proves satisfaction of the completeness predicate.

Generated Test Tools In theory file Test Generator Export Code.thy we
generate Haskell code for function generate test suite greedy, which we then
use to implement a comprehensive test tool set able to test an SUT given as
a function in C against a specification FSM. This tool set is available at the
provided online resources (see Section 1) and consists of two parts: a test suite
generator which uses the code generated from Isabelle to generate a test suite for
a given specification FSM, and a test harness which applies each test case in a
given test suite against an SUT, using the above definition of applying test cases,
to calculate a verdict on whether the SUT conforms to the specification. This
verdict is PASS if and only if all test cases pass. Figure 2 depicts the workflow.

The two tools each contain fewer than 200 lines of code in addition to the
generated code and serve only as interfaces between the specification FSM, test
suites and the SUT. They can thus be verified manually with little effort. To-
gether with the trustworthiness of the provably correct generated code (see [8])
facilitating the test suite generator, this has important implications on tool quali-
fication efforts of test tools that employ the above tools: First, the fault detection
capabilities of each generated test suite are established by mechanised proofs
within our formalisation, providing evidence that it is complete for the fault
domain of SUTs whose behaviour can be represented by an FSM M ′ that is
completely specified, observable, contains at most m states, and has the same
nonempty set of inputs as M . Verification of these proofs themselves reduces to
verifying the used definitions, as any proof is verified automatically by the small
trustworthy inference kernel of Isabelle, even when using sophisticated proof
methods (see [2]). Furthermore, as generated test suites are a proper subsets of
L(M), no test case application following the previously described procedure can
introduce undetected SUT failures by reporting some test case as passed even
though the observed response of the SUT to it is not admissible in the specifi-
cation. Thus, by verification of the test case application mechanism in the test
harness, the first of two hazards introduced by model-based test tools as iden-
tified in [3] can be mitigated. Mitigation of the second hazard identified there,
undetected coverage failures due to test executions failing to meet test case spe-
cific pre-conditions, can for our fault domain be reduced to verifying that the
test harness resets the SUT to an initial state before applying each test case, as
this is the only pre-condition we require. Since the integration of the SUT into



specification FSM M
[as a .fsm file]

parsed FSM M
[as a value of type fsm]

calculate preambles for definitely reachable states of M
[function d reachable states with preambles]

calculate state separators for r-distinguishable states of M
[function r distinguishable state pairs with separators]

calculate maximal sets of pairwise r-distinguishable states
[function maximal repetition sets from separators list greedy]

calculate traversal sets
[function calculate test paths]

number a of assumed
maximum additional

states in the SUT
[as an integer]

combine results to test suite
[function combine test suite]

reduce test suite to a prefix-free set of IO-sequences
[function test suite to io maximal]

stored test suite
[as a file containing one IO-sequence per line]

function generate test suite greedy (generated from Isabelle)

test-suite-generator command line tool

apply test cases (IO-sequences)

number k of repetitions to
perform for each test case

[as an integer]

SUT
SUT wrapper

[C functions sut init, sut reset, sut]

test-harness command line tool

verdict?

The SUT conforms to the specification M w.r.t. the
reduction conformance relation (under the described
assumptions).

[lemma test harness soundness]

An IO-sequence x̄/ȳ ∈ L(SUT ) \ L(M) is observed
during application of the test suite. The SUT hence
does not conform to the specification M w.r.t. the
reduction conformance relation.

PASS FAIL

Fig. 2: Overview of the workflow of using the test suite generator and test
harness command line tools to test an SUT. Dark grey shadings indicate inputs
and SUT integration provided by the user, while light grey shadings indicate the
trustworthy code generated from the Isabelle formalisation.



the test harness is highly dependent on the SUT, we have not included the test
harness in the Isabelle formalisation, but we believe that the very small provided
implementation can easily be verified for a given SUT. Such a verification of the
test harness tool and the integration of the generated code into the test suite
generator tool then obviates measures such as replay of observed behaviours
against the specification (see [3]) arising from untrusted test case generators.

Statistical Experiments We have applied the generated implementation on
a synthetic data set containing randomly generated FSMs of varying size and
extend of nondeterminism, where we define the degree of nondeterminism of
an observable FSM M = (Q, q0, ΣI , ΣO, h), denoted dnondet(M), as the ratio
between the number of transitions such that other transition with the same
source and input exist, and the overall number |h| of transitions in M :

dnondet(M) = |{(q, x, y, q′) ∈ h | ∃y′, q′′ : (q, x, y′, q′′) ∈ h ∧ y 6= y′}| / |h|

The synthetic data set contains for each configuration (s, d) with 4 ≤ s ≤ 20
and d ∈ {0.1, 0.2, 0.3, 0.4} a collection of 1000 randomly generated FSMs M
with 6 inputs and 4 outputs such that |M | = s and M has been generated for
a target value of dnondet(M) = d using the fsmlib-cpp library4, an open source
project containing many fundamental algorithms for processing FSMs. We have
restricted the range of values for d to comparatively small values, as we believe
that specifications of safety-critical systems often exhibit nondeterminism only
to a very limited extend.

Figure 3 shows the average size (number of test cases) of test suites calculated
for this data set, using an upper bound m = |M |, and the average time required
for each calculation as measured on a Ryzen 5 3600 CPU calculating test suites
for 8 FSMs in parallel. These results indicate that, for a fixed input alphabet, the
average size of generated test suites correlates with the extend of nondeterminism
in the specification. This follows in particular from the definition of traversal sets,
since a higher degree of nondeterminism indicates, on average, a higher number
of outgoing transitions for each state and thus an increase in the number of
distinct IO sequences originating at each state. Note also that the calculated
test suites are significantly smaller than those created using the “brute force”
strategy of enumerating all input sequences of length |M | ·m, resulting in test
suites of size at least |ΣI |m·|M |. We conjecture that the execution time of the
generated implementation can be drastically reduced by further refinement and
the employment of more sophisticated algorithms in particular for the calculation
of state separators.

The data set, instructions on how to employ the generated implementation
to calculate test suites, and detailed results for each FSM contained in the data
set are available as part of the online resources referenced in Section 1.

4 Publicly available for download at https://github.com/agbs-uni-bremen/

fsmlib-cpp. Random FSMs for a given degree of nondeterminism have been con-
structed using method createRandomFsm of class Fsm.

https://github.com/agbs-uni-bremen/fsmlib-cpp
https://github.com/agbs-uni-bremen/fsmlib-cpp
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Fig. 3: Average size (left) and calculation time in s (right) of test suites for ran-
domly generated, completely specified, observable and minimised specification
FSMs M for m = |M |, depending on |M | and target value d for dnondet(M).

5 Conclusions and Future Work

We have provided the first comprehensive mechanised proof of the test strategy
elaborated by Petrenko and Yevtushenko in [21] and established the correctness
of an implementation of this strategy. As a second main contribution, we have
used the mechanised formalisation to generate from it trustworthy executable
code and embedded it into a set of test tools that facilitate the calculation and
application of test suites. Further investigations are required to quantitatively
compare this generated implementation against hand-crafted implementations
of the formalised test strategy. The theories and proofs of the formalisation, as
well as the implementation of the test strategy itself, have been developed using
the Isabelle/HOL tool, indicating the suitability of the latter to perform such
undertakings with acceptable effort.

We advocate the use of mechanised proofs of the completeness of test strate-
gies and the use of provably correct automatically generated implementations,
because such strategies and guarantees of their fault detection capabilities are
of considerable value in model-based testing of safety-critical systems, where
undiscovered flaws in test strategies or their implementations might lead to in-
sufficient actual test strength and therefore to the possibility of fatal errors
in the system under test being left undiscovered. The use of provably correct
automatically generated implementations can furthermore mitigate hazards in-
troduced by model-based test tools and obviate measures against untrusted test
case generators, simplifying tool qualification efforts of test tools that employ
such implementations.
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