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Abstract. Within the context of software evolution, due to time-to-
market pressure, it is not uncommon that a company has not enough
time and/or resources to re-execute the whole test suite on the new
software version, to check for non-regression. To face this issue, many
Regression Test Prioritization techniques have been proposed, aimed at
ranking test cases in a way that tests more likely to expose faults have
higher priority. Some of these techniques exploit code churn metrics, i.e.
some quantification of code changes between two subsequent versions of
a software artifact, which have been proven to be effective indicators
of defect-prone components. In this paper, we first present three new
Regression Test Prioritization strategies, based on a novel code churn
metric, that we empirically assessed on an open source software system.
Results highlighted that the proposal is promising, but that it might
be further improved by a more detailed analysis on the nature of the
changes introduced between two subsequent code versions. To this aim,
in this paper we also sketch a more refined approach we are currently
investigating, that quantifies changes in a code base at a finer grained
level. Intuitively, we seek to prioritize tests that stress more fault-prone
changes (e.g., structural changes in the control flow), w.r.t. those that
are less likely to introduce errors (e.g., the renaming of a variable). To
do so, we propose the exploitation of the Abstract Syntax Tree (AST)
representation of source code, and to quantify differences between ASTs
by means of specifically designed Tree Kernel functions, a type of sim-
ilarity measure for tree-based data structures, which have shown to be
very effective in other domains, thanks to their customizability.

Keywords: Regression Testing · Test Prioritization · Code Churn.

1 Introduction

Within the software maintenance, changes in the source code can introduce bugs
and faults in the software, not only in the new features but also in already
validated functionalities. In literature, this phenomenon is called Software Re-
gression. Regression Testing is a set of activities aimed at providing confidence
? Corresponding author. Email address: sergio.dimartino@unina.it
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that (I) the changed parts of the software behave as intended, and (II) the un-
changed parts have not been adversely affected by modifications [13,1]. Although
extensively used in industry, regression testing is challenging from both a process
management and a resource management perspective, being extremely time con-
suming. This is especially true with novel software development methodologies,
such as Continuous Integration/Continuous Delivery, where the rate of genera-
tion of new releases is very high [10]. As a consequence, many research efforts
have been dedicated to propose different approaches for regression testing, with
the general goal to reduce the amount of required testing efforts, while at the
same time keeping a high confidence on the quality of the software, as reported
in a recent survey on these techniques [19]. In the literature, the key strategies
to reduce regression testing costs are:

1. Regression test selection - selecting subset of existing test cases to run on
the modified software (e.g., [14,24]);

2. Regression test suite minimization - reducing the test suite size to a minimal
subset, to maintain the same level of coverage as the original test suite;

3. Regression test suite prioritization - finding an ideal order of test cases ac-
cording to some criteria, such that test cases with higher priority are executed
earlier than ones with lower priority [18].

In this paper, we focus on the third scenario, by proposing three test suite
prioritization strategies, able to meaningfully combine traditional code coverage
metrics with the concept of code churn, a metric used in software engineering
to measure the amount of code changes taking place within a software unit over
the time [23]. We investigate the use of code churns for testing, since many
studies have found that parts of software with higher churn exhibit also higher
defect density (e.g.: [23,32]), but, to the best of our knowledge, this metric has
never been significantly exploited to prioritize regression tests. We then evaluated
the effectiveness of the proposed test prioritization strategies against a widely
adopted strategy as a baseline, i.e. the total coverage prioritization, on an open
source software system, showing promising results.

Moreover, we also sketch a novel approach which analyses the nature of
the code churn, that we believe could further improve the performance of the
proposed strategies. In detail, in presence of code modifications, we aim at giving
higher priority to tests that stress the more changes being potentially more fault-
prone (e.g., structural changes in the control flow), w.r.t. those that are less likely
to introduce errors (e.g., the renaming of a variable). To do so, we propose the
exploitation of the Abstract Syntax Tree (AST) representation of source code,
and to quantify differences between ASTs by means of specifically designed Tree
Kernel functions, a type of similarity measure for tree-based data structures,
which turned out to be very effective in other ICT/software engineering domains
(e.g.[3]), thanks to their customizability.

The paper is organized as follows. In Section 2 we present an overview of
the state-of-the-art in test prioritization, whereas in Section 3 we formalize the
proposed prioritization strategies. In Section 4, we report on the empirical study
we conducted to assess the effectiveness of the proposed strategies, and discuss



Inspecting Code Churns to Prioritize Test Cases 3

the results of this experiment. In Section 5, we sketch the new churn quantifica-
tion approach we are currently investigating. At last, in Section 6, we draw our
conclusions.

2 Related works

With recent software development processes, like Continuous Deployment, the
software codebase is updated very often, and these changes should be readily
deployed to the customers. In this scenario, regression testing is a critical is-
sue, as the re-execution of the whole test suite, for each new revision, may be
too costly/time consuming. A common solution to this problem involves the use
of regression test prioritization approaches [15,28], which aim at permuting the
test suite of a software system, with the goal to give higher priority to tests with
higher chance to find faults. In this scenario, in presence of time constraints, a
project manager can choose to re-execute only the n most relevant test cases. A
lot of research efforts have been spent in this direction (e.g., see survey [35]). Re-
search efforts have been also devoted to defining metrics to quantify and compare
the rates of fault detection of test suites [7,8]. Another class of related papers
deals with prioritization techniques that are driven by requirements with higher
priority, or operate in the presence of time constraints [33,20]. The application
of Genetic Algorithms to determine the most effective test order has also been
leveraged in different research studies, as in [16,31].

Coverage-based test case prioritization techniques are among the most widely
studied approaches for regression test prioritization, as stated in [19]. These
techniques aim to rank test cases according to the amount of coverage on source
code they provide, considering either block coverage, decision (branch) coverage
or statement coverage. A comparison of search algorithms for coverage-based
regression test prioritization has been performed in [21]. A case study of several
coverage-based regression test prioritization techniques on a real-world complex
industrial system which includes real regression faults has been presented in [5].

Two main strategies are employed in coverage-based regression test priori-
tization, namely the total strategy and additional strategy [11]. Total strategy
ranks test cases according to how much they contribute to increment the overall
coverage, while additional strategy considers the increment of coverage supplied
by a test case only on source code which was not covered by the execution of any
prior test case. [12] presented a NP-hard optimal strategy to maximize the aver-
age percentage of branch covered metric (see [21]) as intermediate goal, showing
that it performs worse than additional strategy to the ultimate goal of detecting
faults.

There were previous works which exploited the combination of code coverage
analysis along with change impact analysis. For example, [17] experimentally
applied a procedure-level coverage regression test based on change-based test
selection methods to WebKit1, an open source web browser engine project.

1 https://webkit.org/

https://webkit.org/
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Approaches for particular types of applications (such as for software product
lines [30]) or testing strategies (e.g., model-based testing [25]) have also been
introduced, as well as the use of techniques from different application domains
(e.g., information retrieval ones [29]). These approaches have been employed, for
example, to address coverage profiling overhead (in terms of time and space) and
potential problems associated with the imprecision of static program analysis.

Several studies investigated methods to improve regression testing in Con-
tinuous Integration (CI) development environments, as analyzed in [26], which
detected history-based regression test prioritization techniques as the mainly
adopted approaches in CI environments. In particular, the work in [10] has in-
troduced two regression testing techniques (for testing selection and prioritiza-
tion, respectively) which use readily available test suite execution history data
to determine what tests are worth executing and executing with higher priority.

3 The Proposed Prioritization Strategies

In this section, we introduce the necessary notation and concepts, and then
formalize the churn-based prioritization strategy we propose.

3.1 Preliminary Definitions

In the test case prioritization problem, given a test suite T S over a current soft-
ware version V , the goal is to find an ordering of the tests in T S that maximizes
the regression fault-revealing capability over time of the tests on the next version
of the software V ′ [12]. In the prioritization framework we formalize in this sec-
tion, we assume that a reference structural code unit (e.g., statements, branches,
methods), with respect to which coverage and churn metrics are evaluated, has
been selected.

Given two subsequent versions V and V ′, the code churn between them cap-
tures the information about the amount of structural code units that were altered
between the two versions. More formally, we encode the code churn between V
and V ′ using two functions: changedV , and deletedV . These functions assign to
each structured code unit in V a boolean value with the following semantics. For
each structured code unit s in V , changedV (s) (resp., deletedV (s)) is true iff s
is changed (resp., deleted) in the next version V ′, and false otherwise.

Moreover, given a test case t ∈ T S, we define CovTestV (t) as the set of
structural code units that are covered by the execution of t.

To represent the coverage contribution of a test case t in a way that also takes
into account churn information, we introduce the concept of churn coverage as
follows.

For a test case t, the corresponding churn coverage ChurnCovV (t) is the
triple 〈c, d, u〉, where:
– c is the number of structural code units covered by the test case t which are

changed in the next version. More formally,

c = |{s ∈ CovTestV (t) | changedV (s)}|;
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– d counts the number of structural code units, covered by the test case t,
which have been deleted in the next version. According to our formalization,

d = |{s ∈ CovTestV (V ) | deletedV (s)}|;

– u is the number of structural code units that are covered by t and remain
unchanged in the next version, i.e. u = |CovTestV (V )| − (c+ d).

3.2 The Proposed Ranking Strategies

By introducing suitable ordering criteria for tests in a way that takes into ac-
count churn coverage information, it is possible to define different churn-based
prioritization strategies.

In what follows, we start by re-defining the total coverage prioritization strat-
egy, which we will use as a baseline for our experiments, and then we propose
three definitions of the � ordering relation leveraging churn coverage increments
information, to instantiate different prioritization strategies.

Baseline Strategy: Total Coverage

As for the baseline strategy, we consider the total coverage prioritization, which
is based on the definition of total structural code unit coverage prioritization,
provided by [27]. This strategy takes into account the total coverage provided
by a test case and ranks tests decreasingly according to this measure. Thus, it
relies only on coverage information and does not consider churns at all.

The ordering �Tot which realizes this strategy is defined as follows. Given
two tests t and t′, with ChurnCovV (t) = 〈c, d, u〉 and ChurnCov(t′) = 〈c′, d′, u′〉,
it holds that

t �Tot t
′ iff c+ d+ u ≤ c′ + d′ + u′.

Strategy 1: Prioritize Churn

The prioritize churn strategy prioritizes tests based on their coverage of changed
and deleted structural code units. This strategy assigns a higher priority to
test cases which cover little outside of the code units which have been altered
(i.e. changed or deleted), and is derived from the specific strategy defined in
[17]. The ordering �Churn which implements the prioritize changed strategy is
defined as follows. Given two tests t and t′, with ChurnCov(t) = 〈c, d, u〉 and
ChurnCov(t′) = 〈c′, d′, u′〉, it holds that

t �Churn t
′ iff

d+ c

d+ c+ u
≤ d′ + c′

d′ + c′ + u′
.
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Strategy 2: Prioritize Unchanged

In a symmetric manner w.r.t. the prioritize churn strategy, the prioritize un-
changed strategy aims at prioritizing tests covering more unchanged structural
code units. This strategy is inspired by the General strategy defined in [17].
Intuitively, this ordering ranks test cases according to the ratio of unchanged
statements a test case covers on the total number of its covered statements.

Using churn coverage information to formalize the principles of this strat-
egy, we define the ordering �Unch as follows. Given two tests t and t′, with
ChurnCovV (t) = 〈c, d, u〉 and ChurnCovV (t) = 〈c′, d′, u′〉, it holds that

t �Unch t
′ iff

u

c+ d+ u
≤ u′

c′ + d′ + u′
.

Strategy 3: Combined Approach

In the third approach, we propose a combined strategy, which selects first test
cases covering more changed parts of the product, and then test cases guaran-
teeing the highest coverage of the unchanged parts.

Intuitively, this strategy first considers tests covering at least one changed
structural code unit, ranking them according to the number of covered changed
units, and then focuses on the remaining tests, ranking them according to their
overall coverage.

More formally, given two tests t and t′, with ChurnCovV (t) = 〈c, d, u〉 and
ChurnCovV (t

′) = 〈c′, d′, u′〉 the ordering �Comb realizing this strategy is defined
as follows:

t �Comb t
′ iff one of the following is satisfied:

1. (c′ + d′)− (c+ d) > 0;
2. | (c+ d)− (c′ + d′) | = 0 and u ≤ u′.

4 Empirical Evaluation of the Proposed Strategies

In this section we present the design of the empirical study we performed to
assess the effectiveness of the proposed strategies to prioritize test cases, and
then discuss the results of our evaluation.

4.1 Experimental Protocol

The goal of our investigation is to assess the effectiveness of the proposed prioriti-
zation strategies (see Section 3), using the standard total code coverage approach
as a baseline. To this aim, we first realized a toolchain implementing the three
proposed strategies (plus the baseline), evaluating churns at method level. An
high-level architectural representation of this solution is shown in Figure 1.
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Fig. 1: Architecture of the developed solution to prioritize test cases.

The solution computes, for the various versions of a software product, statis-
tics on code coverage of the test suites and code churn. In particular, test coverage
information is obtained by JaCoCo, a widely used open source library for mea-
suring and reporting Java code coverage2. Churn statistics at method level are
computed by a tool we specifically developed, based on the metrics calculated
by the SonarQube tool3. Then, a Prioritization Module takes in input the met-
rics obtained by Jacoco and the Code Churn Calculator, to rank test cases. We
developed multiple versions of the Prioritization module, in order to implement
the various strategies described in the previous section.

As Object of the experiments, we used a Java project often employed in
software engineering empirical studies, namely Siena (Scalable Internet Event
Notification Architecture). It is a scalable publish/subscribe event notification
middleware for distributed applications [2], and is also available within the SIR
repository [6], which contains software-related artifacts meant to support rigor-
ous controlled software engineering experiments. We considered eight subsequent
versions of Siena, the latest of which included 26 classes corresponding to 6035
lines-of-code, and 567 test cases. In Table 1, we detail, for each of the considered
versions, the total number of lines-of-code, and the coverage percentage achieved
by the whole test suite. Moreover, in Table 2 we report code churn information
between the subsequent versions we considered.

As for the experimental protocol, we used our solution to prioritize test cases
in the Siena test suite, for each pair of consecutive versions, and measured the
relative coverage profit for each of the test cases. More formally, given a prior-
itized test suite 〈t1, . . . , tn〉, and an index i ∈ [1, . . . , n], we define the relative

2 The JaCoCo tool can be obtained freely at http://www.eclemma.org/jacoco/.
3 The SonarQube tool can be obtained freely at https://www.sonarqube.org/.

http://www.eclemma.org/jacoco/
https://www.sonarqube.org/
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Version Total
Lines of Code

Covered
Lines of Code

V0 11384 46%

V1 11343 30%

V2 11349 29%

V3 11423 29%

V4 11471 46%

V5 11471 47%

V6 11426 46%

Table 1: Size and coverage statistics for the considered versions of Siena.

Versions Changed
Methods

Deleted
Methods

Unchanged
Methods

V0 → V1 2 9 185

V1 → V2 1 0 186

V2 → V3 3 0 240

V3 → V4 1 0 252

V4 → V5 3 0 251

V5 → V6 1 1 252

V6 → V7 9 4 241

Table 2: Churn metrics for Siena.
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coverage profit up to the i-th test in the prioritized test suite as follows:

CovProfit(i) =

∣∣∣⋃i
j=1 CovTest(tj)

∣∣∣∣∣∣⋃n
j=1 CovTest(tj)

∣∣∣ ,
where CovTest(t) represents the set of bytecode-level instructions covered by
the execution of the test case t.

4.2 Results and Discussion

The results of our experiment show that the combination of code coverage and
churn metrics to prioritize test cases is leading to interesting results, especially
when used between two software versions with consistent churns. In particular,
for versions V6 and V7 of Siena, which exhibit the higher churn, with 9 changed
methods and 4 deleted ones (see Table 2), the churn-based strategies remarkably
outperform the baseline, as indicated by the decisively more rapidly-growing
relative profits curves we report in Figure 2. In particular, the two strategies
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Fig. 2: Coverage profits of the considered strategies for Siena versions V6 to V7.

that emphasize churn coverage, namely prioritize churn and combined perform
sensibly better than the others. For software versions with smaller churns, on the
other hand, the differences were less remarkable, with the churn-based strategies
only slightly outperforming the baseline.
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Fig. 3: A Java method and an example of the Abstract Syntax Tree of its body
block.

Even though our churn-based strategies have proved themselves to be promis-
ing, we believe that they could be further improved by taking into account not
only the fact that a given structural unit of code changed, but also the nature
of said change. Indeed, it is reasonable to assume that not all the changes in
source code have the same probability of introducing new faults. For example,
one could argue that a refactoring operation, like a simple renaming of a local
variable in a method, is less likely to introduce new faults, whereas significant
control flow changes such as the update of a stopping condition in an iteration
construct are more likely to introduce faults. To capture this intuition, in the
next section we sketch a more refined approach we are currently investigating,
that quantifies changes in a code-base at a finer grained level, discriminating
between more and less significant changes. Intuitively, this new approach could
allow us to prioritize tests that stress more fault-prone changes, w.r.t. those that
are less likely to introduce errors.

5 A Novel Strategy to Measure Code Churns

The code churn definition we proposed in Section 3 quantifies the amount of
changed, unchanged and deleted code between versions, at method granularity
level. A more refined strategy for regression test prioritization could also take
into account the nature of code changes, ranking test cases according to their
coverage on altered code which is more likely to introduce faults.

To quantify and weight the amount of changes between two versions of a
software project, we propose the evaluation of similarity between the Abstract
Syntax Trees (AST s) representation of their source code, using Tree Kernel
functions.

AST s are a structured representation of source code, widely employed in
many scenarios, like for example in compilers. They have also been widely and
profitably used in software engineering, e.g., for code clone detection [34,3]. An
AST is a tree-based representation of source code, whose inner nodes represent
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Fig. 4: An example of similarity scores evaluated by a Tree Kernel function at
statement granularity level.

constructs of the programming language and leaf nodes are related to tokens
(i.e., variable and method names, literals) appearing in a source code fragment.
The topological relations between nodes establish the context of statements and
expressions. A label is assigned to each node: inner nodes are labeled with infor-
mation about the particular type of construct they model, while leaf nodes are
labeled with the sequence of characters of their token. In Figure 3, an example
of an AST of a source code fragment in the Java language is depicted.

Tree Kernel functions are a particular family of kernel functions which specif-
ically evaluate similarity between two tree objects. They have been extensively
studied in tasks ofMachine Learning and Natural Language Processing [22]. Tree
Kernels assess the similarity of two tree structures taking into account both the
topological information and the labels of their respective nodes, and are typ-
ically highly customizable according to a set of specific parameters, allowing
them to be tailored to meet different needs in the application domain. A prior
approach to evaluate similarity of source code using AST and Tree Kernels can
be found in [3], where a similar technique was applied to code clone detection,
with profitable results.

Similarity between AST s of source code can be used to obtain information
about the amount and magnitude of changes in two subsequent versions of a soft-
ware. These information can be included into code churn in order to support the
ranking of test cases for regression test prioritization. To this purpose, we plan to
model source code using a suitably defined AST representation, and to evaluate
similarity between two structured code units of subsequent software versions by
comparing the corresponding pair of AST s, by means of a specifically-designed
Tree Kernel function, which can be normalized to produce a similarity score
ξ in the range [0, 1]. Diversity could be evaluated as well by subtracting this
similarity score from 1, i.e., 1− ξ.

Figure 4 shows an example of normalized scores provided by a Tree Kernel
for corresponding statements in two versions of a source code fragment.

To include similarity measures in the code churn, we extend the notation
defined in Section 3. In particular, we characterize a code churn w.r.t. two sub-
sequent versions V and V ′ not only by means of the changedV and the deletedV

functions, but also with a new diversity function diversityV . This function as-
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signs to each structured code unit in V a diversity score in the range [0, 1]. In
particular, deleted units are evaluated to 1, since there is no corresponding unit
in the next version to which they can be compared. Similarly, unchanged units
are evaluated to 0, as the diversity clearly is minimal in this case. In the other
cases, i.e., when s changes in the next version, the score reflects the magnitude
of the change.

With this new function in place, it is possible to re-define the churn coverage
of a given test t, namely ChurnCovV (t) = 〈c, d, u〉, in a way that takes into
account the diversity score information. In the new churn coverage object, d and
u are computed as described in Section 3, while c can be taken as the sum of
the diversity scores in the code units covered by the test case. More formally,

c =
∑

s∈ChV (t)

diversityV (s),

with Ch(t) being the set of structured code units covered by t which are changed
in the next version.

6 Conclusions and Future Works

In this work, we proposed three prioritization strategies leveraging not only
test coverage, but also the notion of code churn, i.e., information about which
structural code units changed between two subsequent versions of a software.
Intuitively, the parts of code that changed between two software versions are
those that require to be tested with higher priority, w.r.t. unchanged parts which
have already been tested. Indeed, code churns have been proven to be an effective
indicator of defect-prone components.

We assessed the effectiveness of the proposed prioritization strategies by con-
ducting an empirical study on a well-known open source software system, namely
Siena. To do so, we implemented a prioritization solution consisting in both open
source software and tools we specifically developed, and used this solution to pri-
oritize the tests in the Siena test suite for 7 pairs of subsequent versions. As a
baseline for our evaluation, we considered the well-known total coverage prioriti-
zation approach, which has been used in several other studies and does not take
into account churn information. The promising results of our evaluation showed
that the proposed strategies that prioritize the coverage of changed parts signif-
icantly outperform the baseline strategy in the version pairs in which there is
a significant amount of changed parts. For prioritization tasks in which there is
only a small amount of changed parts between versions, the results were incon-
clusive, and the churn-based strategies performed only slightly better than the
baseline.

Moreover, we sketched a more refined approach to the evaluation of code
churns, employing Abstract Syntax Trees to model the considered structured
code units, and suitably-designed tree kernel functions to evaluate the degree of
similarity between subsequent versions of a given unit. This approach is able to
capture not only the fact that a given structured code unit changed or not, but
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also the nature of said change. Intuitively, we believe that not all changes have the
same likelihood of introducing new faults, and thus this novel approach we are
currently investigating could further improve the effectiveness of the proposed
strategies.

In future works, we plan to extend our empirical evaluation by consider-
ing more software versions and additional coverage metrics, such as APSC [21].
Moreover, we plan to implement the novel churn quantification approach we
sketched in this paper, and to conduct new empirical evaluations involving a
greater number of software systems, considering evaluation metrics which mea-
sure fault-detection rate, such as the widely-used APFD metric [9]. Furthermore,
we will explore the possibility of using our tree kernel-based approach to evaluate
similarity between different graphical user interfaces (GUIs), which can also be
represented with a tree-like structure (e.g.: xml layout, html documents). This
could lead to the development of more advanced automatic GUI testing tools,
which we could then evaluate as in [4].
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