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Abstract. Traditional reconfigurable devices known as FPGAs utilize
a complicated programmable routing network to provide flexibility in
connecting different logic elements across the FPGA chip. As such, the
routing procedure may become very complicated, especially in the pres-
ence of tight timing constraints. Moreover, the routing network itself
occupies a large portion of chip area as well as consumes a lot of power.
Therefore, limiting their usage in mobile applications or IoT devices with
higher performance and lower energy demands. In this paper, we intro-
duce a new reconfigurable architecture which only allows communica-
tion between neighboring logic elements. This way, the routing struc-
ture and the routing resources become much simpler than traditional
FPGAs. Moreover, we present two different method for scheduling and
routing in our new proposed architecture. The first method deals with
general circuits or irregular computations and is based on integer lin-
ear programming. The second method is for regular computations such
as convolutional neural networks or matrix operations. We have shown
the mapping results on ISCAS benchmark circuits as general irregular
computations as well as heuristics to improve the efficiency of mapping
for larger benchmarks. Moreover, we have shown results on regular com-
putations including matrix multiplication and convolution operations of
neural networks.

Keywords: Reconfigurable Architecture · Placement and Routing · FPGA
· Mobile Computing · IoT · Convolutional Neural Network.

1 Introduction

Recently, with the advances in internet of things (IoT) technology as well as the
increase in the computing power of mobile devices, there is a growing interest in
performing different computational tasks on IoT or mobile platforms, especially
for edge computing solutions.

In the edge computing paradigm, it is essential to reduce the amount of data
that is transferred between IoT nodes and the servers. Therefore, the IoT nodes
or mobile devices require to perform more computation tasks. This way, the
communication bottleneck due to data transfer bandwidth or communication
latency is avoided.
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Programmable hardware devices, such as Field Programmable Gate Arrays
(FPGAs), have shown to be superior in term of performance as well as energy
efficiency for different computation tasks compared to using CPUs or GPUs [1–
5]. Consequently, very promising to be used in IoT or mobile platforms. Another
category of programmable devices is Coarse Grain Reconfigurable Architecture
(CGRA). CGRAs usually provide a less complicated and more regular com-
munication among the processing elements or the processor cores compared to
FPGAs to enable acceleration of applications [6–9].

In this work, we have proposed a new reconfigurable hardware architecture
suitable for IoT or mobile platforms with the following characteristics.

1. Traditional FPGA devices have a complicated routing architecture to pro-
vide flexibility in connecting internal logic blocks together. Consequently,
mapping an application to an FPGA device may become very difficult when
the utilization of internal blocks is high, or the timing constraints are very
tight and hard to achieve. Therefore, we have proposed an architecture which
provides connectivity only to neighbors employing a mesh topology, similar
to CGRAs; consequently, simplifying the routing architecture as well as the
routing method greatly.

2. In the traditional FPGA devices, the routing network, because of its com-
plexity, occupies a large portion of the chip area; consequently, increasing
the power consumption. However, in our proposed architecture, because of
connectivity to only neighbors, the routing network is greatly simplified,
reducing its size as well as the power consumption.

3. Traditional FPGA devices are very fine grained, meaning that the basic
functional blocks can only implement basic logic functions. However, in our
architecture, the basic functional blocks may be more complicated, for exam-
ple ALUs or more complicated processing elements. However, unlike CGRAs
the functional blocks are not very coarse grained.

In addition to the new proposed architecture, we have provided a scheduling
and routing algorithm using integer linear programming (ILP). Starting from
a data-flow graph model of the application, ILP formulation results in efficient
mapping of the application to our proposed architecture, as well as the optimum
latency for executing the application. Moreover, we have introduced heuristics
to improve the efficiency of the routing method for larger circuits.

The proposed mapping method is general and may be used for random logic
or irregular computations as well as regular computations such as operations
on a matrix or convolution operations in neural networks. However, for regular
computations there is a more efficient way that is scalable to even very large
problems that employs the inherent regularity of the operations. Our proposed
mapping method for large regular computations is based on automatic mapping
for the small instances of the problem, and induction-based generalization for
larger problem.

Please note that because of our simpler and more regular routing architec-
ture compared to traditional FPGA devices, it is possible to achieve very deep
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Fig. 1. Traditional FPGA Architecture Fig. 2. Traditional CGRA Architecture

pipelining with higher clock frequency, consequently improving the performance
of the computation on our proposed architecture.

The rest of the paper is organized as follows. Section 2 gives a background
on reconfigurable devices and ILP. Section 3 presents our proposed hardware
architecture. Section 4 presents our scheduling and routing (mapping) method
for general circuits or irregular computations. Section 5 presents our method
for regular computations. Section 6 shows the experimental results. Section 7
concludes the paper and gives some future directions.

2 Background

2.1 Reconfigurable Hardware

Field-programmable gate array (FPGA) is a semiconductor device with a ma-
trix of programmable logic blocks and a programmable routing network. Fig. 1
shows a simple architecture of a FPGA. Configurable logic blocks (CLBs) con-
tain 1 or more lookup-tables (LUT) to implement small logic functions. LUTs
may have 4 or more inputs and can implement any logic function of 4 or more
inputs. Each CLB may contain 1 or more LUTs. The routing network consists
of programmable switch blocks (SB) and a number of links connecting SBs to-
gether. By programming SBs, CLBs can be connected together to implement
larger logic functions. Moreover, some SBs are connected to input/output (I/O)
pins to be able to transfer data between FPGA and the outside world.

Coarse grain reconfigurable architecture (CGRA) is another kind of reconfig-
urable device, shown in Fig. 2. One main difference between CGRA and FPGA
is the communication network. CGRAs usually use 2-D mesh or torus network.
Moreover, the processing elements of CGRA are processor cores or some com-
plicated processing units, providing coarse grained parallelization of operations
or tasks.
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Fig. 3. Proposed Architecture

2.2 ILP

Integer linear programming (ILP) is an optimization method that tries to find
the values for a set of integer variables given a set of linear constraints, such that
a linear function becomes minimized or maximized.

For example: minimize x + 6 ∗ y subject to:
2 ∗ x + y ≤ 7 , 3 ∗ x + 5 ∗ y ≤ 15 , x, y ≥ 0

There are numerous problems in the field of electronic design automation
(EDA) that can be mapped to an ILP problem, including scheduling and routing,
which is the target of this paper.

3 Hardware Architecture

In this section, we present our proposed hardware architecture and comparison
to the traditional FPGA architecture.

The general architecture is shown in Fig. 3 (left). The basic building blocks
are configurable logic block (CLB), that are connected in a 2-D mesh architec-
ture. Each CLB is connected to its four neighboring CLBs (North, South, East,
West), as shown in Fig. 3 (center). Moreover, each CLB’s data can be used in
the next cycle with the Local link. CLBs at the edges are connected to I/O pins
to transfer data to/from the device.

Inside each CLB is shown in Fig. 3 (right). Each CLB contains a number of
4-input lookup tables (LUTs). LUTs can be used to implement any 4-input logic
function. The 4 inputs of the LUT are selected from the 5 inputs (N,S,E,W,L).
Output of each LUT is latched and is send to all the four neighbors.

Each CLB may have a number of LUTs (n). Therefore, n different logic
functions may be implemented in a CLB. Also, because of the connectivity to
all neighbors, n data line exists between every two neighboring CLBs.

Although in the architecture shown in Fig. 3, LUTs are used inside CLBs,
LUTs may be replaced with more complex processing elements such as ALUs.
This way, higher-level applications, instead of logic functions, can be mapped to
the hardware easily.
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Fig. 4. Comparison of pipelining in a FGPA (left) and the proposed architecture (right)

Following are the main differences between the proposed architecture and a
traditional FPGA.

In the proposed architecture, data can be transferred only from a CLB
to a neighboring CLB. Therefore, to transfer data from a CLB to other non-
neighboring CLBs, some CLBs in between should be used as transfer points.
However, in a FGPA data may be transferred from any CLB to any other CLB
as long as there is an available routing resource. Consequently, data transfers
in FPGA may take a long time, increasing the critical path delay, and reducing
the clock frequency. However, in our proposed architecture, all data transfers are
between two neighboring CLBs, and take exactly one clock cycle. Moreover, the
critical path delay is fixed, and so the clock frequency.

This means that a given application, when mapped to our architecture, may
result in very deep pipeline. In general, having a very deep pipeline helps to
improve the performance, although the latency may be increased. Another im-
portant feature of our proposed architecture is that the critical path delays are
fixed; hence, the timing closure problem may not happen. Fig. 4 illustrates the
differences in the pipelining of a FPGA and our proposed architecture.

4 General Mapping Method

In this section, we present our mapping method for the proposed hardware ar-
chitecture. The input of the mapping method is the data-flow graph (DFG) of
the application, and the general information about the hardware such as the
architecture mesh size, and the number of LUTs in a CLB. The output of the
method specifies that each node of the DFG is executed on which LUT of which
CLB, and at which cycle. For example, the simple DFG shown in Fig. 5 (left)
will be mapped to the proposed architecture as shown in Fig. 5 (right).

4.1 ILP Variables

We have formulated the problem of mapping as an integer linear programming
(ILP) problem that can be solved with any ILP solver, as follows. We have
defined the binary variable D to represent the data transfers.
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Fig. 5. Example of mapping a DFG in to the proposed architecture

Fig. 6. Parameters in mapping DFG nodes

D(op, t, p): op data is mapped to be used at cycle t on CLB number p

op, t and p parameters are shown in Fig. 6.

An example of binding is shown in Fig. 7. Assuming, each gate in the figure
is going to be executed on one LUT, one possible way is as follows. Gate1 is
executed in CLB5 at time 2, and data is transferred at time 3: D(1,3,5) = 1.
Gate2 is assigned to CLB8, which is a neighbor of CLB5, and executes at time
3, and its output is transferred at time 4: D(2,4,8) = 1.

Fig. 7. Mapping Example
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4.2 ILP Constraints

There is a constraint that all the nodes’data should appear at least once, meaning
that all the operations are performed, as follows:
∀op,

∑
t

∑
p D(op, t, p) ≥ 1

Note that in the definition of variables, we have assumed that any op can be
mapped to any CLB, meaning that all CLBs are capable of executing any DFG
node function. However, in general, we may have different DFG node types and
different CLB types, and each type of DFG node may be mapped to different
CLB types. In that case, we need additional constraints to define not allowed re-
source bindings, by adding constraints that which data transfers are not feasible.
It means that some D(op, t, p) variables are always 0.

Data transfer constraints make sure that all the edges of DFG are assigned
at least once. Moreover, because of the proposed architecture, data transfer con-
straints make sure that correct sequence of data transfer is performed, meaning
that data is only transferred to the neighboring nodes in one cycle. The con-
straints are as follows:
∀op, t, p, oppar,
−D(op, t, p) +

∑
p′∈ps

D(op, t− 1, p′) +
∑

p′∈ps
D(oppar, t− 1, p′) ≥ 0

∀op, t, p,
−D(op, t, p) +

∑
p′∈ps

D(op, t + 1, p′) +
∑

opchi

∑
p′∈ps

D(opchi, t + 1, p′) ≥ 0
The other constraint is regarding the number of registers in a block. Assuming

the number of registers is n, maximum n operations may be performed in a block:
∀p,

∑
op

∑
t D(op, t, p) ≤ n

4.3 Objective Function

In our problem, the goal is to map in such a way that the latency is minimum,
meaning that the last cycle that any DFG node is executed (T ) be minimum.
The constraint for the objective function is as follows:
∀op, t, p, (t ∗D(op, t, p) ≤ T )

However, practically we can avoid adding the above constraint, as the ad-
ditional constraints slow down the ILP solver. In our solution, when we are
generating the problem for the ILP solver, we only add D(op, t, p) variables for
t ≤ T . This way, if the problem has a solution with time limit of T, it can be
solved. Otherwise, the problem has no solution, meaning that the execution of
the given DFG in the given architecture cannot be finished in less than T cycles.

5 Regular Computations Mapping Method

The general mapping method presented in the previous section works for any
kind of circuit. However, it is required to employ heuristics to become scalable to
larger circuits, and, heuristics may largely affect the quality of results. Therefore,
we are proposing another mapping method that is both scalable and optimal
for large regular computations. One of the important characteristics of regular
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Fig. 8. Matrix-Vector Multiplication

Fig. 9. Multiplication Solution with Global
Communication

computations, like matrix operations or convolutions on neural networks, is that
the general flow of the operations is very similar or the same for different sizes
of the problem. Therefore, if the optimal solution for the small size problem is
known, its generalization to larger size problems is possible.

The general flow of the proposed mapping method for regular computations
is as follows:

1. Map the smaller size problem optimally by an automatic method, like the
proposed method in the previous section.

2. Use induction methods to generalize the solution of small problem for large
one, semi automatically by human guidance.

3. Map the large problem optimally, automatically, utilizing the induction.

The generalization phase results in a set of constraints that basically limits the
search space of the solver; consequently, larger problems can be solved very
efficiently by an automated method. Following, the method is shown on two
different examples.

5.1 Matrix-Vector Multiplication

Matrix-vector multiplication is one of the basic operations on matrices that have
many applications in different domains including neural networks. Fig. 8 shows
the multiplication of a 4x4 matrix, and Fig. 9 shows its corresponding data flow
graph that is mapped to 4 blocks. The flow of data among the blocks is like a ring
connection, and the mapping is followed by the ”natural“ order of operations by
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Fig. 10. Multiplication Solution 1:
Local Transfer of Partial Products

Fig. 11. Multiplication Solution 2:
Local Transfer of Input Vector

a human. As shown in the figure, the mapping in this case is not optimal as it
requires a lot of global data transfers among the blocks.

Following the proposed method, we have tried to find the optimal solution
for this matrix-vector multiplication. Two different optimal results are obtained
that are shown in Fig. 10 and Fig. 11. In the first solution, the partial products
are propagated from one block to its neighbor block, while in the second solution,
the input vectors are propagated.

The above observations regarding the flow of data in the solutions can be
done by a human, and that knowledge can be used in a program to automati-
cally generate and verify the solution for larger size matrices, as shown in the
experimental results section.

5.2 Convolutional Neural Networks

Nowadays, convolutional neural networks (CNNs) are used in many applica-
tions; hence, acceleration of the convolution operations are very important. In
this section, we present an optimal mapping of convolution operations in one
convolution layer of CNN for image classification as an example.

Fig. 12 shows a typical neural network for image classification. At first, a
moving window of different sizes performs feature extraction on the input im-
age, using convolution operations. At the end a fully connected neural networks
performs image classification based on the extracted features from the image.

Th convolution operation on a moving window usually requires a lot of pro-
cessing power; hence, a target of acceleration. We have proposed a sequence of
operations for a window, following ring connection-like order of operations as
well as moving the window on the input image to maximize the utilization of
processing element in each block as well as making data transfers locally. Fig.
13 shows the order of operations for 4x4 window, though it can be extended to
other window sizes. Fig. 14 shows the data flow graphs for image of 4x4 and
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Fig. 12. An Example CNN for Image Classification

Fig. 13. Order of Convolution Operations: Ring Connection in Mesh Architecture

window size of 2x2. Similarly, it can be extended to any image size and any
window size.

6 Experimental Results

In this section, we present our experimental results on mapping different DFGs
into our proposed architecture. In our experiments, we have used DFGs obtained
from ISCAS benchmark circuits and mapped them to our proposed hardware
assuming LUTs in our blocks. Similarly, the DFGs may be obtained from other
applications, and the block contents may be ALUs or other more complex pro-
cessing elements, without affecting the mapping process or the mapping results.
The process of obtaining DFGs is as follows:

1. The original circuit is synthesized and mapped into to netlist of LUTs with
ABC tool [11]

2. The netlist of LUTs is converted to DFG as follows: each LUT in the netlist
becomes a node in DFG, and for each connection in the netlist we have the
corresponding edge in the DFG.

We convert DFGs to ILP formulas with our mapping program written in Python.
For the experiments, we have used Gurobi optimizer [12]. All the experiments
are performed on a server with Xeon E5 2.2GHz processor and 512GB memory
running Linux kernel 4.16.
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Fig. 14. Data Flow Graphs for 4x4 Image and Window Size of 2x2

In the first experiment, we generated DFG for the combinational ISCAS
benchmark circuits, as explained above. The DFG are then mapped to our hard-
ware structure, as shown in Table 1. Columns 1 and 2 show the circuit name,
and its number of inputs/outputs, respectively. Columns 3, 4, and 5 show the
number of nodes, edges, and levels in the DFG, respectively. Columns 6 shows
the size of the mesh structure. Columns 7 and 8 show the size of the ILP prob-
lem in terms of number of variables and number of constraints of ILP formula.
Column 9 shows the latency of the mapped circuit that is the number of clock
cycles to finish executing the DFG on the target hardware. Column 10 shows
the execution timr of the ILP solver to find the optimum solution.

As shown in the results, the complexity of finding optimum solution increases
by increasing the number of DFG nodes as well as the number of I/O of the
circuit. Therefore, for some circuits the optimum results could not be found
even in 1 day.

In the next experiment, we tried to improve ILP solving time by partitioning
the DFG into 2 sections, such that each section will be implemented in one of
the 2 partitions of the hardware as shown in Fig. 15.

We have used hMETIS graph partitioning tool [13]. hMETIS tries to partition
the graph into 2 subgraphs in a way that each subgraph has almost the same
number of nodes, and the number of edges crossing a subgraph into another
subgraph is minimum. In other words, the number of data transfers among the
subgraphs is minimum, while almost uniformly distributing the DFG nodes.
The results are shown in Table 2 for the four hardest cases. Comparing the
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Table 1. Experiment 1: mapping of DFGs from ISCAS benchmark circuits

Fig. 15. Partitioning of the architecture into 2

results without graph partitioning and with graph partitioning, the latency is
not increased while the execution time of ILP solver is reduced by an average
more than one order of magnitude. Note that hMETIS is very fast and for all
the DFGs finishes in less than 100ms. Moreover, for one of the cases that could
not be solved because of timeout, the optimum solution is obtained. However,
for one of the circuits we still cannot find optimum solution, and we need other
heuristics to reduce the runtime further, and it is part of our future work.

In the next experiment, we used the proposed mapping method for matrix-
vector multiplication. First, we tried the mapping for 4x4 matrix, as explained
before, as the guidance for generalization to larger matrix operations. Then, we
added constraints to the mapping program to limit the flow of operations for
arbitrary size matrices similar to the case of 4x4. The results of mapping larger
matrices are shown in Table 3. Without the generalization of the solution for 4x4
matrices, the problem for matrices larger than 8x8 could not be finished in one
day. However, with the proposed generalization methods, matrix size of 32x32
can be mapped into 4 cores in less than 25 minutes.



A New Reconfigurable Architecture... 13

Table 2. Experiment 2: mapping after partitioning original DFG to 2

Table 3. Experiment 3: mapping of matrix-vector multiplication

7 Conclusions

In this work, we have presented a new reconfigurable architecture for IoT and mo-
bile platforms. Our hardware consists of several logic blocks connected through a
mesh network. The proposed hardware architecture provides a general platform
for both fine- and coarse-grained computation. Compared to traditional FPGA
devices, our proposed hardware can achieve easily very deep pipelining; hence,
providing high performance computation.

In addition, we have proposed the general mapping method based on ILP
formulation and heuristics to improve its efficiency. Our mapping method starts
from the data-flow graph (DFG) of an application and results in optimal latency.
The general mapping method works for any kind of computation. However, for
regular computations such as matrix operations or convolutions on CNN, we have
proposed a method scalable to large designs. The method is based on solving
the problem automatically for small problem, generalize it by human, and solve
the problem for larger problems automatically.

Our future work is improving the efficiency of the general mapping as well
as experimenting with mapping high-level applications to coarse-grained blocks.
Moreover, we are working on automation of the generalization process.
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