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Abstract. In the digital domain, users can be expected to place their trust in 
online services if they have a reason to believe that, in addition to the functional 
and quality of service aspects, their rights will be protected and their shared 
values respected. However, recent studies and surveys suggest that users do not 
actually trust in online services, one of the reasons being that technology unable 
to meet their values and address their concerns. To bridge this gap, this work-
in-progress paper presents a set of core areas of trustworthiness for online ser-
vices that have emerged from an interdisciplinary discussion involving a social, 
ethical, legal and technological perspective while paying due attention to the 
protection of European fundamental rights and values. It then analyses the 
manner in which each of these core areas of trustworthiness maps to well-
known system properties and (post-compliance) operational requirements. 
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1 Introduction 

Online services are an inherent component of most organisation processes and indi-
viduals’ daily activities. Still, besides the numerous benefits they provide, there are 
several concerns regarding some of their features that can undermine their trustwor-
thiness and this, in turn, users’ trust. As indicated by a Eurobarometer survey, the 
general public’s trust in digital applications and services remains quite low. For in-
stance, 63% of the respondents do not trust online businesses [1].On the one hand, the 
extensive literature on trust offers multiple perspectives, although most of them define 
interpersonal trust in terms of a relationship between a trustor (i.e. the subject that 
places trust in a target entity), and the trustee (i.e. the entity that is trusted) [2]. Ac-
cordingly, trust forms the basis for allowing a trustee to perform a particular action 
important to the trustor, regardless of the ability to monitor or control the trustee. 
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Moving to the digital realm, wherein often there is no personal trustee, trust requires 
an objective assessment of the system trustworthiness in order to assure that it will 
perform as expected by the trustor [3].  

On the other hand, the literature conceives trustworthiness as a multidimensional 
construct, as users can expect an online service to perform a diverse set of actions 
[4]–[6]. These actions  have been approached primarily through mature system prop-
erties, such as security and dependability [4], focusing on those aspects that protect 
online services from (malicious) users, but not on those aspects that protect users 
from (malicious) online services [7]. Trends in users’ attitudes suggest that trustwor-
thy services need also to carry out actions to safeguard fundamental rights, such as 
privacy and autonomy, and to avoid a growing lack of user trust. As suggested by a 
Eurobarometer survey, the general public’s trust in digital applications and online 
services remains quite low as 72% of Internet users are worried about being asked for 
a lot of personal data online [1]. Therefore, users can be expected to place their trust 
in those services if they have a reason to believe that their rights will be protected, and 
their shared values will be respected.  

A sufficient understanding of the concepts of trust and trustworthiness thus needs 
to be interdisciplinary and include inputs from ethics, law and sociology, addressing 
concerns regarding users’ fundamental rights and values by defining a set of core 
areas of trustworthiness. Subsequently, these core areas can be (partially) translated 
into operational requirements to be considered by online services that, in addition to 
supporting the reliability and dependability of online services, also contribute to en-
gendering trust. The user’s trust is not based solely on concrete technical practices for 
trustworthiness [7] as the core areas of trustworthiness, stemmed from Social 
Sciences and Humanities (SSH) realm, cannot be simplified and fully achieved only 
by technical systems, as they themselves are only subsystems of more complex socio-
technical systems. This is why novel core areas of trustworthiness emerging from an 
interdisciplinary perspective can complement and extend the understanding of build-
ing, assessing, and providing trustworthy online services.  

Towards this end, this paper presents some results of the H2020 TRUESSEC.eu 
project (https://truessec.eu). Taking into account that to this point labels have general-
ly focused either on security or privacy, TRUESSEC.eu envisions a lightweight 
trustworthiness labelling scheme which overcomes the limitations of current labels by 
providing a label that not only contains security and privacy aspects but also goes 
beyond them. By having a strong focus on European values and fundamental rights, 
the TRUESSEC.eu label stipulates a set of requirements that make an ICT product 
and service trustworthy thus directly addressing the issue of how to enhance users’ 
trust in ICT. In this direction, this work-in-progress paper presents a multidisciplinary 
discussion on identifying a set of core areas of trustworthiness and further analysing 
how this set could be translated into ICT system properties and detailed operational 
requirements. 

The remainder of this paper is structured as follows. Section 2 introduces the core 
areas of trustworthiness and how they are approached from the perspective of three 
SSH disciplines, namely, sociology, law and ethics. Subsequently, Section 3 presents 
the approach followed to translate the core areas of trustworthiness into operational 
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requirements. In Section 4, we outline the related works that is relevant for our pro-
posal. Finally, Section 5 provides the conclusion of this paper and outlines future 
work.  

2 Core Areas of Trustworthiness 

This section starts by approaching the concept of trust and trustworthiness in the digi-
tal realm from a sociological (§2.1), ethical (§2.2) and legal (§2.3) perspective. Sub-
sequently, based on the European values and fundamental rights and interdisciplinary 
work six common core areas of trustworthiness are defined, namely transparency, 
privacy, anti-discrimination, autonomy, respect, and protection. These core areas 
reflect the values that should be considered when developing and evaluating ICT 
products and services which ought to be trustworthy. Table 1 as well as the following 
subsections summarize our findings and showcase (a) how each of the three disci-
plines approach trust and trustworthiness against the background of European values 
and fundamental rights and (b) the disciplinary understanding of the six core areas. 
The sociological perspective provides a brief overview over the concept of trust. Ad-
ditionally, based on survey data collection, the sociological input in Table 1 analyses 
the core areas from a macro level. The section on ethics presents those aspects that are 
relevant for trustworthy ICT products and services from a normative point of view. 
The focus of the legal perspective lies mainly on the European values (Art 2 Treaty on 
European Union) and the European fundamental rights as stated in the Charter of 
Fundamental Rights of the European Union as well as the European Convention on 
Human Rights. For a more detailed description of the core areas interested readers can 
refer to [8] and [9], [10] for details of the support studies. 

2.1 Trust, Trustworthiness, and Social Interaction 

Trust is irreducibly social. In many situations, users display “default trust” [11], i.e. 
trust based on individual assumptions regarding societal expectations pertinent to a 
given situation. In this way, trust acts as a proxy for cooperation, thereby reducing 
complexity [12]. Reduction of complexity becomes especially poignant in the wake of 
industrialization. Industrial and post-industrial division of labour entails, among other 
things, that users are increasingly forced to rely on expert knowledge which they do 
not understand. This has to do with a shift in worldview; pre-modern (traditional) 
societies believe in a universal order that foregrounds individual action. In such a 
worldview, there is no place for risk. On the other hand, moderns believe in individual 
autonomy; intentional actions have unintended consequences, which entails individual 
and collective risks. Trust thus gains traction in modernity: “The uncertainties and 
risks modernity entails necessitate a belief in the good intentions of strangers” [13]; 
however, “risk” should not, for this reason, be part of a definition of trust, as trust is a 
fundamental aspect of social interaction, whereas risk is part and parcel of a specifi-
cally modern ontology. The widespread use of digital products and services can be 
conceived in terms of reliance on experts (developers, companies, and lawmakers). 
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Trust in experts can, therefore, be conceived as a proxy for relying on the technolo-
gies themselves. 

A lack of trust is the main reason for consumers not to use digital products and ser-
vices [14]. Contrary to recent theories of e-trust [15], which are overtly behaviour-
ist/cognitive, social theorists stress the fundamentally social nature of trust. Concep-
tions of e-trust suffer from a cognitive/rationalistic bias that stems from the inability 
of accounts that ground trust in motivations or morality to apply to artefacts (which 
have no motivation and hence, no morality). Some authors acknowledge that trust is 
predicated upon contingency [16]; “trust begins where prediction ends” [11]. Contin-
gency implies expectations. Without expectations, action would be impossible. Social 
action is directed towards the actions of others. Sociologically, trust is therefore con-
ceived as “a reciprocal orientation and interpretative assumption that is shared, has the 
social relationship itself as the object, and is symbolized through intentional action” 
[17]. Georg Simmel observed that there can be love unrequited, but no unrequited 
trust [18]. “Faithfulness”, as Simmel put it, is the only emotion sociological in form; it 
stems from interacting with others and it is epistemically situated between (complete) 
knowledge and (complete) ignorance of the other. In any case, it is insufficient to 
conceive of trust in digital products and services as merely psychological or merely 
behavioural, because trust necessarily refers to principles of morality, of mutual inter-
ests, and to social norms that oblige users to trust and be trustworthy. 

2.2 Ethics, Trustworthiness, and ICT 

Like any other technology, ICT has introduced numerous benefits to the individual 
and society, but at the same time, it has also created new ethical concerns and chal-
lenges. These concerns and challenges mainly stem from the pervasive and ubiquitous 
character of ICT. Moreover, ICT is also considered to have a tendency to demote 
particular values [19]. In that sense, taking values as a starting point for conducting an 
ethical analysis helps at arriving at a better understanding of the ethical issues related 
to ICT and paves the way for identifying the central requirements for trustworthy ICT 
products and services from a normative perspective. 

The primary “currency” of today’s ICT society is data. This has made privacy one 
of the most pressing issues. Privacy has a normative dimension and can be understood 
as an individual’s claim to exercise control over one’s data. Ethical concerns often 
arise when users lack answers as to activities with their personal data.  

Privacy is closely related to the concept of autonomy because the former creates 
the conditions for the exercise of the latter. One way to reinforce autonomy is through 
informed consent which stands for the possibility of being informed about data pro-
cessing activities and having the freedom to act upon one’s decisions regarding data. 
Cases, where informed consent lacks, are ethically problematic as they directly un-
dermine the very essence of autonomy. 

The most significant concern in the domain of justice arises around practices of da-
ta-based discrimination and biased-decision making. The concerns pertain to cases 
where decisions are made based on individual’s data that may lead to unjust treat-
ment, bias or exclusion of some users or groups from certain opportunities.  
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The issues of responsibility and accountability play an essential role as well, in 
particular, due to the possible consequences of ICT. Responsibility and accountability 
can be observed in a two-fold manner: (a) forward-looking, where responsibility is 
understood as a duty concerning who should do what, and (b) retrospectively, where 
the morality of someone’s actions is inspected [20]. 

Security is also one of the leading concepts as it is directly related to privacy, for 
instance. One way to analyse security issues in an ICT context is as the security of 
data and systems where data are stored. However, security can also be understood in a 
much broader sense as freedom from harm and protection of rights and liberties.  

Transparency can be considered as the key concept in the ICT discourse as it 
serves as a means to realising, for instance, privacy, justice, responsibility. Transpar-
ency is also even more important due to the extensive informational asymmetry be-
tween users and providers of ICT products and services, that is, the lack of clear an-
swers to the question who does what, how, and why with individual’s personal data. 

2.3 Legal Perspective of Trustworthiness in ICT  

When two parties decide to establish a legal relationship, its fundament ideally must 
be mutual trust. We have therefore mapped out the European Union’s legal frame-
work regarding ICT, also taking into account the European fundamental rights and 
values. 

Transparency constitutes one main core area of trustworthiness, which is legally 
assured by information duties. The GDPR’s (General Data Protection Regulation) 
severe monetary fines particularly fuel its enforcement. Just like another requirement, 
transparency does not constitute a stand-alone area but is rather interconnected with 
others, such as autonomy or anti-discrimination.  

While aiming to strengthen user’s trust, privacy plays an essential role, which is 
emphasized by the fact that the Right to protection of personal data (Article 8 of the 
EU Charter of Fundamental Rights - CFR) and respect for private and family life (Art 
7 CFR) are the two most referenced CFR in secondary EU legislation regarding ICT.  

Legally considered, the core area regarding justice means that besides ensuring 
rights and freedoms to individuals; one must also be provided with effective remedies 
to effectively enforce the rights (TITLE VI CFR: JUSTICE). From a broader legal 
understanding justice includes equal treatment of individuals and thus non-
discrimination (TITLE III CFR: EQUALITY). Within the ICT context, anti-
discrimination is the key term to consider, meaning humans must not implement any 
discriminative features or processes in the online service.  

Autonomy constitutes another core area of trustworthiness, legally referring to the 
individual’s guaranteed fundamental freedoms (TITLE II CFR: FREEDOMS; includ-
ing respect for private and family life and protection of personal data as well as the 
freedom to conduct business). As it is likely that conflicts will arise between the pre-
served Freedoms and other guaranteed fundamental rights, the aim is to find a balance 
between them. Considering ICT, autonomy results in the user’s freedom to freely 
make decisions, thus being respected by the online service provider. 
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Legally speaking, the requirement of respect is referred to as lawfulness and must 
especially consider consumers. The fact that inside the ICT EU legal framework a 
usually high number of secondary legal acts can be observed within the area of con-
sumer protection, namely a considerable number of fourteen, supports this view.  

From a legal perspective, security means protecting individuals from harm, with 
the utmost fundamental Right to human dignity and life (TITLE I CFR: DIGNITY). 
In the ICT context, this implies actively providing protection to users, by preventing 
them from harm through fulfilling safety and cybersecurity standards 

Table 1. Core areas of trustworthiness (*) The statistical data stem from the Eurobarometer 
Reports and Summaries and were collected between 2011 and 2017. Details in [10]  

Sociological perspective 
(*) 

Legal perspec-
tive  

Ethical perspective  Core areas of 
trustworthiness 

- Only a minority reads 
privacy statements (less 
than a fifth) in general 
while about 4 out of 10 
internet users read the 
terms and conditions of the 
online platform. 
- Over 90% want to be 
informed if their data ever 
was lost or stolen, 
- Users who feel well-
informed are more likely to 
adapt their security behav-
iour (e.g. changing pass-
words). 

Transparency as 
in information 
duties laid down 
in the GDPR, the 
Directive on 
consumer rights 
or the e-
commerce Di-
rective. 

Transparency relates 
to two aspects: i) 
providing clear and 
sufficient infor-
mation about the 
products and ser-
vices, and ii) provid-
ing information to 
users regarding activ-
ities with their per-
sonal data. 

Transparency: 
The ICT product 
or service is pro-
vided in line with 
information duties 
regarding personal 
data processing 
and the prod-
uct/service itself. 
 

- 72% are concerned about 
the data collected about 
them on the Internet. 
- More than half of internet 
users are uncomfortable 
with the use of their per-
sonal data for targeted 
advertising.  
- General concern about 
misuse of personal data by 
corporate entities and 
public authorities (CMPD). 

Privacy as pre-
serving Respect 
for private life 
(Art 7 CFR) and 
the Protection of 
personal data (Art 
8 CFR) in the 
context of ICT. 
This includes the 
GDPR and Di-
rective 
2002/58/EC.   

Privacy stands for the 
individual’s claim to 
control the access to 
and the use of one’s 
personal information. 
The idea behind it is 
that people have the 
claim to determine 
who knows what 
about them thus 
preventing unjusti-
fied interferences by 
others. 

Privacy: The ICT 
product or service 
allows the user to 
control access to 
and use of their 
personal infor-
mation and it 
respects the pro-
tection of personal 
data. 
 

- 7 out of 10 are concerned 
about their personal infor-
mation being used for other 
purposes that it was col-
lected for. 
- Citizens state a negative 
impact of state surveillance 
activities on their general 
trust in ICT. 

Lawfulness as in 
lawful conduct 
and taking pre-
ventative care in 
accordance with 
the law, especial-
ly when dealing 
with consumers 
(Art 38 CFR). 

Under the concepts 
of responsibility and 
accountability fall 
the following as-
pects: i) Attribution 
of responsibility, ii) 
Accepting responsi-
bility, and iii) Pre-
vention 

Respect: ICT 
products or 
services are to be 
provided in 
accordance with 
the legitimate 
expectations 
related to them. 
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Table 1. Core areas of trustworthiness, continued. 
Sociological perspective Legal perspective  Ethical perspective  Core areas of 

trustworthiness 
    
-  20% have changed the 
default settings of their 
browser, social network 
account and so on. 
- A majority of respond-
ents who use online social 
networks have tried to 
change their privacy set-
tings from the default 
mode.  
- Two-thirds are concerned 
about not having complete 
control over the infor-
mation they provide 
online. 

Autonomy as pre-
serving freedoms, 
such as Freedom of 
thought, conscience 
and religion (Art 10 
CFR), Freedom of 
expression and 
information (Art 11 
CFR), Freedom to 
conduct a business 
(Art 16 CFR) and 
the Right to (intel-
lectual) property 
(Art 17 CFR). 

Autonomy can be 
seen as relating to i) 
capacity for self-
determination, i.e. 
capacity/ability to 
lead one’s life and 
make decisions 
based on one’s be-
liefs, values and 
motives, and ii) 
possibility (freedom) 
to act upon one’s 
judgment regarding 
aspects that affect 
one’s life. 

Autonomy: The 
ICT product or 
service gives 
users the oppor-
tunity to make 
decisions and 
respects those 
decisions. The 
ICT product or 
service also 
respects other 
parties’/persons’ 
rights and free-
doms. 
 

- Concern about targeted 
advertising and search 
engine results, which some 
users expect to be adapted 
to their needs. However, 
this is not a majority. 

Justice as the rem-
edies against the 
unjustified use of 
force by the state, 
such as the Right to 
a fair trial (Art 47 
CFR) and the Pre-
sumption of inno-
cence (Art 48 
CFR). This mean-
ing further entails 
Equality before the 
law (Art 20 CFR) 
and Anti-
discrimination (Art 
21 CFR). 

Justice relates to 
aspects such as: i) 
anti-bias, ii) fairness, 
and iii) distributive 
justice. 

Anti-
discrimination: 
The ICT product 
or service does 
not include any 
discriminative 
practices and 
biases. 
 

- Two thirds to a quarter of 
EU citizens are concerned 
about being a victim of 
cybercrime or that their 
online personal infor-
mation is not kept secure 
by websites or public 
authorities.  
- In general, European 
citizens dislike public 
authorities having access 
to their Internet usage data 
(fear of surveillance). 

Security as the 
protection from 
harm, such as the 
Right to liberty and 
security (Art 6 
CFR) as well as the 
Right to the integri-
ty of the person 
(Art 3 CFR) and 
the Right to life 
(Art 2 CFR). 

Security is under-
stood as freedom 
from (physical, psy-
chological, economic 
etc.) harm and pro-
tection of one’s 
rights, liberties. 

Protection: ICT 
products and 
services are 
provided in ac-
cordance with 
safety and cyber-
security stand-
ards. 
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3 From Core Areas of Trustworthiness to Operational 
Requirements  

The six core areas (transparency, privacy, anti-discrimination, autonomy, respect, and 
protection) represent high-level concepts that need to be broken down into a set of 
requirements in the sense that they relate to more specific, well-known system proper-
ties of online services. We acknowledge that the core areas of trustworthiness, 
stemmed from sociological, legal, and ethical contexts, cannot be simplified and fully 
achieved only by technical systems, as they themselves are only subsystems of more 
complex socio-technical systems. However, they, can still contribute to satisfying the 
aforementioned core areas to certain extents. This section, therefore, presents a trans-
lation process consisting of two stages: a mapping of the core areas of trustworthiness 
to meaningful system properties along with the extent to which these contribute to 
satisfying the core areas (§3.1) and an operationalization process of the system prop-
erties to operational requirements (§3.2).  

3.1 Mapping of core areas of Trustworthiness to System Properties  

A system property defines a quality or behavioural characteristic of a system that can 
be evaluated qualitatively or quantitatively. There are numerous system properties 
enabling trustworthiness already studied in the technical realm (each with a different 
maturity level), so the knowledge base around them can be leveraged to elicit the 
specific operational requirements that need to be met and assessed for trustworthy 
online services. For instance, the S-Cube model considers nine categories of proper-
ties or attributes [21], whereas OPTET refines them into 11 categories and 29 sub-
attributes [22]. Moreover, Hansen et al. [23] have further divided the notion of priva-
cy into more concrete system properties, and these, in turn, have been broken down 
them into more concrete requirements for protecting privacy [24]. Our approach does 
not criticise individual contributions on system properties, but we propose building on 
these works to build a bridge between the leading SSH requirements and their corre-
sponding operational requirements.  

By following a top-down approach proposed in a previous work [25] and backed 
by interdisciplinary supporting studies (i.e. sociological [10], ethical [9], legal [26], 
and technological [27]), the core areas of trustworthiness have been mapped into a 
subset of the more relevant and concrete system properties of online services. When 
analysing the system properties, several interrelations were observed. Each system 
property relates to specific Core Areas; however, each system property does not need 
to address all Core Areas as long as all of them are addressed by a few of the system 
properties to a satisfactory degree. Table 2 provides an overview of this mapping 
along with the extent to which a system property contributes to the core areas. A brief 
rationale for the mapping is elaborated in the following paragraphs; note also that, 
although the system properties may contribute to multiple core areas to different ex-
tents, they are presented within the core area to which they mostly contribute.  
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Table 2. Core areas and related system properties enabling trustworthiness (●: covers the core 
area to a high extent; ◐: covers the core area to a medium extent; ◔: covers the core area to a 

low extent; ◌: does not cover the core area) 

 
System property 

Core areas of trustworthiness  
Transparen-

cy  
Priva-

cy 
Anti-

discrimina-
tion 

Autono-
my 

Re-
spect  

Protec-
tion 

Transparency (Accessi-
bility) 

● ● ◔ ● ◔ ◔ 

Transparency (Pro-
cessing of personal 
data) 

● ● ◌ ◐ ◐ ◌ 

Intervenability (Con-
sent) 

◐ ● ◌ ● ◔ ◌ 

Intervenability (Con-
trol) 

◐ ● ◔ ● ◐ ◔ 

Unlinkability  ◌ ● ● ◔ ○ ◔ 

Explainability  ◔ ◌ ● ◐ ◔ ◌ 
Traceabil-
ity/Auditability  

● ● ● ◌ ● ◔ 

Security ◐ ◌ ◌ ◌ ◔ ● 

Transparency. This core area mainly relates to transparency including both accessi-
bility and processing of personal data dimensions and auditability.  Transparency, in 
terms of accessibility [28], refers to the form in which information is provided to us-
ers. Thus, while information can refer to the system’s functionality, usage or quality 
features, accessibility ensures that it has an impact on users’ awareness. To this end, 
an online service must provide information that is easy to find and access as well as 
easily understandable by users. 

Transparency, in terms of the processing of personal data, is one of the three well-
known system properties defined in the privacy realm (i.e. transparency, unlinkability, 
and intervenability [23]). This allows informing users whenever their personal data is 
processed by providing information on data processing, e.g., the categories of data 
being collected and used, who access them, the duration for which the data is retained, 
and the location wherein the data is stored.  

Traceability/auditability reflects the capability of a system to generate, collect, and 
avail the evidence (e.g., records or logs) of a processing instance or any relevant event 
and, in turn, enable the relative ease of auditing a system. Thus, whereas the target for 
the above two properties is the user, the target for this property could be a supervisory 
authority. Increasing transparency requires service providers to clarify how they use 
and process personal data, and traceability and auditability allow for reconstructing, 
examining, and using the sequence of events to achieve transparency as well as to 
demonstrate compliance.  

Finally, it can be noted that transparency, as a precursor for specific, comprehen-
sive, and understandable information, is a prerequisite for satisfying other core areas. 
For instance, autonomy cannot be ensured if users are unable to understand infor-
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mation for decision-making. Privacy, in the sense of control over personal data pro-
cessing, is ineffective if users do not understand information related to the processing 
of their personal data. Similarly, auditability allows for retrospective accountability 
(which is essential for the Respect core area) by providing evidence to help demon-
strate compliance, for example, with. a predetermined privacy policy. 

Privacy. This core area mainly relates to transparency, intervenability (control and 
consent) and unlikability. Intervenability, in the sense of control, allows providing 
stakeholders (e.g. data subjects and supervisory authorities) with the means “to inter-
fere with the ongoing or planned data processing” [23]. To this end, an online service 
should keep users in the loop by providing them with accessible means to access and 
review the accuracy and completeness of their data, as well as update and delete their 
personal data. Accessibility to control options is essential, i.e. users should be able to 
exercise them with a reasonable effort.  

Intervenability (consent) allows users can give and/or withdraw their consent to the 
processing of their personal data. Therefore, an online service must be able to provide 
relevant and sufficient information promptly to enable users to make informed deci-
sions about the use of the service and what information is processed about them. It 
should be noted that transparency, particularly in the sense of accessibility, is a pre-
condition for consent, as users are free to give their consent to something they know 
and understand.  

Unlinkability allows for greater (implicit) control over the processing of personal 
data. The rationale behind this mapping is that by preventing one event from being 
linked to another, an online service limits the potential impact on the users’ privacy. 
Unlinkability could prevent that online services built to use unique identifiers (e.g., IP 
address, SIM mobile, or a Wi-fi SSID) from being associated to users and ultimately 
prevent undesirable profiling based on the actions or data generated by them. Unlink-
ability is related to data minimization, which states that the amount of data processed 
should be limited to the minimum possible while the consented purpose is achieved. 

Anti-discrimination. This core area mainly relates to unlinkability, explainability and 
auditability. As already mentioned, unlinkability aims at preventing online services 
from linking personal data within and across domains. This is particularly important, 
as today’s online services can use technologies that have the potential to process large 
amounts of (personal) data, very often from multiple domains, allowing significant 
levels of customization and decision making based on criteria such as religion, politi-
cal affiliation, social status, incomes, and further on.  

Explainability [29]–[32] allows decision factors or the decision-making process to 
be informed to the different stakeholders, allowing them to determine whether online 
services may have any bias. This property aims at explaining the factors used (or not 
used) by an online service to make a specific decision rather than a detailed explana-
tion of the system’s inner behaviour. For example, if an organization claims that an 
individual was denied a loan because their income is low, then the online service is 
expected to consider the individual when his income increases. 
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Autonomy. This core area mainly relates to transparency and intervenability. Auton-
omy is linked to supporting users in delivering informed consent, i.e., the system 
should provide the means for users to have the possibility to make an informed deci-
sion, e.g., on any processing instance regarding their personal data. In this regard, 
informed consent encompasses two system properties already explained above, i.e. 
transparency and intervenability. Transparency ensures that decision-making is sup-
ported by comprehensive, accessible, and precise information, while intervenability 
supports decision-making including the possibility of both granting and withdrawing 
consent.  

Respect. This core area mainly relates to traceability/auditability. As respect implies 
accountability and liability, this cannot be covered through purely technical measures 
but requires organizational measures such as the definition of governance, a statement 
of legal compliance or an appropriate dispute resolution process. Nevertheless, trace-
ability/auditability (already explained) is primarily aimed at supporting this core area 
by providing the evidence to demonstrate compliance with legal requirements.  

Protection. This core area mainly relates to safety, security (i.e. properties of confi-
dentiality, integrity, and availability), and reliability. Safety ensures the absence of 
risks that may cause physical injury or damage to the users’ well-being, whether di-
rect or indirect, as a result of the damage to the system or its environment [4].  

Security, on the other hand, assures online service protection  against malicious 
unauthorized access (confidentiality), modification (integrity), or use (availability) 
[4]. From these initial properties, other refined properties can be identified, e.g., au-
thenticity, non-repudiability, and control [33].  

It can be noted that the protection-related properties are relevant to the ‘privacy’ 
core area. Privacy has a great value in the trustworthiness discourse; however, it can-
not be guaranteed without the existence of a solid security infrastructure that ensures 
the security capabilities of online services. It can serve as a shield against any security 
breaches and cases of identity theft, unauthorized access of third parties, etc.  

3.2 From System Properties to Operational Requirements  

Once the system attributes have been identified, they can be used as a basis for carry-
ing out an operationalization process and deriving a set of more specific operational 
requirements. When doing that, a challenge arouse with respect to abstaining from 
turning it into a compliance checklist, as already there is a law regulating this aspect, 
which ensures that online services act within the legal framework in this regard. This 
challenge was addressed by distinguishing between compliance and beyond compli-
ance [12]. In this sense, compliance is an important aspect of building trust among 
citizens. However, very often, it is not sufficient. A measure that could help in filling 
in this gap is the adoption of a “post-compliance approach”. It implies doing more 
than what the law requires and addressing those aspects that the law does not address 
in their entirety or to which it does not offer straightforward guidance. Introducing 
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ethics is one way to do so, as it could provide solutions to questions that the law 
leaves unanswered. Against this background, the operational requirements elicited 
stand on this post-compliance level. At the time of writing, a set of 81 operational 
requirements has been outlined in [34].  

Fig. 1 depicts the interrelations among the elements of the operationalization 
process. The operational requirements define the capabilities that an online service 
should guarantee in order to satisfy one or more of the aforementioned system proper-
ties. They can be used as a precursor to the selection of more concrete (standard) 
measures or countermeasures that are known as controls. Finally, controls are realised 
by one or more specific techniques, which are implementable ways to meet a control.  

There are subtle differences and interrelations between the guiding elements of the 
operationalization process. Although both operational requirements and controls 
specify system capabilities required (problem domain) and provided (solution 
domain), respectively, an operational requirement recognises that a capability seldom 
derives from a single control (i.e., fulfilling an operational requirement may require 
multiple controls). Controls, therefore, are more concrete measures than operational 
requirements and often detail a concrete technique(s) to be implemented in a 
particular context. Accordingly, operational requirements can be satisfied to different 
extents by implementing different controls and techniques, depending on the needs of 
the context (e.g. a higher risk scenario may require stronger controls). A 
trustworthiness profile represents a particular set of controls and techniques necessary 
to meet the operational requirements of an online service to be used in a particular 
context.  

System property

Control

Technique

realizes

Trustworthiness profile

*

*

*

*

Operational requirement

 
Fig. 1. Guiding elements of the operationalization process [25] 

Finally, does the state of the art support the implementations of the operational 
requirements related to the core areas of trustworthiness? Security and privacy task 
force has provided some inputs regarding some barriers that may prevent existing 
technologies from satisfying the core areas of trustworthiness (in particular, members 
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of the IoTUK1, AIOTI WOG032, and IoTMark initiatives have been surveyed3). The 
input received has been crossed with European reports and literature, and the 
following are highlighted: 

• While it should be recognised that the state of the art already provides plenty of 
controls contained in standard catalogues and frameworks for other more mature 
properties (ECSO presents a syllabus with around 290 standards and certification 
schemes for the cybersecurity realm [35]) , controls related to anti-discrimination 
or autonomy are scarce and only recently there are some efforts and initiatives to 
address them. (General) 

• Many system properties that enable trustworthiness (e.g. privacy, security, and 
transparency properties) are fragile with respect to composition, i.e. “if a system 
that fulfils a certain property is embedded within or connected to another system, it 
is hard to assess if that property is preserved” [36]. The fragility of these proper-
ties is becoming even more critical in the current ICT landscape, where an online 
service is actually a system of systems, being challenging to ensure end-to-end 
trustworthiness. (General) 

• The increasing complexity of the supply chain also increases the difficulty of hold-
ing an entity accountable for some action, as “obligations” travels across multiple 
parties. For instance, it is difficult defining a closed set of technical measures that 
support the enforcement and auditing of the organizational or legal security obliga-
tions due to the cascading effect from the interdependent threats (coming from 
multiple parties). (General) 

• Lack of user-centric assurance mechanisms to inform about trustworthiness-related 
risks. The information on the functional operation and quality attributes of online 
services is usually conveyed through assurance mechanism (e.g. third-party certifi-
cation), and they are mainly oriented to the business market instead of the consum-
er market. For instance, cybersecurity certification of online services can involve 
the assessment of hundreds of security controls, so it is impossible for users to 
identify the level of security offered by online services [7]. It is necessary, there-
fore, to have alternative user-centric mechanisms, such as ratings, labels and sales, 
so that users are able to appraise and compare capabilities of different products or 
services without feeling overwhelmed with technical details. (General) 

• Controls (and techniques) to ensure anti-discrimination are expensive, as 
explaining everything is expensive. This is not a purely technical barrier, but it is 
related to creating a system that, besides performing complex tasks, must provide 
an explanation that is a non-trivial engineering task. Thus, as remarked by Doshi-
Velez et al. “requiring explanation all the time may create a financial burden that 
disadvantages smaller companies; if the decisions are low enough risk, we may not 
wish to require explanation” [37]. (Anti-discrimination) 

                                                           
1 https://iotuk.org.uk  
2 https://aioti.eu/working-groups 
3  Appendix B of this document shows the survey carried out in the task force: 

https://truessec.eu/content/deliverable-52-technical-gap-analysis.  

https://iotuk.org.uk/
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• Conflation about the scope and target audience of transparency mechanisms. 
Providing transparency about data protection activities has proven to be difficult, 
with privacy policies being the primary means of informing data subjects. Privacy 
policies, however, are very complex as users are not familiar with the terminology 
used by privacy experts, and they do not clearly understand the consequences of 
accepting the policy because assessing the subsequent risks is not straightforward 
[28]. Accordingly, only a minority of users read privacy statements. (Transparen-
cy) 

• One of the essential precursors for informed decision making is to understand what 
we are agreeing with. Therefore, users cannot exercise their right to autonomy 
without transparency. However, an issue identified in some of today's online ser-
vices is that non-expert users cannot connect notices about the processing of their 
personal data with the risks of consenting to it [38]. (Autonomy and transparency) 

• Users exercise their privacy preferences based on the configuration of permissions 
or access control rules. For instance, in mobile phones “[some app] should be able 
to access [some resource]”. For these mechanisms to be effective, users must be 
able to exercise them with reasonable effort. However, current online services (e.g. 
those accessed through mobile apps) require users to manually set one or two hun-
dred on/off options, requiring an amount of time that could overwhelm them. (Pri-
vacy) 

• Currently, some PETs look like stand-alone solutions that are initiated by users as 
self-defence measures (e.g. installing web browser add-ons or using anonymity-
enhanced browsers), but they are not part of the implementation of the service it-
self, nor are they considered during the initial design stages. This fact is also ob-
served by ENISA (European Union Agency for Network and Information Security) 
which claims that “software development tools for privacy need to be provided to 
enable the intuitive implementation of privacy properties” [36]. (Privacy) 

• Plenty of privacy techniques and technologies have been proposed in the last years 
[36], however, one of the key challenges to build a privacy-friendly system “is the 
difficulty to decide when a PET may be mature enough to implement it in a system” 
[39]. It could lead engineers to try to meet an operational privacy requirement us-
ing a low-quality PET. This issue can be found in the literature (e.g., [40]), where 
some supposedly anonymized data sets may be actually linked to the data subjects’ 
identities. (Privacy) 

4 Related Works 

Several works have been developed to address different aspects of trustworthiness of 
online services. Most of them, however, are only approached from a technological 
perspective addressing only their technical features [22][7], thus failing to adopt a 
multidisciplinary perspective to address concerns regarding values and fundamental 
rights. Others, which are also in the technological realm, focus on a particular system 
property, primarily concentrating on security or safety ([4], [33]) and recently even on 
privacy ([23], [41], [42]) ,without taking into account other relevant system properties 
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to meet further core areas of trustworthiness. Thus, the work presented in this paper 
and, in particular, the criteria of trustworthiness represent a novelty owing to several 
reasons. First, they are the result of a comprehensive interdisciplinary work compris-
ing ethical, legal, societal and technical aspects. Second, substantial emphasis is par-
ticularly placed on the ethical input, as the study conducted by Gibello [43] suggests 
that it misses existing labels very often or is overshadowed by concerns related to the 
quality of service or by the dominant legal aspects and the focus on compliance. 
Third, the criteria of trustworthiness focus on cybersecurity and privacy as the most 
mature domains regarding certification and labelling (e.g., around 290 cybersecurity 
standards and certifications schemes are available according to ECSO [35]). Howev-
er, at the same time, these criteria of trustworthiness go beyond these two domains 
and cover various aspects of more recently established ones such as transparency, 
autonomy, and anti-discrimination. 

Against this background, the notion that underlies the development of these criteria 
of trustworthiness, in conjunction with its great focus on the ethical aspects, most 
closely resembles the framework provided by Luciano Floridi [44]. When referring to 
digital services, Floridi distinguishes between hard and soft ethics. According to him, 
the former informs and shapes the law, whereas the latter is “what we usually have in 
mind when discussing values, rights, duties, and responsibilities – or, more broadly, 
what is morally right or wrong and what ought or ought not to be done”. In this 
sense, soft ethics operates on the post-compliance level and in this way addresses the 
issues and aspects that the law does not. This distinction between hard and soft ethics 
can be valuable in addressing the aforementioned gaps, including the extremely lim-
ited focus on ethics or too extensive dominance of legal requirements or service-
related concerns in the current labels. 

5 Conclusions 

In this work, we have presented a set of six high-level core areas of trustworthiness 
(transparency, privacy, anti-discrimination, autonomy, respect, and protection) which 
is the result of comprehensive interdisciplinary research, comprising ethical, legal, 
societal and technical aspects. They complement and extend the state of the art for 
building and assessing trustworthy online services. Subsequently, these core areas 
have been translated into well-known properties and turned into (post-compliance) 
requirements that can be realised and assessed. It should be noted, however, that the 
requirements described in this paper address ICT products and services in general. 
This implies that once they are applied to a particular context i.e. particular product or 
service a certain modification or adjustment can be expected. In this respective, busi-
nesses need to recognise the added value of implementing such requirements, which 
may seem costly in the short run, but actually form an outstanding benefit on the mar-
ket in the long run. 

These contributions pave the way to move towards a lightweight and automated la-
belling solution for the trustworthiness of ICT products and services. In this context, 
our future work points in two directions: (i) enable machine-to-machine integration 
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based on required trustworthiness levels (defined by users through a policy configura-
tion) and trustworthiness levels offered by the labelling subject matters and (ii) a scal-
able architecture for the automated assessment of elicited operational requirements 
applied to the mobile ecosystem. 
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