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Abstract: The development of speed controllers under execution in autonomous vehicles within
their dynamic driving task (DDT) is a traditional research area from the point of view of control
techniques. In this regard, Proportional – Integral – Derivative (PID) controllers are the most widely
used in order to meet the requirements of cruise control. However, fine tuning of the parameters
associated with this type of controller can be complex, especially if it is intended to optimize them
and reduce their characteristic errors. The objective of the work described in this paper is to evaluate
the capacity of several metaheuristics for the adjustment of the parameters Kp, 1/Ti, and 1/Td of a
PID controller to regulate the speed of a vehicle. To do this, an adjustment error function has been
established from a linear combination of classic estimators of the goodness of the controller, such as
overshoot, settling time (ts), steady-state error (ess), and the number of changes of sign of the signal
(d). The error obtained when applying the controller has also been compared to a computational
model of the vehicle after estimating the parameters Kp, Ki, and Kd, both for a setpoint sequence
used in the adjustment of the system parameters and for a sequence not used during the adjustment,
and therefore unknown by the system. The main novelty of the paper is to propose a new global
error function, a function that enables the use of heuristic optimization methods for PID tuning.
This optimization has been carried out by using three methods: genetic algorithms (GA), memetics
algorithms (MA), and mesh adaptive direct search (MADS). The results of the application of the
optimization methods using the proposed metric show that the accuracy of the PID controller is
improved, compared with the classical optimization based on classical methods like the integral
absolute error (IAE) or similar metrics, reducing oscillatory behaviours as well as minimizing the
analysed performance indexes.

Keywords: Autonomous vehicles; genetic algorithms; intelligent control; cruise control

1. Introduction

The cruise control (CC) system is the internal module of the autonomous vehicles in charge of
automatically managing the speed. The problem of cruise control has been addressed with classic PID
controllers in [1] and [2], and specifically with genetic algorithms in [3]. Indeed, the evolution of CC is
the adaptive cruise control (ACC), which extends the capabilities of the speed control to consider the
safety headway from the preceding vehicle. Artificial intelligence-based controllers [4] of analytical
controllers have been developed for this task [5,6]. However, the basis of those controllers is similar
and are subject to further optimization of their parameters.

PID controller optimization has been discussed previously in various papers [7–9]. Then, [7]
and [8] proposed the optimization of PIDs considering IAE and ISE as objective function respectively,
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generating a good tuning but with oscillatory behaviours. In [9], a simplification of the PID algorithm
to ease the tuning and that allows numerical optimization is presented, but only is extensible to simple
plants. Specifically, in [10–12], genetic algorithms are used for such optimization, having demonstrated
a good fit for a single setpoint and by using the ISE (integral squared error), ITSE (integral time squared
error), IAE (integral absolute error), and ITAE (integral time absolute error) as a cost function [13] that
represents a different norm of the time varying output error that converges to zero in the event that
control is stable. In [14], a comparison of several classic and non-classic methods for the adjustment of
PID controllers is made, but always using the integral errors as a cost function. However, those paper
focus on the optimization of the PID gains, but always using the ISE /ITSE/IAE/ITAE performance
indexes as a cost function, causing oscillatory behaviours in the control signal, as well as in the
system output.

Moreover, genetic algorithms (GA) are a well-known optimization technique in contexts in which
the calculation of the gradient of the error function is not possible. GA are also appropriate in spaces
of optimization where there are multiple local minima, plateaus, ridges or other problematic situations
for gradient-descent methods. Since Holland’s founding work [15], they have been expanded and
improved for multiple categories of problems, including the optimization of float valued parameters,
combinatorial optimization, and grammatical evolution among others, and are still an active area of
research today.

Memetic algorithms (MA) are an improvement of the GAs in which a local search phase is
included within the GA stages. The local search can be done through several procedures, from First
Improvement or Best Improvements techniques to the use of gradient descent itself. The GA part avoids
the limitations derived from the use of gradient strategies and the MA part makes fine adjustment to
the solutions found by GA.

Finally, mesh adaptive direct search (MADS) [16] performs a parameter search based on a mesh of
random points from the variable space from which the most promising are selected to perform a local
exploration in order to refine the solutions. We will use this technique, which has already demonstrated
its optimization capacity, to compare it with the results obtained by the methods proposed in this article.

These three techniques, GA, MA, and MADS, have been applied to many optimization problems
in various fields of knowledge. To name but a few, GAs have been applied in the field of medicine [17],
in bank lending [18] and in the optimization of industrial processes [19]. MAs have been applied
to energy demand estimation [20] and to task planning [21], while MADS was applied to Bayesian
optimization [22] and to the design of new materials [23].

The proposals featured in the literature generally use a step response and the ISE, ITSE, IAE and
ITAE metrics as cost function. In this paper, we propose a novel cost function that is a combination
of four parameters that measure the performance of a controller based on the behaviour observed in
its output: overshoot, settling time, steady-state error, and decay ratio instead of a single measure.
This complex cost function guarantees a controller tuning without oscillations and with a high
performance to obtain more realistic parameters that behave correctly in a wide range of situations and
the estimation of the error is made for a sequence unknown to the optimization process, following a
cross-validation strategy to ensure that we do not estimate the error optimistically. Using those error
estimators as a cost function, the three optimization techniques (GA, MA, and MADS) have been used
to optimize the parameters of the controllers, comparing them with the performance of a manually
tuned controller.

2. Control Process to Be Optimized

2.1. Definition of a PID Controller

A PID (proportional integrative derivative) controller is a generic control mechanism for closed
loop feedback, widely used in the industry for system control. The PID is a system that receives an
error calculated from the desired output minus the output obtained and its output is used as input
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into the system we want to control. The controller tries to minimize the error by adjusting the system
input [24].

The PID controller is determined by three components: the proportional, the integral and the
derivative. Each of these components has a greater influence on some characteristic of the output
(setling time, overshoot, etc.) but also influences the others. This means that, despite the exhaustive
tuning of those parameters, it is impossible to find a PID configuration able to reduce the setling time
to 0, the over-oscillation to 0, the error to 0, etc. However, the objective is to adjust the PID parameters
following a compromise among them, making adjustments depending on the requirements of the
application [25,26]. Finally, there is an anti-windup element to guarantee the maintenance of the
control signal within the actuation limits. Specifically, the anti-windup via constrained regulation with
the observer’s method that discharges the PID controller’s internal integrator when the controller hits
specified saturation limits has been used [27].

The proportional response is the basis of the three PID control components and, if the other two
–integral control and derivative control– are present, these are added to the proportional response.
“Proportional” means that the change present in the controller output is a multiple of the percentage of
the change in measurement.

This multiple is called the “gain” of the controller. For some controllers, the proportional action is
adjusted by means of such gain adjustment, while for others a “proportional band” is used. Both have
the same purposes and effects.

Pt+1 = Kp · e(t) + ub (1)

where Pt+1 is the control proportional action in t+1, Kp being the tunable proportional gain and e(t) the
difference between the setpoint and the plant output in a time t. Finally, ub is a bias or a reset, with a
value of zero for simplification.

2.1.1. Integral Action

The integral action gives a response that is proportional to the integral of the error. This action
eliminates the steady state error caused by the proportional mode. However, a longer establishment
time is obtained, response is slower, and the period of oscillation is longer than in the case of
proportional action.

It+1 = It +
Kp · h

Ti
· e(t) (2)

where It+1 is the value of the integral component in t+1, It is the value if the integral component in t, Ti
is the integral gain (generally expressed as the time it must take the control action to reach (equal or
repeat) the proportional action), and h is the sampling period.

2.1.2. Derivative Action.

The derivative action gives a response proportional to the derivative from the error (error rate of
change). Adding this control action to the previous ones reduces the excess of over-oscillations.

Dt+1 =
Td

Td + N · h
·Dt −

Kp · Td ·N
Td + N · h

(yt − yt−1) (3)

where Dt+1 is the value of the derivative component in t+1, Dt is the value of the derivative component
in t, Td is the derivative gain, N is a noise filter, and h is the sampling period.

There are several adjustment methods for PID controllers but none of them guarantees finding a
PID that makes the system optimum from the point of view of controller performance. Therefore, the
most widely used is the Ziegler–Nichols [28] method, which tests PID parameters and depends on the
output obtained by varying these parameters. Specifically, the parameters to be adjusted are the Kp, Ti
and Td. This tuning method stem from assuming one or more criterion to specify a desired closed loop
response. and are designed to optimize the controller for the desired performance criteria.
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2.2. Model to be Controlled

For the design and optimization of vehicle speed control, only the throttle pedal action, normalized
between 0 and 1, as defined in [29] is observed. Since the objective of this paper is the generation of
controller tuning and optimization of methodologies, the philosophy followed is to simplify the motor
vehicle speed model as much as possible, and only the action of two forces is considered.

On the one hand, the force that causes the vehicle to advance is the tractive force (Kpt), defined as:

Kpt = amax ·W (4)

Being amax the maximum acceleration of the vehicle. On the other hand, this force is opposed by
Rolling resistance (Rr), defined as:

Rr = Fr ·W (5)

where a friction rate (Fr) of 0.015 N and a vehicle weight (W) of 1400 Kg is assumed. These values are
considered valid for family car tyres with inflation pressure close to 179 Kpa, rolling on concrete [30].

Therefore, the acceleration of the model vehicle at time t will be equal to:

at =
Kpt −Rr

W
(6)

Therefore, the speed generated at the next instant t+1, considering that the accelerator generates a
normalized setpoint between 0 and 1 (ut), measured in an increase in time ∆t will be equal to:

vt+1 = ut · at · ∆t + vt (7)

Figure 1 shows the block diagram and signals of the control loop designed to support the system
to be controlled.

Figure 1. Block diagram of the system to be controlled.

To avoid problems in using a discrete controller with a continuous system a system sampling rate
with much higher frequency than Shannon’s theorem recommends has been used. The theoretical
system bandwidth is below 10−3 Hz and the sampling frequency used is 10 Hz, which is well
above twice the frequency of the theoretical system bandwidth, which prevents problems of aliasing.
This means that the discrete system works practically as the equivalent continuous. In this case,
the empirical bandwidth considered to guarantee the response of the vehicle must be much higher
than the theoretical, usually between 10 Hz to 100 Hz.

2.3. Calculation of the Error of a PID Controller

To measure the error made by a PID controller, it is necessary to define a function that combines
four parameters to be taken into account to measure the performance of a controller based on the
behaviour observed in its output: overshoot (o), settling time (ts), the steady-state error (ess) and
the decay ratio (d). Depending on the control application, requirements on setpoint follow the
consideration of those performance indexes, which are defined in different ways, and there are also
different standards for their definition. Next, each of them is described, as well as the measurement
function used [31].
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2.3.1. Overshoot

The overshoot (o) is the ratio between the difference of the controller output with respect to the
setpoint steady-state value, once the reference value has been reached. In some industrial control
applications, it is common to specify overshoots of 8–10%. However, in general, the goal of good
control tuning is to have an overdamped response with no overshoot or maintaining it as small as
possible. In order to measure the degree of overshoot the Equation (8) is used, being signal(t) is the
system output and target is the desired output value.

o =

{
max(signal(t)) − target, when e(t0) > 0
target−min(signal(t)), when e(t0) < 0

(8)

2.3.2. Settling Time

Settling time is the time taken to reach a stable signal value, remaining within p% of its steady
state value. This steady state stable value is understood as the one in which the signal varies less than
p% from the previous value. In the case of this paper, p = 0.02% and ts is defined in Equation (9) and is
measured as the ratio between the iteration in which this occurs and the total number of iterations.

ts =
t

Tmax
when

∣∣∣(signal(t) − signal(t− 1)
∣∣∣ < 0.0002 (9)

where t is the time in which the condition is true, Tmax the max sampling time, and signal is the
speed value.

2.3.3. Steady-State Error

The steady-state error (ess) is the value of the controller error in a steady-state, in other words,
the difference between the value of the signal after a stabilization time with respect to the setpoint
within N iterations of the controller. In order to define an absolute criterion to compare the different
controller tuning performance, this paper defines the closed loops of the controller as N = 350 as shown
in Equation (10).

ess =
∣∣∣signal(N) − target

∣∣∣ (10)

where signal(N) is the system output value at the last control loop and target is the desired output value.

2.3.4. Decay Ratio

The decay ratio (d) is the ratio between two consecutive maxima of the error for a step change
in setpoint or load. A typical case of a poorly adjusted PID controller is one in which the setpoint
is reached and maintained for a while, but the control signal undergoes high frequency oscillations
around that setpoint that cannot be minimized by the integral component. To avoid this case, these high
frequency oscillations must be introduced as a parameter to be optimized to obtain a tuning of the
controller that minimizes them. The decay, expressed as the ratio by which the oscillation is reduced
during one complete cycle, or the ratio of successive peak heights, is represented in Equation (11).

d =
c
a

(11)

where a is the coefficient, the amplitude of the oscillations in t−1 and the coefficient c, the amplitude of
oscillation in t.

2.3.5. Global Error Function

In order to carry out an optimization of the definition of the gains that make up a PID controller,
a function that considers the four performance indexes that have been defined previously must be
developed. This novel function is defined in Equation (12) and assigns each of these performance
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indexes a weight obtaining the error for this step. The global error is obtained by averaging the error
of all the steps of the sequence for each instance, being N the number of speed steps in the sequence.

Gerror =
N∑

i=1

α · oi + β · tsi + γ · essi + δ · di (12)

The main novelty of this function is that it considers two aspects not sufficiently addressed when
using traditional control performance criteria like IAE or similar: the consideration of the overshoot
and decay ratio as a built-on parameter to be optimized. These two parameters are not minimized
sufficiently when using traditional control performance metrics.

After analysing experimentally, the results by applying the controller to various examples, we
have adjusted the parameters α, β, γ and δ with the following values: α = 3.0, β = 15.0, γ = 5.0 and
δ = 0.04. These parameters have been chosen to ensure good control behaviour resulting from the
optimization and to ensure a similar influence of the four measured metrics, since the range of variation
of each one is different. In addition, they have been obtained experimentally by generating responses
from the controllers to the parameters adjusted with different values, and have reached this solution,
which is considered the nearest to the optimum.

These parameters regulate the relative importance given to each desirable aspect in a good
performance control schema, since some of them may lead to opposite actions and it is necessary to
decide whether we prefer, for example, a shorter stabilization time over a lower overshoot. In Section 4
Discussion, the effect of the modification of any of these parameters with a special impact on the result
of the adjustment is studied.

It is important to highlight that for optimization and for the estimation of the error it is not enough
to use a single step response. That would result in a controller that has been excessively adjusted
for a specific situation, when the objective is a controller that behaves correctly in a wide variety of
situations. To achieve this end, we have provided the optimizer with a sequence of 30 step-response
setpoints for the adjustment of the parameters and a different sequence for evaluation of the error.

The error of a sequence of step-responses will then be calculated as a result of applying the
controller to be optimized within the simulation of the model to obtain a vector of parameters that
includes the vehicle speed over time, as well as obtaining the values of the four performance indexes,
o, ts, ess, and d. This process is carried out for each step-response from the final speed of each step
(Figure 2) and the following setpoint.

Figure 2. Learning and testing sequences.

3. Optimization of the Controller

Optimization encompasses a set of techniques that deals with finding the maximum or minimum
of a function with one or several variables subject to a series of constraints on their values. For this
purpose, there are many methods, both when the model is known (simplex, gradient descent and
others) and when it is unknown (black-box methods). Genetics algorithms (GA), memetics algorithms
(MA), and mesh adaptive direct search (MADS) are black-box methods. Thus, they do not require
a detailed description of the models and are more robust against non-continuous or non-derivable
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systems, or even systems that are not representable through equations, such as complex industrial
algorithms or processes whose modelling would be unapproachable. The three black-box methods
have been selected to carry out the optimization of the autonomous vehicle speed PID controller.
For the first two, we will use our own implementation, while for the third, we will use the NOMAD
implementation [32].

In our case, the variable to be minimized is the error obtained from the combination of ts, d, o and
ess from the value of the three parameters Kp, 1/Ti and 1/Td, which are subject to the restrictions of
being normalized within the range [0,3]. As the methods studied are black-box, no knowledge of the
underlying model is required, so the same approach is applicable to any PID controller able to control
any process with the sole requirement of having of an algorithm that simulates the process. In the case
of a road vehicle, this simulation is made using the speed model of a vehicle proposed in Section 2.2.

In control theory literature, the problem of optimization of PIDs using standard IAE (integral
absolute error) or similar indexes is considered a convex optimization problem. However, in the case of
this paper, a combined optimization using four parameters and a sequence of steps, instead of a single
step response, is considered. In consequence, in this case, is not assured that the PID optimization can
be considered as a convex optimization problem [24–26]. This fact supports the use of meta-heuristics
because they can scale possible local minima in the search space.

3.1. Genetic Algorithms (GA)

A genetic algorithm is a metaheuristic inspired by the process of natural selection that belongs to
the larger class of evolutionary algorithms (EA). Genetic algorithms are commonly used to generate
high-quality solutions to optimization and search problems by relying on bio-inspired operators such as
mutation, crossover and selection [33]. GA can be considered as a multiagent system with distributed
strategy where each agent competes to find the best solution to the problem. Then, the GA does not
require to communicate information between them. The main algorithm evaluates the cost function
for each agent and selects it to participate in the evolution proportionally.

This optimization method considers, initially, a seed with a set of random solutions that
are improved through a sequential operation of selection, crossover and mutation processes by
obtaining individuals (candidate solutions, or chromosomes) that will be refined in an iterative process,
guaranteeing an individual has a greater probability of being selected when their fitness function is
greater. The selection stage identifies the best individuals (highest value of the fitness function) to be
evolved. Crossover combines information from two or more of the selected individuals to obtain new
solutions to the problem. Finally, the mutation alters some of the crossed values of the new individuals
obtained in order to favour the diversity of the solutions.

In our case, the solutions, represented by individuals, are formed by the coefficients Kp, 1/Ti
and 1/Td. To maintain the values of the three coefficients within the same range, the fitness function,
or degree of goodness of a solution, is calculated in Equation (13) using the error from Equation (12),
taking into account that target is each speed step of the sequence and errortarget is the error of the
controller for this speed step.

f itness =
∑

target

1
1 + errortarget

(13)

There is a set of meta-parameters that must be defined in the setup of the genetic algorithm in
order to tune the optimization process. Those parameters are related with the performance of the
optimization process but are independent of the system to be optimized. The meta-parameters are the
mutation probability (Pmut), which indicates the ratio of random change of the individual genes in the
mutation stage; the crossover probability (Pcross), which represents whether the selected chromosomes
interchange their genes; the size of the population (Tpop), which is the number of chromosomes to
be evolved in the genetic algorithm process; the number of individuals selected in the tournament
selection stage (T); and the number of generations to be evolved to complete the optimization (N).
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In particular, the meta-parameters set up to solve the problem of optimizing the PID configuration
of a speed controller of an autonomous vehicle are: Pmut = 0.3; Pcross = 0.7; Tpop = 100; T = 4; N = 300
generations. If the population model used is generational, for the crossover the algorithm BLX-α [34]
is used and, for the mutation process, a random value obtained following a Gaussian distribution of
mean 0 and decreasing variance over the generations is added to the current value of the gene.

3.2. Memetic Algorithms (MA)

A memetic algorithm is basically a genetic algorithm in which, after selection, crossover and
mutation phases, a local optimization phase is added [35]. In our case we use a local optimization by
gradient descent with an adaptation of the RPROP algorithm [36].

The advantage of introducing a local search phase in genetic algorithms is that they facilitate
convergence to an optimal solution in the vicinity of the solutions provided by the crossover and
mutation processes. This is especially important in numerical optimization problems, as is our case.

In this way, the traditional GA phase is responsible for exploring in parallel a set of candidate
solutions and the local search phase improves these solutions by making a fine adjustment. For this
reason, in general, the MA need fewer iterations to converge to the optimal solution and usually find
somewhat better solutions than traditional GA.

3.3. Mesh Adaptive Direct Search (MADS)

As a third optimization method, we have used the MADS algorithm [16] implemented in the
NOMAD package [35]. This algorithm is based on a mesh search in which the input space is discretized
for the rapid detection of areas of interest for optimization (SEARCH phase). Subsequently, a POLL
phase is carried out in which a local search is applied to the most promising points to refine the solution.

The interest of introducing this algorithm in comparisons is that it is an algorithm widely used
in optimization processes. It is available in the majority of standard software packages (for example
Matlab) and has demonstrated a better optimization capacity compared to traditional methods,
especially when using black-box models. In addition, the NOMAD package is easily linkable with
algorithms pre-programmed in C++ or Python.

4. Optimization of the Speed PID Controller

In order to carry out the optimization of the autonomous vehicles speed PID controller, two random
step-response setpoints have been generated. The first is used to conduct the optimization process and
the second is used to analyze the results of the optimized controllers in a cross-validation strategy. For
each optimization method to be compared, we have performed the optimization with the first setpoint
step-response sequence and subsequently evaluated its error with the second setpoint sequence. Table 1
shows the results obtained after 300 iterations of the GA, MA and MADS optimization algorithms, and
compared with the result of a PID controller optimized using IAE as optimization criteria. We have
used the step-response sequence represented in Figure 2, showing in green the sequence used for the
training of the optimization algorithms and in red the sequence used for the testing and comparison of
the results. Those results are graphically represented in Figures 3 and 4.

IAE =

∞∫
0

∣∣∣e(t)∣∣∣dt (14)

As ground truth to compare our results, an optimization based on the IAE (Equation (14)), a
controller performance index widely used in literature [30], has been performed. Figure 3 shows the
graph resulting from applying the parameters Kp, 1/Ti and 1/Td obtained by minimizing the IAE and
in the Table 1 are presented the values of the global error function for these parameters. The results
show that the use of IAE performance index as metric for the optimization gives a rather high error in
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our metric (global error), caused by an oscillatory effect around the setpoint. Traditionally this problem
is solved by applying a low pass filter to the controller output, but the optimization strategy using our
metric eliminates this need. However, in order to compare the results of the different optimizations in
a realistic way, a simple moving average (SMA) low-pass filter with three periods of memory has been
added at the output of the system optimized with IAE and those results have been compared with the
previous optimizations.

For the graphical representation of the parameters in Table 1, the result of the optimization carried
out by the IAE is shown in the Figure 3. In this figure is represented the output of the system in
terms of speed and the value of the control signal, normalized in the [0,100] interval, considering
the case of the controller parameters optimized using IAE with raw output (a) and the controller
optimized with the IAE with a low pass filter at the output of the signal (b). This figure shows that the
results are clearly different, both resulting with oscillatory control actions, extreme in the case of the
unfiltered controller and softer in the case of the filtered one, less efficient than the controller optimized
through metaheuristic techniques, and with some delays in the response. In this case, using the IAE as
optimization index is impossible to assure the stability in the tuning optimization procedure, instead
of the optimization with the new global error function that avoids instabilities due the selection of
its parameters.

Table 1. Comparison of errors of the selected optimization methods.

Kp 1/Ti 1/Td Optimization Process
Error

Cross-Validation
Error ts (s) d (Decay Ratio) o

(kmh)
ess

(kmh) IAE

GA 0.081 0.0111 1.981 1.873 3.321 0.195 4.8 0.267 1.874 5.453
MA 0.083 0.0104 1.928 1.865 3.265 0.180 6.0 0.248 1.873 5.442

MADS 0.058 0.0114 2.870 1.919 3.304 0.166 3.267 1.289 1.947 5.531
IAE 0.511 0.001 2.609 15.106 15.493 0.547 115.159 1.331 0.741 4.192

Filt. IAE 0.511 0.001 2.609 3.7412 5.1618 0.357 5.574 0.075 2.567 11.038

Figure 3. Representation of the performance of IAE optimized controller, with the system output
unfiltered (a) and filtered (b).
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Figure 4. Representation of the performance of GA (a), MA (b) and MADS (c) optimized controllers.

Figure 4 shows the comparison between the PID controller with parameters optimized by GA, MA
and MADS, representing the resulting speed and the value of the control signal. In this case, the results
are very similar as indicated by the parameters used to calculate the global error of the controller,
specified in Table 1. The lower value of the global error function shows the better performance of
the MA (3.265) over the MADS (3.304) and GA (3.321). The three axes of the figure are quite similar,
meaning that all the methods converge to the same optimum. Anyway, there is a clear correspondence
between the overshoot of the control signal, being higher in the MADS, mainly in the speed reduction.

Figure 5 also represents a detail of the performance of MA in a single step response.
Finally, Figure 6 shows the comparison between PID controllers with optimized parameters using

the MA and MADS algorithms. As shown in Table 1, the global errors derived from the optimization
of the controller parameters using these methods are very similar, since the MADS is the second
optimization method with a lower value in this parameter. There are practically no differences between
the performance of both controllers, which means that, on the one hand, the graphical representations
of Figure 6 overlap and, on the other, that the optimization process has found the best values for the
adjustment of the PID parameters, which means that the optimization method can be considered
as concluded.
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Figure 5. Detail of the performance of MA in one step response.

Figure 6. Representation of the performance of MADS versus MA optimized controllers.

Additionally, signal disturbance tests have been carried out in order to analyze the proposed
controllers to study the robustness as well as the changes in the parameters of the model to test stability
of the controller in its complete range of actuation.

Table 2 represents the result of the robustness analysis for the case of a disturbance in the reference
signal of a 0.1% with random noise. This percent has been chosen from the speed sensor maximum
error specification of the selected model.

Table 2. Signal disturbance test results.

Cross-Validation Error ts (s) d (Decay Ratio) o (kmh) ess (kmh) IAE

GA 3.3944 0.2030 2.5906 0.2704 1.7271 5.4625
MA 3.3736 0.2084 2.6414 0.2499 1.732 5.4345

MADS 3.4230 0.1899 2.5420 0.2716 1.8053 5.5235
IAE 23.7196 0.6275 200.8048 0.9417 0.6916 4.2138

Filt. IAE 5.3917 0.2104 16.1354 0.098 2.5798 11.038

As shown in the table, the results in disturbance situations are very similar to the ideal case. This
fact means that the designed controllers are robust under disturbance.

Regarding the analysis of the stability of the system, the model has been modified by selecting the
maximum value of weight of the vehicle (2000 kg) and the results have been compared with the ideal
case initially selected (1400 kg). The results of this analysis have been represented in Table 3.

Table 3. Sensitivity analysis of the model against changes in the weight of the vehicle.

Cross-Validation Error ts (s) d (Decay Ratio) o (kmh) ess (kmh) IAE

GA 3.1666 0.2218 0.1203 0.2275 1.722 5.5649
MA 3.1524 0.2196 0.1279 0.2082 1.7279 5.5582

MADS 3.2197 0.2111 0.0009 0.2242 1.8078 1.8077
IAE 24.6843 0.744 203.8431 0.8666 0.6880 4.3846

Filt. IAE 4.5715 0.4 0.43596 0.0370 2.40 11.644

Those results show that the system cross-validation error remains in the same range than results
of the controllers previously trained, independently of the modification of the parameters of the model.
The only value strongly affected by the increasing of the weight of the vehicle is the decay ratio,
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drastically reduced in the GA, MA, and MADS cases. This reduction is caused by the subsequent
reduction of the acceleration rate of the car, making the model less reactive to the control signals.

Discussion

In this paper, a methodology for the adjustment of PID controllers has been presented, based on
(1) a new proposal of error metric as a linear combination of four classic estimators of the goodness
of the PID controllers, (2) the tuning of the parameters based on sequences of step-responses versus
evaluation with a single setpoint, which makes the tuning more robust to new situations, and (3) the
measurement of the error with a new sequence, different from that used in the tuning, which makes
the expected error more realistic in operation.

Under those premises, the parameter sets for a cruise control PID controller for an autonomous
vehicle with GA, MA, and MADS techniques have been obtained. All of them improve the ground
truth controller, designed using the IAE performance index as criteria, as well as with a version of this
controller with the output filtered in order to reduce oscillatory behaviours.

In the experimental optimization, the memetic algorithm obtains the best results of the three
methods studied, improving the error of the ground truth by 12%. The inferior performance of GA
and MADS may be due to the fact that the search space for the best parameters for PID controllers
seems to be dominated by a multitude of local minima, so local search processes lead to premature
convergence and facilitate a decline in these minima. Specifically, the MADS algorithm converges in
some executions to a different optimum, which seems to support the theory of multiple local minima.
The memetic algorithm, however, is able to find the global or quasi-global minimum thanks to its
ability to explore multiple solutions in parallel. In any case, the differences between all the controllers
are small, and they make for a good selection of the best controller parameters.

During the heuristic adjustment of the weight of the four error measurement parameters, i.e.,
α, β, γ, and δ, the enormous importance of their selected values, depending on the statistical result
obtained in the optimization, has been verified, since the optimization methods will try to find the
solution with least possible error and this optimization depends on how this error is defined. If the
error is not well defined, cases appear such as the one stated by the Goodhart law [37], in which
optimization is achieved successfully but the result, although the error is low, is not the desired one.
Table 1 shows that none of the algorithms exceeds all others in the four parameters measured on the
evolution of the signal. Although the MA is the one that provides the best global optimization and the
best optimizations for overshoot and ess, it obtains third place in ts and d.

In particular, very good solutions can be found regardless of the minimization of the number of
the decay ratio (which seems to be opposed to the other three error estimators), obtaining graphs like
those in Figure 7 in which they can provide excellent ess, overshoot and ts values at the expense of an
oscillatory control signal. These results are similar to those obtained with the traditional metrics AAE,
IAE, ITAE and ISE, which, by minimizing the quadratic error or its variants, despite small oscillations
at the cost of a shorter stabilization time, weighs much more on these error metrics.

Figure 7. Detail of some step responses disabling the decay ratio d (δ = 0), clearly showing the
oscillations in the controller performance.
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Finally, in reference to the computational cost of the optimization with the three proposed methods,
Table 4 shows the average results, considering a computer with an Intel I9 CPU (6 double core) and 16
GB of RAM.

Table 4. Computational cost of the optimization.

Average Time/Generation(s) Average Generations Total Time(s)

GA 1.18 20 23.6
MA 1.72 10 17.2

MADS 48.67 - 48.67

Clearly, the computational cost is very similar in all methods, mainly due the high-end hardware.

5. Conclusions

This paper presents an evaluation of the capacity of several metaheuristics for the adjustment of
the parameters Kp, Ki, and Kd of a PID controller for the regulation of the speed of an autonomous
vehicle. For this purpose, different adjustment parameters have been established based on a linear
combination of classic estimators of the goodness of the controller, such as overshoot, settling time,
steady state error and the decay ratio. These parameters have been compared with those obtained by
applying the controller to a computer model of the vehicle speed after estimating the parameters Kp,
Ki and Kd, both for a setpoint step-response sequence used in the tuning of the system parameters
(training) and for a different sequence (testing) and therefore unknown by the system, all implemented
in simulation using a simple dynamic model of the speed behaviour of a vehicle. As a result of these
simulations, a measure of the improvement of each metaheuristic has been carried out with respect to
the use of classical performance indexes like IAE. It has been shown that all the techniques improve the
adjustments made by optimizing IAE, and that memetic algorithms are those that generate an optimal
adjustment of the PID parameters.

The main novelty of the paper is not only the new weighted global function definition, but the
use of this function to finely tuning the gains of a PID controller using meta-heuristics optimization
techniques, comparing the performance of those methods with the classical optimization approaches,
based on IAE or similar performance criteria. The only similar approach in literature is the optimization
using the IAE or similar function as optimization criteria using generic algorithms [10–12], not memetics
or MADS. The results of those optimization using IAE or similar generate controllers with more
oscillations, as shown in the comparison used as ground truth in this paper. However, those oscillations
can be avoided using low pass filters, but then the IAE or similar performance criteria are always
worse than the alternative optimization through meta-heuristics.

As part of a future study, we are considering the possibility of adjusting the α, β, γ, and δ

coefficients using metaheuristics, and analyzing whether it is possible to improve control through
multiple PIDs that are automatically adjusted with the same methodology followed in this article.

Although the work related in this paper has been carried out in simulation, as future work, it is
proposed to test the controllers using physical autonomous vehicles as well as to conduct an online
fine tuning of the parameters using the same techniques.
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