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Abstract

The training phase in Deep Neural Networks has become an important source of computing resource
usage and the resulting volume of computation makes it crucial to perform efficiently on parallel architec-
tures. Data parallelism is the most widely used method, but it requires to replicate the network weights
on all processors, and to perform collective communications of the network weights. In this context,
model parallelism is an attractive alternative, in which the different layers of the network are distributed
over the computing processors. Indeed, it is expected to better distribute weights (to cope with memory
problems) and it eliminates the need for large collective communications since only forward activations
are communicated. However, to be efficient, it must be combined with a pipelined approach, which in
turn induces new memory costs. In this paper, our goal is to formalize pipelined model parallelism as a
scheduling problem, to establish its complexity, and to analyze the consequences of the assumptions that
are typically performed in practical solutions such as Pipedream.

1 Introduction
Deep Neural Network (DNN) training is a long and memory-intensive operation. Indeed, DNN training
requires performing numerous forward and backward computations, each on a subset of input data called a
batch. In turn, each forward and backward phases involve complex data dependences and induce memory
issues. In practice, parallel training is performed both on small groups of GPU machines and on large HPC
infrastructures [19], especially because HPC machines offer high-bandwidth and low-latency networks [14, 5].

The first approach to use parallelism at the level of the node is to make the best use of the available
multi-core by optimizing the individual compute kernels, which usually consist of tensor computations. This
approach has been widely used in the context of GPUs and TPUs and has made the success of frameworks
such as TensorFlow [1] or PyTorch [17]. At a larger scale, the best known approach to parallel DNN training
is the so-called data parallel approach. Using data parallelism [21], the model weights are replicated on all
participating nodes. Then, different mini-batches are trained in parallel on different nodes: all participating
nodes execute forward and backward phases in parallel, and thus all compute gradients for all weights in the
network. Synchronization between the nodes takes place at the end of the backward step, and all gradients
are collected and aggregated through collective communications. The above approach is possible as long
as two conditions are fulfilled: (i) the communication network infrastructure must be able to support the
collective communications of the weights without inducing too much idle time and (ii) each participating
node must be able to store all network (model) weights and activations corresponding to the processing of a
mini-batch.
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In many cases deep and heavy models bring better prediction quality, but they may induce memory
issues, which makes the training impossible. Several approaches were proposed to deal with this problem. In
general, the memory consumption during the training phase is composed of two main parts [10]: the storage
of forward activations (i.e. the outputs of all internal operations of the neural network) until the associated
backward operation and the storage of the network parameters (weights). To limit the memory requirements
resulting from the storage of network weights, a natural approach is to distribute the different layers of the
network over several computation resources. This approach, known as model parallelism, has been advocated
in many papers [6, 11, 15, 20]. Each batch is processed by a sequence of processors, and only activations are
communicated between processors. This approach is orthogonal to data parallelism and can naturally be
combined with it. Unfortunately, if batches are processed in sequence, model parallelism can actually reduce
memory requirements, but not accelerate computations because of the shape of data dependencies imposed
by back-propagation, as shown in [11, 15]. To obtain some speedup using this approach, it is necessary to
process several batches in parallel, using a pipelined approach. As we will see, in turn, processing several
mini-batches simultaneously induces extra memory requirements.

All known solutions for pipelined model parallelism [15, 16] rely on a certain number of assumptions, that
make the problem tractable and derive practical solutions. In particular, they only consider (i) contiguous
allocations, where each processor is assigned a contiguous set of layers from the network and (ii) 1-periodic
greedy schedules, where all processors alternate between forward and backward computations. In this paper,
our goal is to establish the complexity of both resource allocation and scheduling problems and to show that
from a theoretical perspective, allowing more general solutions (non-contiguous allocations and k-periodic
complex schedules with k > 1) provides significant improvement in terms of throughput. The rest of the
document is organized as follows. The related work is presented in Section 2. We introduce the notations and
the computational model we use in Section 3. We establish several complexity results for the search of the
optimal allocation of layers to resources in Section 4 and consider general periodic patterns in Section 5 and
non-contiguous allocations in Section 6. Finally, conclusions and perspectives of this work are proposed in
Section 7.

2 Related Works
To reduce the memory requirements related to the storage of forward activations, several approaches have
been proposed: re-materialization, based on discarding and recomputing activations on demand [12, 13] or
offloading [3], based on moving some of the activations from the GPU memory to the CPU memory during
the forward phase and then to bring them back in GPU memory when needed. Re-materialization is being
increasingly employed to reduce memory usage and or practical use, an implementation 1 of re-materialization
based on [2] has been proposed for PyTorch.

Another way of saving memory is to distribute memory load over multiple processors. In this way the
authors of [18] managed to implement data parallelism capable of training models with trillion parameters
using distributed cache mechanisms. Domain decomposition or spatial parallelism techniques can be used to
limit the memory needed to store the forward activations. In [7], dividing large images into smaller ones
makes it possible to train the network in parallel on the smaller images and a similar strategy has been
proposed for channel and filter parallelism in [8].

Many papers [11, 16] have recently explored the use of model parallelism, following the seminal contributions
of [11] and [15]. In [20], the authors observe that the scheduling strategy proposed in Pipedream is not
satisfactory to take communication costs into account and the number of models to be kept in memory has
been improved in [16]. Performing pipelined model parallelism efficiently requires to solve two issues: an
efficient allocation of layers of the network to the processors, and a schedule describing how to perform
the corresponding operations over time. Most of the literature on this question [11, 15, 16, 20] solves these
problems separately, and focuses largely on the first one. However, the actual memory usage depends strongly
on the actual schedule, thus these solutions typically require to reduce the throughput to make sure that the

1https://gitlab.inria.fr/hiepacs/rotor
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Figure 1: Dependency DAG for Forward-Backward Propagation

data fits in the processor memory.

3 Model and Notations

3.1 Notations
Like in the papers mentioned above [15, 16, 20], we consider linear (or linearized) DNNs, in which each
forward operation depends only on the result of the previous operation, so that the network is a chain of L
layers (see Figure 1). Each layer l, 1 ≤ l ≤ L is associated both to a forward operation Fl and a backward
operation Bl (see Figure 1). During training, the input activation a(0) goes through all the forward operations
to compute a prediction, the quality of which is estimated by a loss value L. Then, the parameter weights of
all layers have to be updated according to their effect on the loss, given by the partial derivative ∂L

∂a(l)
, where

the updates are performed by an optimizer, following some predefined strategy. Overall, data dependencies
are depicted in Figure 1.

We denote by a(l) the activation tensor output of Fl, l ≤ L and by b(l) = ∂L
∂a(l)

the back-propagated
intermediate value provided as input of the backward operation Bl. In the following, we use the following
notations:

• uFl
denotes the duration of the forward task on the layer l;

• uBl
denotes the duration of the backward task on the layer l;

• Wl denotes the memory occupation of the parameter weights for layer l;

• al denotes the memory occupation of the activation a(l) produced by Fl;

• al also corresponds to the memory occupation of the gradient b(l) produced by Bl+1, as each gradient
has the same size as the activation with respect to which it is calculated.

The goal of model parallelism is to distribute the layers of the DNN onto P computing resources (typically
GPUs denoted as processors in the rest of the paper) with limited memory M , so that each processor is in
charge of a subset of the layers. The input activation thus goes through all processors to compute the loss L,
and is then back-propagated through all layers in reverse order to compute the corresponding gradients and
update the weights. To avoid idle times, these computations are performed in a pipelined way (see Figure 2):
the GPU in charge of layer l may compute several forward operations Fl before processing the first backward
Bl, so that it could stay busy even while waiting for b(l) to be computed by the other GPUs.

Throughout this paper, we are interested in finding efficient task allocations and schedules. To help
navigate the different concepts that we use, we introduce some terminology. We define the input DNN as
a chain of layers (typically convolutional or dense layers), which are the basic operations that need to be
computed and a partitioning P of this chain is a collection of stages, where each stage contains a contiguous
set of layers. An allocation is an assignment of stages to the processors. An allocation is said to be contiguous
if each processor is assigned a single stage, and by extension a partitioning is contiguous if it contains at
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Figure 2: Pipelined schedule for 3 layers, 3 processors, and 4 iterations. The superscripts indicate iteration
numbers. Period is highlighted with dashed lines.
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(a) 1-periodic pattern for the schedule of Figure 2.
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(b) 2-periodic pattern for 3 layers where uF = uB = 1.

Figure 3: Examples of periodic patterns. The superscripts indicate shift values.

most P stages. To estimate memory requirements we also introduce groups of stages, where each group is
a set of stages which are contiguous with respect to the ordering of the chain. Let us remark that for a
fixed allocation, the results of this paper also hold true when taking communications into account. Indeed,
each communication between layer l on processor p and layer l + 1 on processor p′ can be represented as an
additional computation layer. It involves sending some activation a(l) between Fl on p and Fl+1 on p′, and a
gradient b(l) between Bl+1 on p′ and Bl on p, for a total time of 2al

β , where β is a bandwidth. Therefore,
we can transform an allocation on P processors with communication costs into a partitioning on 2P − 1
resources, without communications costs.

A schedule S of a given allocation specifies the timings of all compute operations. In order to keep the
description of schedules compact, we actually focus on periodic schedules. A schedule is periodic if it consists
in the repetition of a pattern, and more precisely k-periodic if the pattern contains each computation layer
exactly k times. We consider k-periodic patterns of period T , which specify for each operation (forward
and backward): the processor in charge of it, a starting time t, and an index shift h. This pattern is to be
repeated indefinitely: in the j-th period, this operation starts at time jT + t and processes the batch number
jk + h. By convention the shift of the first B1 operation of the pattern is always 0, so that if in some period
this B1 processes batch index i, an operation with shift h processes batch index i+h. A pattern is valid if the
schedule obtained in this way is valid, i.e. fulfills the dependencies of Figure 1. Figure 3a shows an example
of the 1-periodic pattern associated with the schedule of Figure 2, and Figure 3b shows a 2-periodic pattern.

3.2 Memory constraints
In addition to enforcing data dependencies, we need to ensure that the schedules fit into the memory capacity
M of the processors. As already noted, during the training phase, there are two main sources of memory
usage: parameter weights, and forward activations. As discussed in [16], it is sufficient to keep two versions
of the parameter weights. Moreover, as discussed in [18], a certain number of additional copies of the model,
for gradients and optimizer states, are required. Their number only depends on the choice of the optimizer
and not on the allocation or on the schedule. Overall, we denote with Wl the overall memory load induced
by assigning layer l to a processor. On the other hand, with pipelined executions, several forward activations
of a given layer l need to be stored in memory at the same time, and this depends on the particular schedule.
For instance, in the case of Figure 2, F 2

1 , F
3
1 and F 4

1 simultaneously reside in memory before B2
1 releases F 2

1 .
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For a schedule S, we define the number of concurrent activations (NCA) of layer l as the maximum
number of activations a(l) that are stored at any point in time. For a general schedule, this can be expressed
as ncal = maxt#Fl(t

′ < t)−#Bl(t
′ < t), where #Fl(t

′ < t) counts the number of Fl operations performed
until time t. For a k-periodic schedule S, ncal can be computed from the values of the shifts: for any Fl whose
shift is h, if the preceding Bl has shift h′, then the number of concurrent activations just after this forward
operation is h− h′. The value of ncal for S is thus the maximum value of h− h′ over all forward operations
Fl. As an example, in the pattern of Figure 3a, nca1 = 3 and nca2 = 2 (here it is necessary to duplicate the
pattern to find the preceding B2), while for the pattern of Figure 3b, nca1 = nca2 = 2. Given a schedule S,
if a processor p processes a set of layers Lp, its memory usage is given by MS(p) =

∑
l∈Lp

Wl + ncalal.

Formal optimization problem We can now formally define the scheduling problem for model parallelism.
We are given P processors with memory M and L layers with forward and backward computation times uFl

and uBl
, parameter occupation Wl and activation sizes al. A solution is represented by an allocation and a

corresponding valid k-periodic schedule S with a period T , so that for all processors p, MS(p) ≤M , and our
objective is to find a solution which minimizes the normalized period T/k.

4 Complexity Results
In this section, we analyze the complexity of this problem. We first show that even without memory
constraints, finding an optimal allocation is a hard problem. Then we consider the problem of finding a
pattern for a fixed allocation, and show that this problem is also NP-difficult.

In both cases, we use a reduction from the 3-partition problem [9]: given a set of integers {u1, u2, . . . , u3m}
such that

∑
i ui = mV , is it possible to partition it into m parts {S1, . . . , Sm} so that for any j ≤ m, |Sj | = 3

and
∑
i∈Sj

ui = V . This problem is known to be NP-hard in the strong sense.

4.1 General Problem
Proving the complexity of the general problem does not require to take memory constraints into account, and
only relies on the basic underlying allocation problem.

Theorem 1. The decision problem of determining if there exists an allocation and a periodic pattern whose
normalized period is at most T is strongly NP-Complete.

Proof. Given an instance of 3-partition, we consider the following instance of our problem:

• L = 3m, P = m;

• ∀l, al =Wl = 0, so that memory constraints are not a concern;

• ∀l ≤ L, uFl
= ul and uBl

= 0 (actually we can use any choice of values such that uFl
+ uBl

= ul).

and the decision problem is to determine if there exists a periodic schedule with period T = V .
Let us assume that there exists a solution to the 3-Partition instance. Then, we build a pattern where

each group Si is scheduled (in any order) on a different processor. There always exists a shift assignment
such that the schedule is valid. Since there is no memory issues (all sizes are set to 0), we obtain a valid
1-periodic schedule.

Let us now assume that there exists a pattern of normalized period T . Then, since one layer cannot be
split between two processors, then each processor is allocated to different layers for a total duration at most
T . Since the overall load is mT , the load on each GPU must be exactly T .
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4.2 Fixed Allocation Problem
In what follows, we prove that even when the allocation is given, i.e. if we know which layer is assigned to
which processor, the problem remains strongly NP-Complete, so that both the allocation and the scheduling
problems are hard. In this case, given a memory limit M and a task allocation on P processors, the goal is
to schedule tasks in periodical manner so that the resulting period is minimal. We prove below in Theorem 2
that even this simpler problem remains NP-hard in the strong sense, what shows that both scheduling and
resource allocation are difficult.

Theorem 2. The allocation of layers being fixed, the decision problem of determining if there exists a
periodic schedule of normalized period at most T is NP-Complete in the strong sense.

Proof. Given an instance of 3-partition, we consider the following instance of our problem, where the network
is depicted in Figure 4 and the processing resources are defined as follows:

• L = 6m, P = 2, M = m, the target period is T = 2mV ;

• al = 0 for l ≤ 4m, and al = 1 for 4m+ 1 ≤ l ≤ 6m, while Wl = 0 for all l;

• uFl
= V for l ≤ m or l ≥ 4m+ 1, and uFl

= ul−m for m+ 1 ≤ l ≤ 4m;

• uBl
= 0 for all l;

• P1 is assigned to all layers l for m+ 1 ≤ l ≤ 4m, and to even layers 4m+ 2, 4m+ 4, . . . , 6m;

• P2 is assigned to all layers l for l ≤ m, and to odd layers 4m+ 1, 4m+ 3, . . . , 6m− 1.

Let us assume that there exists a solution to the 3-Partition instance. Then, we build a pattern where
each group Si is scheduled as depicted in Figure 5. Since Wl = 0 for all l, the memory costs come from
storing the activations. Moreover, all operations Fl, l ≥ 4m+ 1 can use the same shift value. Since activation
sizes al are zero for l ≤ 4m, the shift values of the other forward operations have no effect on the memory
usage and can thus be chosen in a way that makes the pattern valid. Therefore, each layer l ≥ 4m+ 1 has
ncal = 1, so the memory usage on each processor is exactly m. This shows that there exists a valid pattern
of throughput T where all constraints are satisfied.

Let us now assume that there exists a valid schedule S of period T . For simplicity, we assume that S
is 1-periodic; however all the arguments can be generalized to a k-periodic schedule. We first prove that
operation F4m+1, . . . , F6m are scheduled as depicted in Figure 5. Since nca values are at least 1 and the
memory capacity is m, the pattern must satisfy ncal = 1 for these layers. Denote by h the shift of F6m; it is
easy to see that it is best for all Bl operations (whose durations are negligible) to be performed just after
F6m with the same shift h. Hence, the only way to obtain ncal = 1 for l ≥ 4m + 1 is to process Fj just
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before Fj+1 with the same shift value h. Since S has period T = 2mV , there can be no idle time between
these operations. Therefore, operations F4m+1, . . . , F6m are scheduled as depicted in Figure 5.

Then, the operations Fm+1, . . . , F4m with durations ui need to be scheduled on P1, where there are exactly
m holes of size V . Hence, the packing on these tasks into the holes creates a solution to the initial 3-partition
instance, what completes the NP-Completeness proof.

5 General Periodic Schedules for Contiguous Allocations
In this section, we analyze in more details the scheduling aspect of our problem. In the following, we
thus consider that the allocation is fixed and contiguous and scheduling is done at the stage level (sets of
consecutive layers), as scheduling inside stages is straightforward, which is equivalent to the special case of a
network of length P to be processed on P processors. We present two results in this context: we first show
how to compute, for a given period T , a 1-periodic pattern which minimizes the memory usage; then we
provide examples showing the benefit of using k-periodic schedules for k > 1.

To simplify the presentation, we use the notations bound to stages. For example, for stage si we compose
all forward operations and backward operations inside a stage into one forward step Fsi and one backward
step Bsi . We also denote U(si) as the total sum of all computational costs of some stage si.

5.1 Optimal 1-periodic Schedule
To reduce the number of concurrent activations, we propose the 1F1B∗(T ) algorithm to compute a pattern
for some fixed contiguous allocation P and a given period T . This algorithm works in three phases, described
in Algorithm 1.

Algorithm 1 Summary of Algorithm 1F1B∗ for a given period T .
Build G groups greedily such that

∑
s∈g U(s) ≤ T , starting from sP

Schedule operations within group g as an Equal Shift Pattern
Connect the groups with no idle time between the forward operations

Phase 1: Groups are built such that each group g satisfies the condition
∑
s∈g U(s) ≤ T . This is done

iteratively: start from the last stage sP , add stages sP−1, sP−2, . . . as long as the condition is fulfilled, then
start a new group with the last stage that was not added. This leads to G groups; for simplicity, groups are
numbered in the order of their creation, so that group 1 contains sP and group G contains s1.
Phase 2: Operations inside a given group g are scheduled with an Equal Shift Pattern where backward
operations have a fixed shift h, and forward operations have shift h+ g − 1.

Definition 1 (Equal Shift Pattern). An Equal Shift Pattern (V-shape) is a part of a schedule in which
consecutive forward operations are performed one after the other on their respective processors with the same
shift h, followed by the sequence of corresponding backward operations, all having the same index shift h′.
On each processor, the time between the forward operation and the corresponding backward is idle (as in
Figure 6a).

Phase 3: All these group schedules are then connected: to connect group g = (si, . . . , sj) and group
g − 1 = (sj+1, . . . , sk), the schedule starts Fsj+1 just after Fsj , with the same index shift. After this
connection, if any operation starts later than T , its starting time is lowered by T and its index shift decreased
by 1 (see Figure 6b).

It is easy to see that this algorithm produces a valid pattern. In the following, we prove that for a given
period T , the 1F1B∗ pattern minimizes the NCA of all layers, among all 1-periodic patterns. For this purpose,
we start by showing that the Equal Shift Pattern is necessary to avoid increasing the NCA between two
stages2

2all layers of the same stage have the same NCA
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Figure 6: Scheduling groups in 1F1B∗

Lemma 1. Consider any schedule S for a contiguous partitioning P. If successive stages verify ncasj =
· · · = ncasj+p

, then S contains a Equal Shift Pattern for these stages.

Proof. Since S fulfills the dependencies described in Figure 1, the following holds for any stage s

∀t, (#Fs(t′ < t)−#Fs−1(t
′ < t)) ≤ 0 ≤ (#Bs(t

′ < t)−#Bs−1(t
′ < t)) ,

so that ∀t, (#Fs(t′ < t)−#Bs(t
′ < t)) ≤ (#Fs−1(t

′ < t)−#Bs−1(t
′ < t)) and ncaSs ≤ ncaSs−1. Let us

consider stage j, we have ncasj = ncasj+1 . Therefore, there exists a time τ in S when the memory peak
is reached for both stage sj+1 and stage sj , which is only possible if #Fsj+1

(t′ < τ) = #Fsj (t
′ < τ) and

#Bsj+1
(t′ < τ) = #Bsj (t

′ < τ). This shows that Fsj and Fsj+1
process the same batch (and similarly for

Bsj and Bsj+1
). Furthermore, since memory peaks always take place after forward operations, no operation

can take place for stage sj between the end of Fsj and the start of Bsj : the input data for Bsj needs to be
produced by Bsj+1 , and processing another forward operation Fsj would increase ncasj . Recursively, for any
k ≤ p, all forward operations Fsj+k

process the same batch, and no operation can take place for stage sj+k
between the end of Fsj+k

and the start of Bsj+k
, which concludes the proof.

Theorem 3. Consider a contiguous partitioning P and any 1-periodic schedule S of period T . For any layer
l, the schedule S uses more concurrent activations than the schedule 1F1B∗(T ), i.e. ∀l,nca1F1B∗

l ≤ ncaSl .

Proof. It is easy to see that in 1F1B∗, a layer l of group g has nca1F1B∗
l = g. Assume that in S, ncasj =

ncasj+1
= · · · = ncasj+p

for some j and p. By lemma 1, there is an Equal Shift Pattern for stages sj to sj+p,
so if we denote by δj the delay between Fsj and the next Bsj (see Figure 6a), we have δj ≥ δj+1 + U(sj+1),
and recursively, δj ≥

∑j+p
k=j+1 U(sk). Since the period T is the time between two executions of Fsj in

S, it is clear that T ≥ U(sj) + δj , which yields: if ncasj = · · · = ncasj+p
, then T ≥

∑j+p
k=j U(sk). By

contradiction, assume now that for some stage si, the schedule S uses fewer concurrent activations than the
1F1B∗ schedule, i.e. ncasi < gi, where gi is the group number of stage si, and consider the largest such
index i (for larger indices j > i, we thus have ncasj = gj). Denote by si+1, . . . , si+p the group of stage si+1,
so that ncasi = ncasi+1 = · · · = ncasi+p = gi+1 < gi. By the previous result, T ≥

∑i+p
k=i U(sk). However,

according to the 1F1B∗ procedure, gi > gi+1 means that stage si could not fit in the group of si+1, which
can only happen if T <

∑i+p
k=i U(sk). This results in a contradiction and completes the proof.

For a fixed partitioning, all other memory requirements are constant and do not depend on the schedule,
so that 1F1B∗ schedule is optimal with respect to memory usage among all valid 1-periodic patterns. Note
that in case when each group consists of only one stage, 1F1B∗ behaves as 1F1B schedule used in [15].
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T = 2(k + 1)

Figure 7: k-periodic pattern for an homogeneous instance. The Equal Shift Pattern is highlighted in thick
red.

5.2 k-periodic Schedules
Theorem 4. ∀k, k-periodic schedules are sometimes necessary to reach optimal throughput, i.e. there are
examples where no j-periodic schedule with j < k is able to provide the same throughput as a k-periodic
schedule.

Proof. For a given k, let us consider an instance where P = L = k + 1, and M = k + 1. All layers have the
same durations3 uFl

= uBl
= 1 and activation sizes al = 1, and different weights: W1 = 1, Wl+1 = l for l ≥ 1.

For such an instance, the memory constraints imply that any valid schedule should satisfy nca1 ≤ k, and
ncal+1 ≤ k + 1− l for 1 ≤ l ≤ k.

Let us consider the k-periodic schedule obtained by unrolling the standard 1-periodic pattern with no
idle times, and removing all operations related to every (k + 1)-th batch. The resulting pattern has period
2(k + 1) and normalized period 2(1 + 1

k ). It is depicted on Figure 7 for k = 3. The highlighted Equal Shift
Pattern shows how this pattern ensures nca1 = k. On the other hand, consider any j-periodic schedule
S which satisfies the memory constraints. Since ncaS1 ≤ k, and since ncal values are non-increasing with
l, there must exist a layer l such that ncaSl = ncaSl+1. From Lemma 1, there is necessarily a Equal Shift
Pattern between these layers, during which layer l is idle for at least uF + uB = 2 units of time. The period
TS of S is thus at least 2j +2, leading to a normalized period at least 2(1+ 1

j ). If j < k, this is always higher
than the normalized period of the k-periodic pattern described above.

This example shows the benefit of considering more general schedules than the 1-periodic patterns usually
explored in the literature [15]. Furthermore, the simple k-periodic pattern used in this proof can easily be
applied to many practical cases where memory capacity is limited. Indeed, for a given contiguous allocation
with P stages, all such k-periodic patterns for k < P explore a tradeoff between throughput and memory
usage: lower values of k have higher normalized period, but lower values of ncal.

6 Contiguous vs General Allocations
Despite being widely used in practice, contiguous allocations can impose significant limitations on the
performance. In this section we compare the non-contiguous allocations with the contiguous ones, and we
show that in general non-contiguous allocations can reach a throughput which can be up to two times greater
than the one of contiguous allocations, when memory is not a bottleneck. While under memory constraints,
the improvement in the performance can be arbitrarily high. At the same time, as the non-contiguous
allocations are more flexible, they could be the only possible option to execute some large models. Unlike the
previous section, any resource can now accommodate an arbitrary set of layers (that can be non-consecutive),

3Our arguments actually apply to any homogeneous case where uFl
+ uBl

is constant over all layers l.
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thus we do not use the notions of stages and groups anymore. Moreover, we talk about processing costs of
layers as their combined computing times of forward and backward operations.

6.1 Without memory constraints:
As a simple starting example, a chain with 3 layers should be processed on 2 processors, where the processing
costs of each layer are 1, 2 and 1 respectively. It is clear that the smallest period achievable by a contiguous
allocation is 3: the second layer is sharing resource either with the first or the last layers. On the other hand,
a non-contiguous allocation allows to run the first and last layers on one processor, and the layer of cost 2
on the other processor, resulting in a period of 2 and no idle time on any processor. The overhead of the
contiguous constraint is thus 3

2 in this case. The following theorem shows that the exact ratio is actually 2 in
the worst case

Theorem 5. On any chain, the period of the best contiguous allocation is at most twice the period of the
best non contiguous allocation. Furthermore, for any k ≥ 1, there exists a chain for which the period of the
best contiguous allocation is 2− 1

k times larger than the best allocation.

Proof. To prove the first result, consider any chain C, and denote by T ∗ the period of the best non constrained
allocation for this chain. Clearly T ∗ ≥

∑
l uFl

+uBl

P , and T ∗ ≥ maxl(uFl
+ uBl

). We can build a contiguous
allocation with period at most 2T ∗ with a greedy Next Fit procedure: add layers to the first processor as
long as the total load is below 2T ∗, move to the next processor and repeat. Since no layer has cost more
than T ∗, each processor except maybe the last one has load at least T ∗. This shows that this procedure ends
before running out of processors.

Let us now prove the second statement, with an example inspired from [4]. For any k ≥ 1, let us set
ε = 1

2k+1 . Let P = 2k+1, and let us build the chain Ck with k+1 parts: the first k parts contain 4 layers with
computation costs (k, ε, k− 1, ε) ; the last part contains one layer of cost k, (k− 2)(2k+1)+ 1 layers of cost ε,
and one layer of cost 1. Note that the total number of layers of cost ε is 2k+(k−2)(2k+1)+1 = (k−1)(2k+1).

There exists an allocation with period T ∗ = k for chain Ck: k + 1 processors process a layer of cost k, 1
processor processes a layer of cost k − 1 and the layer of cost 1, and k − 1 processors process a layer of cost
k − 1 and 2k + 1 layers of cost ε. In this allocation, no processor has any idle time.

Chain Ck contains 2k + 2 layers with cost at least 1. On any contiguous allocation on 2k + 1 processors,
at least one processor p processes two such layers. If it processes one layer of cost k and one of cost k − 1, it
also processes the layer of cost ε between them, and thus its load is at least as 2k − 1 + ε. If it processes the
layer of cost 1 and the last layer of cost k, it also processes all layers of cost ε in between, for a total load
at least k + ((k − 2)(2k + 1) + 1) ε+ 1 = 2k − 1 + ε. This shows that there is no contiguous allocation with
period 2k − 1 or less, which concludes the proof.

6.2 With memory constraints:
The situation is worse when we explicitly take memory into account. Further, for the sake of simplicity, we
do not consider activation sizes but model weights only.

Lemma 2. Non contiguous allocations are sometimes required in order to process training under memory
constraints.

Proof. It is easy to see on the following example: the chain with 3 layers, whose weights Wl are respectively
1, 2 and 1, and it should be executed on 2 processors with memory limit M equal to 2. In such case,
contiguous allocations are not possible, as they demand at least a memory of size 3. On the other hand, with
non-contiguous allocations allowed, first and the third layers can be placed on one device, leaving the second
layer alone on the other device, which provides a valid allocation.

Theorem 6. If there exist both a valid contiguous allocation and a valid non-contiguous allocation given
a memory constraint, then the ratio between achieved throughputs in the non contiguous and contiguous
settings can be arbitrarily large.
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Figure 8: Bad Ratio for Contiguous Allocations and Memory Constraint

Proof. Let us consider the chain depicted in Figure 8. For an arbitrarily chosen k, this chain consists of a
sequence of k layers with processing cost 1 and model weight M − 1, followed by a layer with processing cost
k and model weight M and followed by k layers with processing cost k − 1 and model weight 1. We want to
execute this chain on P = k + 2 resources with memory limit M ≥ k.

Then, a valid solution consists in grouping, ∀i ≤ P layer i and layer k + i+ 1 on processor i, to dedicate
processor k + 1 to layer k + 1 and to leave processor k + 2 idle. The required memory M − 1 + 1 can fit into
the memory and the processing time on each ressource is k + 1. This gives us a final period T ∗ = k.

If we use contiguous allocation, the first k + 1 layers must be on separate processors, because of the
memory contraint. Then, the last k layers must be on the last remaining processor, that should be feasible
due to M ≥ k. In such scenario, the period is at least as k(k− 1), which is k− 1 times larger than the one of
non-contiguous allocation, which concludes the proof.

7 Conclusion
In this paper, we consider the possibility of applying model parallelism, which is an attractive parallelization
strategy that allows in particular not to replicate all the weights of the network on all the computation
resources. Following the ideas proposed in PipeDream [15] we consider the combination of pipelining and
model parallelism, which allows to obtain a better resource utilization. Then, model parallelism can be
enhanced with data parallelism to improve scalability.

Nevertheless, the combination of pipelining and model parallelism requires to store more activations at
the nodes, which in turn causes memory consumption problems. The practical solutions proposed in the
literature rely on a number of hypotheses, and limit the search to greedy 1-periodic schedules and contiguous
allocations. On the contrary, we analyze in detail the complexity of the underlying scheduling and resource
allocation problems, and prove that these hypotheses prevent, in the general case, to find optimal solutions,
which reinforces the interest of the search for more general strategies.
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