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Computable Measure Theory and Algorithmic
Randomness

Mathieu Hoyrup and Jason Rute

Abstract We provide a survey of recent results in computable measure and prob-
ability theory, from both the perspectives of computable analysis and algorithmic
randomness, and discuss the relations between them.

1 Introduction

The underlying topic of this chapter is computable probability theory, considered
from two angles. The first angle follows the traditional approach of computable
analysis, where the goal is to develop effective versions of classical notions and to
study the effectiveness of classical theorems. These notions and theorems mainly
come from measure theory in which probability theory is grounded. Therefore, the
first part of this chapter is devoted to computable measure theory. The second direc-
tion is the algorithmic theory of randomness, whose goal was originally to define
what it means for an individual object to be random, using computability theory.
These two approaches have been developed in parallel for a long time, but their in-
teraction has recently become a fruitful research direction, surveyed in this chapter.

Let us give a quick overview of the typical questions that are studied in the vast
area of computable probability theory. A recurrent topic in computable analysis is
to investigate the effectiveness of existence theorems. Many theorems in probability
theory are convergence theorems. How to analyze such theorems from a computabil-
ity perspective? A theorem stating the convergence of a sequence can be presented
as an existence theorem: it asserts the existence of an index from which the terms of
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the sequence are close to the limit. This leads to investigating the computability of
the speed of convergence, i.e. of the aforementioned index given the prescribed dis-
tance to the limit. It happens that many convergence theorems are not computable in
this way (for instance, martingales convergence theorems or ergodic theorems). This
was observed by Bishop in the context of constructive analysis, in his Foundations
of Constructive Analysis (p. 214 in [19]):

Certain parts of measure theory are hard to develop constructively, because limits that are
classically proved to exist simply do not exist constructively.

So it looks like it is the end of the story. However there is another way of inter-
preting an almost-sure convergence theorem as an existence theorem: it states the
existence of a set of full measure on which pointwise convergence holds. So the
computability problem amounts to studying the computability of this full measure
set.

Some of the computable approaches to measure theory fail to provide useful
computability notions for full measure sets: the full measure sets are all computable
because they are all equivalent to the whole space. One needs a finer look into the
computability of those sets, and Algorithmic Randomness provides this.

Algorithmic Randomness starts with Martin-Löf’s seminal paper [85] where he
introduces a notion of effective null set, nowadays called Martin-Löf null set. Such
a notion enables one to define what a random point is: it is a point that does not
belong to any effective null set, which makes sense as there are countably many such
sets hence their union is again a null set. Since then Algorithmic Randomness has
been studied in several directions. We will only present the part that interacts with
computable measure and probability theory and will not mention its interactions
with computability theory and Kolmogorov complexity, a large part of which can
be found in [82, 95, 32].

The goals of this chapter are to present the main results obtained in recent years,
a comprehensive bibliography as well as the basic definitions, tools and techniques
needed for this development. We include proofs of simple results, some of them
appearing nowhere explicitly, and so that the reader can quickly understand how
they work and confidently use them. As for the deeper and more complicated results,
we refer to the corresponding research articles, where the proofs can be found. When
possible, we give an outline of the proof, or at least some intuition about how it
works.

2 Computable measure theory

2.1 Background from computable analysis

We assume familiarity with basic notions from computability theory (computable
set of natural numbers, computably enumerable (c.e.) set, computable function,
etc.). We give a couple of central notions from computable analysis. References
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will be given where needed. The standard reference for computability on countably-
based spaces is [116].

A computable metric space is a triple (X ,d,S) where (X ,d) is a separable metric
space and S = (si)i∈N is a sequence of points of X , called simple points, such that
the reals numbers d(si,s j) are uniformly computable. A name of a point x ∈ X is a
function f :N→N such that d(x,s f (i))< 2−i for all i. A point is computable if it has
a computable name. The basic metric balls are the metric balls centered at simple
points with rational radii, and have a canonical indexing (Bi)i∈N. An open set U ⊆ X
is an effective open set if U =

⋃
i∈E Bi for some c.e. set E ⊆ N. A function f :

X→Y between computable metric spaces is computable if there is an oracle Turing
machine reading a name of x and outputting a name of f (x). Equivalently, f is
computable if for each basic ball B ⊆ Y the pre-image f−1(B) is an effective open
subset of X , uniformly in the index of B.

A compact set K ⊆ X is an effective compact set if there is a computable enumer-
ation of the finite sets F ⊆N such that K ⊆

⋃
i∈F Bi. Let K ⊆ X be an effective com-

pact set. Its complement X \K is effectively open. If U is effectively open then K \U
is effectively compact. If f : K→Y is computable then f (K) is effectively compact.
If f is moreover one-to-one then f−1 : f (K)→ K is computable.

For instance, R with the Euclidean metric and a canonical enumeration (qi)i∈N of
the rational numbers is a computable metric space. We denote by R< the set of real
numbers with a different naming system, or representation. In that space, a name
of x ∈ R< is a function f : N→ N such that x = supi q f (i). A real number is lower
semicomputable or left-c.e. if it has a computable name in this sense.

2.2 Framework

The most general way of defining measures goes through the abstract notions of
ring, algebra, σ -ring, σ -algebra, outer measure, etc. Effective counterparts to this
development have been investigated and used in several articles [120, 121, 69, 70,
119, 118].

Another approach, less general but covering a wide range of applications, is to
restrict oneself to spaces with a structure (for instance a separable metric), on which
computable analysis is already settled, and to work with the measurable structure
induced by it (for instance the Borel σ -algebra, generated by the open sets). Many
articles in the literature follow this approach, which we will adopt here for the fol-
lowing reasons.

The practical reason is that manipulating a computable measurable structure, in
addition to other structures, is rather heavy. The mathematical reason is that results
from ordinary measure and probability theory are often stated on spaces with more
structure than just a measurable structure, like a metric for instance, and hold only
on such spaces. As a result, the computable structures from mainstream computable
analysis are usually sufficient to investigate computable measure theory. Finally, the
approach of working with a fixed ring shows its limits when the measure is not fixed
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and computable but is a variable object of the problem. This limitation manifests it-
self in several ways. Each ring induces its own notion of computable measure, even
among the computable rings, so the underlying ring should evolve at the same time
as the measure. The topology induced by the representation of measures associated
with a fixed ring is not the important weak∗ topology. Intuitively, fixing a ring and
representing a measure by giving the weights of the ring elements introduces artifi-
cial discontinuities, similar to representing real numbers by their binary expansions.

For all these reasons we have chosen to follow the second approach by working
on computable metric spaces only and considering Borel measures. It avoids too
many additional definitions and it is sufficient for most purposes. Moreover we will
restrict our attention to probability measures for simplicity.

We are implicitly working in the framework of Type-Two computability and rep-
resented spaces, but there other options. A complete approach to computable mea-
sure theory has been developed by Edalat [33, 34] in the framework of domain
theory.

2.2.1 Representing and computing with probability measures

Let X be a computable metric space. A Borel probability measure can be equiva-
lently represented as (see [49, 107] for instance) :

• A function O(X)→ R< mapping an open set U to µ(U),
• A function C (X , [0,1])→R mapping a bounded continuous function f to

∫
f dµ ,

• A function N→ R< mapping an index of a finite union of balls to its weight,
• A point in the computable metric space M1(X) of Borel probability measures

endowed with the Prokhorov metric.

Here R denotes the space of real numbers with the Euclidean topology while R< de-
notes the space of real numbers with the topology induced by the semi-lines (x,+∞).

In particular,

Definition 2.1 (Computable measure). A Borel probability measure µ is com-
putable if the following equivalent conditions hold:

• The measure of a finite union of basic metric balls is uniformly lower semicom-
putable,

• The measure of an effective open set is uniformly lower semicomputable,
• The integral of a bounded computable function h : X → [0,1] is uniformly com-

putable.

More generally, a finite measure µ is computable if µ(X) is a computable real
number and the normalized measure µ/µ(X) is a computable probability measure.
Computability of σ -finite or general measures can be defined in similar ways, with
variations.

If µ is a computable Borel probability measure then the measure of a basic
ball B(s,r) is lower semicomputable but is not necessarily computable. However
one can take a class of radii other than the rationals to make the measures of basic
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balls computable. This is done by ensuring that µ(B(s,r)\B(s,r)) = 0 [21]. These
new balls are called µ-continuity balls.

A computable Riesz representation theorem is proved in [84, 71]: a measure can
be equivalently represented as the positive linear functional mapping continuous
real-valued functions with compact support to their integrals. The result is proved for
locally compact Hausdorff spaces satisfying computability assumptions, and Borel
regular measures.

A measure can be alternatively represented as a valuation on the lower semicon-
tinuous functions [33, 107].

2.2.2 Effectively approximable sets and functions

The notion of a computable function expresses the intuitive idea of an algorithm
processing an input and producing an output. Computable functions being neces-
sarily continuous, this notion is sometimes too restrictive and one needs a weaker
notion, based on the idea that the algorithm performing the computation is allowed
to make mistakes on a small set of inputs, in a controlled way. This is the motiva-
tion underlying the notion of an effectively approximable function. This definition
was introduced by Ko [79] on Euclidean spaces and generalized to other topological
spaces by Bosserhoff [21].

Definition 2.2. Let X ,Y be computable metric spaces and µ a computable Borel
probability measure over X . A function f : X → Y is effectively µ-approximable if
there exists an oracle Turing machine that given a name of x∈ X and a rational ε > 0
outputs a name of f (x) for all x in a set of measure at least 1− ε .

One may require a weaker condition: given ε,δ , the machine computes f (x)
at precision δ for all x in a set of measure at least 1− ε . This apparently weaker
requirement is actually equivalent to the one given in the definition and is sometimes
simpler to prove. Moreover it is sufficient to check this condition only when δ = ε .

Example 2.3 (Random harmonic series). If a binary sequence s ∈ {0,1}N is ob-
tained by independently tossing a fair coin then the sum

f (s) = ∑
n≥1

(−1)sn

n

converges almost surely. Can the sum be computed from s? The function s 7→ f (s)
is not computable because it is obviously not continuous: knowing the n first values
of s gives no information about the limit, which can be any real number.

However one can easily prove that the function f is effectively approximable
w.r.t. the uniform measure over {0,1}N. Let δ ,ε be positive rational numbers.
For each m, consider the random variable Tm = ∑n>m(−1)sn/n, whose expected
value is E[Tm] = 0. Its variance E[T 2

m ] = ∑n>m 1/n2 converges effectively to 0
as m grows, so by Chebyshev’s inequality P[|Tm| ≥ δ ] ≤ E[T 2

m ]/δ 2 can be taken
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as small as we want, in particular smaller than ε , by taking m sufficiently large. The
sum ∑

m
n=1(−1)sn/n is then δ -close to f (s) for all s in a set of measure at least 1−ε ,

and that finite sum can be uniformly computed from s and ε,δ .

Example 2.4 (Pólya urn). In an urn starting with one black ball and one white ball,
at each round one draws a ball at random and put it back into the urn together with
a new ball of the same color. The sequence of observed colors follows a probability
distribution µ over {0,1}N (interpreting 1 as black and 0 as white for instance)
defined by

µ([u]) =
(|u|0)! · (|u|1)!

(1+ |u|)!
,

where u ∈ {0,1}∗, |u|0 is the number of occurrences of 0 in u and |u|1 is the num-
ber of occurrences of 1 in u (0! evaluates to 1 here). For µ-almost every outcome
sequence s ∈ {0,1}N, the frequency of 1’s in the sequence converges to a real num-
ber p(s). Can p(s) be computed from s? Again the function p is heavily discontin-
uous hence not computable, but one can prove that it is effectively µ-approximable.
This can be done as in the previous example by showing that the speed of conver-
gence is effective (this will be formalized in Section 2.2.5), or by a more abstract
argument that will be presented in Examples 2.27 and 4.14.

The notion of effective approximability for functions has an immediate counter-
part for sets [79].

Definition 2.5. Let X be a computable metric space and µ a computable Borel prob-
ability measure over X . A set A ⊆ X is effectively µ-approximable if its character-
istic function 1A : X →{0,1} is effectively µ-approximable.

If A⊆ X is effectively µ-approximable then µ(A) is computable.

Example 2.6 (Smith-Volterra-Cantor set). The Smith-Volterra-Cantor set, which is
also known as the fat Cantor set, is a nowhere dense closed subset of [0,1] that has
positive Lebesgue measure. It is obtained by starting from [0,1] and by removing,
at each stage n ≥ 1, subintervals of width 1/4n from the middle of each remain-
ing interval. The limit set has Lebesgue measure 1/2. This set is effectively λ -
approximable, by the next observation.

Proposition 2.7 (Ko [79]). Let A be an effective closed set or an effective open set. A
is effectively µ-approximable if and only if µ(A) is computable.

If f : X → [0,+∞] is effectively µ-approximable and bounded then
∫

f dµ is
computable.

If f : X → [0,+∞] is effectively µ-approximable but is unbounded then
∫

f dµ is
not necessarily computable, but is always lower semicomputable.

Example 2.8 (Non-computable integral). Let (ni)i∈N be a computable sequence enu-
merating a non-computable set A⊆N such as the halting set. The piecewise constant
function f : [0,1]→ [0,+∞) defined by f (x)= 2−ni+i+1 on (2−i−1,2−i] and f (0)= 0
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is effectively λ -approximable (there is an algorithm that computes f outside the null
set {0}∪{2−i−1 : i ∈N}) but its integral is ∑n∈A 2−n which is not a computable real
number.

Composing effectively approximable functions can be done for an appropriate
choice of the involved measures. A measurable function f : X→Y pushes any mea-
sure µ over X to a measure over Y , denoted by µ f and called the push-foward of µ

under f . It is defined by µ f (A) = µ( f−1(A)) for all measurable sets A.

Proposition 2.9 (Bosserhoff [21]). If f : X → Y is effectively µ-approximable
then the push-forward measure µ f is computable. If g : Y → Z is effectively µ f -
approximable then g◦ f is effectively µ-approximable.

Proof. To prove that ν is computable, we show that if h : Y → [0,1] is a bounded
computable function then

∫
hdν is computable, uniformly in h. By definition of µ f ,

one has
∫

hdµ f =
∫

h◦ f dµ . The function h◦ f is effectively µ-approximable (sim-
ply compose the algorithms for f and h) so

∫
h◦ f dµ is computable as h is bounded.

Everything is uniform in h.
If g is effectively µ f -approximable then the algorithms approximating f and g

can be easily composed to approximate g◦ f . �

The computational complexity of integration has been investigated by Ko [79]
and Kawamura [73], for continuous functions on [0,1] with the Lebesgue measure.
They essentially proved that the complexity of integration corresponds to the count-
ing class #P and is in some sense complete for this class. For other measures than the
Lebesgue measure, the dependence of the complexity of integration on the measure
has been investigated by Férée and Ziegler [35].

2.2.3 Effective measurability

Computable functions can be seen as the effective version of continuous functions:
a function f is computable if and only if it is effectively continuous in the sense
that the pre-image of effective open sets are effective open sets, uniformly; also, a
function is continuous if and only if it is computable relative to some oracle.

In the same way, the weaker notion of effectively approximable function can be
interpreted as the effective counterpart of a classical notion, measurability. To this
end, we briefly present a notion of computability and a representation for measur-
able sets.

Let X be a computable metric space and µ a computable Borel probability mea-
sure over X . The set of Borel subsets of X can be endowed with a pseudomet-
ric dµ(A,B) = µ(A∆B). The quotient of this pseudometric space by the equivalence
relation A≡µ B ⇐⇒ dµ(A,B) = 0 is a separable metric space. We now show how
to choose a countable dense subset in order to make it a computable metric space.

The space X has a topological basis of sets whose measures are computable real
numbers. This basis is obtained by computing a sequence of positive real num-
bers (ri)i∈N that is dense in (0,∞), such that µ(B(s,ri)\B(s,ri)) = 0 for all i and s
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in the countable dense subset associated to X (see [21]). The ring R obtained by
taking the closure of this basis under finite unions and complements has a canoni-
cal numbering R = {Ri : i ∈ N}. One can then take R as a dense sequence in the
quotient space of measurable sets.

The computable metric space of (equivalence classes of) measurable sets in-
duces a representation and a computability notion for measurable sets: A is repre-
sented by any Cauchy sequence of ring elements converging fast to A in the pseudo-
metric dµ . An equivalent representation consists in describing the sequence of real
numbers µ(A∩Ri).

The next definition and result appeared in [79] on R and in [21] on general spaces.

Definition 2.10. A set A is effectively µ-measurable if the following equivalent con-
ditions hold:

• Given a positive rational ε one can compute, uniformly in ε , a finite union Aε of
basic µ-continuity balls such that µ(A∆Aε)≤ ε ,

• Given i one can compute µ(A∩Ri) uniformly in i.

Proposition 2.11. A set is effectively µ-approximable if and only if it is effec-
tively µ-measurable.

For a proof, one can consult [79, 21]. Other ways of representing measurable sets
have been investigated on general measurable spaces with σ -finite measures [120,
119]. One can also define the notion of an effectively µ-measurable function and
prove that it is equivalence to effective µ-approximability. We do not include it here
as it would require some extra definitions and will not be used in this chapter. The
interested reader can consult [79, 118].

2.2.4 Lp-spaces and absolute continuity

For each computable real number p, the space Lp(X ,µ) is a complete separable met-
ric space that is naturally a computable metric space. The finite linear combinations
with rational coefficients of characteristic functions of elements of R are dense and
their canonical numbering makes the metric

d( f ,g) = ‖ f −g‖p =

(∫
X
| f −g|p dµ

)1/p

computable. This structure induces a representation of the elements in Lp(X ,µ),
which are equivalence classes of functions under µ-almost everywhere coincidence,
and a notion of Lp(X ,µ)-computable function.

Definition 2.12. A measurable function f : X → R is Lp(X ,µ)-computable if its
equivalence class is a computable element of Lp(X ,µ).

Several characterizations of Lp-computable functions have been obtained [99,
122]. Lp-computability is not far away from effective approximability, as the next
result shows (an indirect proof appears in [66]).
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Proposition 2.13. A function f : X → R is Lp(X ,µ)-computable if and only if it is
effectively µ-approximable and ‖ f‖p is computable.

Any non-negative function in L1(X ,µ) induces a finite measure ν with density f
w.r.t. to µ:

ν(A) =
∫

A
f dµ.

(here we assume that ‖ f‖1 = 1 so that ν is a probability measure). The measure ν is
absolutely continuous w.r.t. µ , written ν � µ , which means that for every measur-
able set A, µ(A) = 0 implies ν(A) = 0. The Radon-Nikodym theorem asserts that
every absolutely continuous measure can be obtained this way. The function f is
called the Radon-Nikodym derivative of ν w.r.t. µ and is denoted by dν

dµ
.

The computability of the correspondence between absolutely continuous mea-
sures and densities in L1 has been investigated. We present a few results in this
direction.

Definition 2.14 (Effective absolute continuity). Let µ,ν be Borel probability
measures. We say that ν is effectively absolutely continuous w.r.t. µ if there ex-
ists a computable function ϕ : N→ N such that µ(A)≤ 2−ϕ(n) implies ν(A)≤ 2−n

for all Borel sets A.

In that case, the function mapping µ-measurable sets to ν-measurable sets
is well-defined and computable: any µ-approximation of A at precision 2−ϕ(n)

is a ν-approximation of A at precision 2−n. It implies that every effectively µ-
approximable set A⊆ X or function f : X → Y is also effectively ν-approximable.

Observe that if ν ≤ cµ for some constant c then ν is effectively absolutely con-
tinuous w.r.t. µ and dν

dµ
is essentially bounded by c. The next result is indirectly

proved in [87].

Proposition 2.15. Let µ be a computable probability measure and f be a non-
negative L1(X ,µ)-computable. The measure ν defined by dν

dµ
= f is computable

and effectively absolutely continuous w.r.t. µ .

Proof. In order to prove that ν is computable, we show that the integral
∫

hdν =∫
f hdµ of any computable bounded function h : X→ [0,1] is uniformly computable.

One has
∫

f dµ =
∫

f hdµ +
∫

f (1−h)dµ . Both f h and f (1− h) are effectively µ-
approximable, so their integrals are lower semicomputable. As their sum is com-
putable, they are computable as well.

We now show that ν is effectively absolutely continuous w.r.t. µ . Given ε , as f
is L1-computable one can effectively find a bounded computable function h : X→R
such that

∫
| f −h|dµ < ε/2. Let N be an upper bound on |h| and δ = ε/(2N).

If µ(A)≤ δ then

ν(A) =
∫

A
f dµ =

∫
A
( f −h)dµ +

∫
A

hdµ ≤ ε/2+Nµ(A)≤ ε. �

However, the Radon-Nikodym theorem is not computable, even assuming effec-
tive absolute continuity.
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Theorem 2.16 (Hoyrup, Rojas, Weihrauch [70]). There exists a computable
probability measure over [0,1], effectively absolutely continuous w.r.t. the Lebesgue
measure λ , whose Radon-Nikodym derivative is not L1([0,1],λ )-computable.

As often, the proof uses the technique appearing in the proof of Pour-El and
Richards First Main Theorem [100] stating that a certain class of discontinuous
operators do not preserve computability: the discontinuity can be used to encode the
halting problem.

Proof. The operator mapping f ∈ L1([0,1],λ ) to the measure ν with density f
is continuous (and even computable), but its inverse is not. For instance, the se-
quence fn(x) = 1+ sin(2πnx) does not converge to f∞(x) = 1 in L1 but the corre-
sponding measures νn converge to ν∞.

Now for n ∈ N, let t(n) ∈ N ∪ {∞} be the halting time of Turing machine
number n. The sought density function is f = ∑n≥1 2−n ft(n). One can easily see
that the corresponding measure ν = ∑n≥1 2−nνt(n) is computable because the map-
ping n 7→ νt(n) is computable. However, f is not L1-computable as

∫
| f −1|dλ =

2
π ∑n:Mn halts 2−n is not a computable real number.

Observe that | f | ≤ 2, so ν ≤ 2λ hence ν is effectively absolutely continuous
w.r.t. λ .

Moreover the operator mapping an absolutely continuous measure to its derivative
is strongly Weihrauch equivalent to the operator lim.

2.2.5 Effective convergence

Many theorems in measure and probability theory are about convergence of func-
tions or random variables. There are many types of convergence, the most classical
ones being:

• Convergence in Lp-norm,
• Almost sure convergence,
• Convergence in probability,
• Convergence in distribution.

In order to carry out a computable analysis of convergence theorems, one has to
define effective versions of these notions. Usually a sequence converges to a limit
if for every prescribed precision one can find a rank from which the sequence is
close to the limit within that precision. This formulation has an immediate effective
version, where the rank can be uniformly computed from the given precision. This
is the approach we present here. We will see in Section 3 another way of analyz-
ing the computable content of almost sure convergence theorems, using algorithmic
randomness. The next definition appeared in [112].

Definition 2.17. Let µ be a probability measure over X and fn, f : X → R be mea-
surable functions. We say that fn converges effectively µ-almost surely to f if
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∀ε > 0,∃n, µ({x ∈ X : ∃p≥ n, | fp(x)− f (x)|> ε})≤ ε (1)

and n ∈ N can be uniformly computed from ε ∈Q.
We say that fn converges effectively in probability to f if

∀ε > 0,∃n,∀p≥ n, µ({x ∈ X : | fp(x)− f (x)|> ε})≤ ε (2)

and n ∈ N can be uniformly computed from ε ∈Q.

Observe that (1) is equivalent to the more usual formulation of µ-almost sure
convergence

µ({x ∈ X : fn(x) converge to f (x)}) = 1. (3)

As in the classical setting, these effective convergence notions are interrelated.

• Effective almost sure convergence implies effective convergence in probability,
• Effective convergence in Lp-norm implies effective convergence in probability,
• When the sequence is bounded by an Lp-computable function, effective conver-

gence in probability implies (therefore, is equivalent to) effective Lp-convergence.

We will see that many convergence theorems from probability theory are not
computable, in the sense that the convergence is not effective in any sense (Theo-
rems 2.21, 3.7, 3.8). Such negative results can often be proved by showing that the
limit is not effectively approximable, thanks to the following result, appearing in
[67].

Proposition 2.18. Let fn : X → R be uniformly effectively µ-approximable. If they
converge effectively in probability to f : X→R then f is effectively µ-approximable.

Proof. To compute f with probability of error δ and at precision ε , compute fn
at precision ε/2 with probability of error δ , where n is associated with ε/2 in the
effective convergence.

The proof of this proposition is essentially the argument that we used to show
that the limit of the random harmonic series is effectively approximable (Example
2.3).

2.3 Results in computable measure and probability theory

Many results from measure theory have been investigated in computable analysis.
Some of them are about the computability of certain measures, others are about the
computability of convergence theorems.

The operation of conditioning a measure is a fundamental construct in measure
theory. Its (non-)computability has been investigated in [1, 2].

In addition to the results presented here, the computability of invariant measures
of dynamical systems has been investigated in [55, 56]. The problem of computing
pseudo-random points, i.e. points satisfying prescribed properties that hold almost
surely, has been investigated in [12, 52, 54].
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2.3.1 Conditioning

Conditioning is a fundamental concept in probability theory. Its (non-)computability
has been investigated by Ackerman, Freer and Roy [1, 2]. They prove that the opera-
tion of conditioning a probability measure is not computable in general. We present
a similar result, whose proof is based on the non-computability of the Radon-
Nikodym theorem (Theorem 2.16).

Let π is a Borel probability measure over a product space X ×Y and πX its
marginal measure over X defined by πX (A) = π(A×Y ) for Borel sets A ⊆ X . One
can define the conditional probability measures π(.|x) over Y for πX -almost all x ∈
X , such that π is a combination of these measures: π(A×B) =

∫
Aπ(B|x)dπX (x).

The function from X to M1(X) mapping x to π(.|x) is called a disintegration of π .
It is not unique, but two such disintegrations must agree πX -almost everywhere.
Usually these mappings are not continuous, so they cannot be computable. In [1] it
is proved that even when a disintegration is discontinuous on a set of measure 1, it
need not be computable on a set of measure 1. In [2] it is proved that even when
there is a unique continuous disintegration, it need not be computable. The non-
computability is also expressed in terms of Weihrauch degrees: the disintegration
operator is strongly Weihrauch equivalent to lim.

We present another example, based on the non-computability of the Radon-
Nikodym derivative. Indeed, conditional probabilities are usually constructed us-
ing the Radon-Nikodym theorem, thus Theorem 2.16 immediately implies the non-
computability of conditional probabilities.

Theorem 2.19. Let X = [0,1] and Y = {0,1}. There is a computable measure π

over X ×Y whose disintegration x 7→ π(0|x) is not effectively πX -approximable,
where πX is the marginal measure over X (and is the Lebesgue measure λ here).

Proof. Let ν be the computable probability measure over [0,1] from the proof of
Theorem 2.16: ν � λ and even ν ≤ 2λ , but dν

dλ
is not L1(λ )-computable. As dν

dλ
is

bounded by 2, dν

dλ
is not effectively λ -approximable.

As ν ≤ 2λ , one has λ = 1
2 (ν + µ) where µ is another computable probability

measure (µ is simply defined as 2λ − ν). Consider the measure π over X ×Y de-
fined by π(A×{0}) = 1

2 ν(A) and π(A×{1}) = 1
2 µ(A). π is a computable measure,

its marginal measures are the uniform measures over X and Y . The conditional ex-
pectation is π(0|x) = dν

dλ
(x) for λ -almost every x ∈ [0,1]. �

2.3.2 Birkhoff ergodic theorem

One of the most celebrated results in probability theory is the Birkhoff ergodic the-
orem generalizing the strong law of large numbers from independent random vari-
ables to stationary ones.

Ergodic theory is a branch of dynamical systems that focuses on the global prop-
erties of dynamical systems (we refer to the introductory book [25]). A (discrete-
time) dynamical system is just a set X and a function T : X → X acting on X .
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Points in X are the possible states of the system, and T (x) is the state of the
system at time t + 1 if x is the state at time t. The orbit of a point x is the se-
quence x,T (x),T 2(x), . . ., which is simply the evolution of the system over time
when starting in state x. Ergodic theory enables one to describe how the orbits of the
system are distributed over X .

To do this, one needs some structure on the set X . Assume that X is a measurable
space and µ is a probability measure over X . A measurable transformation T : X →
X preserves µ if for every Borel set A, µ(T−1(A)) = µ(A). We can alternatively say
that µ is T -invariant. Intuitively, applying T to points of X does not change their
distribution over the space. The Birkhoff ergodic theorem states that if T preserves µ

then for µ-almost every x, the asymptotic distribution of the orbit of x under T
converges. More precisely,

Theorem 2.20 (Birkhoff ergodic theorem). If T : X → X preserves µ then for ev-
ery f ∈ L1(X ,µ), the limit

f ∗(x) := lim
n→∞

1
n

n−1

∑
i=0

f ◦T i(x) (4)

exists for µ-almost all x ∈ X. Moreover f ∗ ∈ L1(µ) and
∫

f ∗ dµ =
∫

f dµ .

The averages in (4) are called the Birkhoff averages of f .
The case when f is the characteristic function of a measurable set A⊆ X is par-

ticularly suggestive: for µ-almost every x, the visiting frequency of its orbit in A
converges, so it is indeed about the distribution of its orbit in the space.

This is an almost-sure convergence theorem. Computing or quantifying the speed
of convergence of this theorem has been a longstanding problem, already investi-
gated by ergodic theorists. Kakutani and Petersen [72] proved that there is no gen-
eral bound on the speed of convergence in the ergodic theorem, but their result does
not formally exclude the possibility of a computable speed. They construct very ir-
regular functions f making the convergence as slow as wanted, but it may happen
that for simple functions f , the speed of convergence can be estimated. Bishop [19]
informally argued that the ergodic theorem is nonconstructive, thus suggesting that
it is not computable in any sense. This was made precise by V’yugin [112] who
proved that the speed of convergence is indeed not computable in general.

V’yugin’s example is based on one of the simplest dynamical systems, the shift
operator from the Cantor space X = {0,1}N to itself mapping a sequence x0x1x2 . . .
to x1x2x3 . . ., the same sequence with the first bit removed. The function f : X →
[0,1] is very simply defined by f (x0x1x2 . . .) = x0.

Theorem 2.21 (V’yugin [112]). On the Cantor space X = {0,1}N, there is a com-
putable shift-invariant probability measure µ such that the convergence of the
Birkhoff averages of f : x 7→ x0 is not effective in any sense (almost sure, in proba-
bility, in L1-norm).

Proof. We give the proof because it motivates the next discussions. We present a
slight variant of V’yugin’s original proof. It again follows the argument of Pour-El
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and Richards First Main Theorem, already met in Theorem 2.16. Informally, the
operator mapping µ to f ∗ ∈ L1(X ,µ) is “not continuous”.

Given p ∈ [0,1], consider the measure µp over {0,1}N defined as the distribution
of the following random infinite binary sequence. Take x0 ∈ {0,1} uniformly at
random. Once xi has been drawn, let xi+1 = 1− xi with probability p, and xi+1 = xi
with probability 1− p.

If p= 0 then the sequence will contain only 0’s with probability 1/2, and only 1’s
with probability 1/2. If p > 0 then the sequence will almost surely contain infinitely
many blocks of 0’s and 1’s, very long if p is close to 0.

The discontinuity comes from the fact that f ∗ has µp-almost surely value 1
2

for p > 0 but has µp-almost surely values 0 and 1 for p = 0.
We can now encode the halting problem using this discontinuity. For n ∈ N,

let t(n) ∈ N∪ {∞} be the halting time of Turing machine number n. The sought
measure is

µ = ∑
n≥1

2−n
µ2−t(n) . (5)

One can easily see that µ is computable because the mapping n 7→ µ2−t(n) is com-
putable. However, f ∗ is not L1(X ,µ)-computable which implies that the conver-
gence of the Birkhoff averages to f is not computable in any sense (see Proposition
2.18). Proving that f ∗ is not a computable element of L1(µ) is easy: otherwise it
would be effectively µ-approximable by Proposition 2.13, from which one derives
that the singleton {0000 . . .} is effectively µ-approximable, which is not possible
as µ({0000 . . .}) = ∑n:Mn does not halt 2−n is not a computable real number. �

In this argument one sees that the asymptotic distribution of the orbit of x depends
very much on x: the orbits of 0 and 1 are each concentrated in one point while the
orbits of other points are densely distributed in the space. The non-computability
comes from here, as one cannot computably distinguish between these different
behaviors.

The fact that several different distributions are possible is expressed as the system
being non-ergodic. More precisely, one says that the system (X ,µ,T ) is ergodic if
the only measurable sets A such that T−1(A) = A are trivial, i.e. have measure 0 or 1.
Note that such sets are stable under T , so orbits starting inside A or outside A may
have very different behaviors. When the system is ergodic, the limit function f ∗ is
constant µ-almost everywhere, which corresponds to the intuition that almost all the
orbits have the same distribution. If (X ,T ) is fixed, we say that µ is ergodic if the
system (X ,T,µ) is ergodic.

Let us go back to V’yugin’s result. The constructed measure µ is not ergodic,
notably because the limit function f ∗ is not constant µ-almost everywhere. This
is actually mandatory to make the convergence non-computable, as the next result
shows. Here X is a computable metric space, µ a computable Borel probability
measure over X and T : X → X is computable and µ-invariant.

Theorem 2.22 (Avigad, Gerhardy, Towsner [7]). If the system (X ,µ,T ) is com-
putable and ergodic and f is a computable element of L1(µ) then the speed of
convergence of the Birkhoff averages of f is computable.
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They actually prove that in the general (i.e. non-ergodic) case, the speed of conver-
gence is always computable relative to the L2(µ)-norm of f ∗, assuming f ∈ L2(µ).
A simpler proof in the ergodic case can be found in [53].

2.3.3 Ergodic decomposition

We saw that the ergodic systems are those systems for which almost all orbits have
the same distribution. If a system is not ergodic then two orbits may have very dif-
ferent asymptotic properties. But if one groups together all the points whose orbits
have a given distribution then these points form an ergodic subsystem. Indeed a non-
ergodic system can always be decomposed into disjoint ergodic subsystems. This is
expressed by the following result, which is an application of the Choquet theorem
from convex analysis [98].

Theorem 2.23 (Ergodic decomposition theorem). If µ is a T -invariant probability
measure then there exists a unique probability measure m over the class of measures
such that:

• m gives measure 1 to the set of ergodic T -invariant measures
• µ is the barycenter of m, i.e. µ(A) =

∫
ν(A)dm(ν) for all measurable sets A.

The ergodic measures can be equivalently defined as the invariant measures that
cannot be expressed as combinations of invariant measures, except the trivial one
where m is the Dirac measure concentrated on µ .

For instance in V’yugin’s construction, the measure µ is a combination of count-
ably many ergodic measures: the Dirac measures δ000... and δ111... and for each t ∈N,
the measure with parameter p= 2−t . The decomposition (5) ∑n≥1 2−nµ2−t(n) is com-
putable, but is not the ergodic decomposition of µ: for t(n) = ∞, one has µ2−t(n) =

µ0 = 1
2 δ000...+

1
2 δ111... which is not ergodic, as it can be further decomposed as a

combination of two ergodic measures δ000... and δ111.... The corresponding ergodic
decomposition of µ turns out to be non-computable, and this is necessary and suffi-
cient for the counter-example to work, as the following result shows.

Proposition 2.24 (Hoyrup [64]). Let T be computable and µ be a computable T -
invariant measure. The following statements are equivalent:

• The µ-almost sure convergence of the Birkhoff averages of bounded computable
functions is effective,

• The ergodic decomposition of µ is computable.

Observe that an invariant measure is usually decomposed into continuously many
ergodic measures. In V’yugin’s construction, the ergodic decomposition of µ is
countably infinite. Is it possible to build another example with a finite number of
ergodic measures only? The answer is positive, but one needs a very different argu-
ment.
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Theorem 2.25 (Hoyrup [65]). There exists a computable shift-invariant mea-
sure µ whose ergodic decomposition is µ = 1

2 µ0 +
1
2 µ1, where µ0 and µ1 are non-

computable ergodic measures.

The proof borrows a construction scheme from computability theory, namely the
priority method with finite injury.

There are interesting classes of invariant measures for which the ergodic decom-
position is computable [62].

Theorem 2.26. Let C ⊆M1(X) be an effective compact class of ergodic measures.
If µ is a computable measure which is a convex combination of measures in C then
the ergodic decomposition of µ is computable.

Proof. By the assumption on C , the class of Borel probability measures supported
in M1(C ) is effectively compact in the computable metric space M1(M1(X)) of
measures over M1(X). The combination operator mapping m∈M1(M1(C)) to µ ∈
M1(X) is computable and one-to-one, so its inverse is computable. �

Example 2.27 (Pólya urn continued). The class of Bernoulli measures over {0,1}N
is an example of an effectively compact class of ergodic measures. In the Pólya urn
model from Example 2.4, the measure µ is a combination of Bernoulli measures and
is computable, so by Theorem 2.26 its decomposition is computable. As a Bernoulli
measure can be (computably) identified with its parameter in [0,1], it means that
the distribution of the function p(s) from Example 2.4 is a computable measure
over [0,1].

A Bernoulli measure over {0,1}N is the joint distribution of a sequence of i.i.d.
random variables in {0,1}. They can be generalized by considering the distribution
of a sequence of i.i.d. random variables in R. These distributions are exactly the
product measures ν∞ :=

⊗
i∈N ν , where ν is any probability measure over R. This

class of measures C = {ν∞ : ν ∈M1(R)} ⊆M1(RN) is no longer effectively com-
pact. However Freer and Roy proved a version of Theorem 2.26 for this class of
measures.

Theorem 2.28 (Freer, Roy [47]). If µ is a computable measure which is a combi-
nation of measures in C then the decomposition of µ is computable.

De Finetti’s theorem states that the convex combinations of measures in C are
exactly the joint distributions of exchangeable sequences of random variables in R,
so Theorem 2.28 can be reformulated as follows: if the joint distribution µ of an
exchangeable sequence of random variables in R is computable, then the unique
measure m over C such that µ(A) =

∫
ν(A)dm(ν) is computable.

3 Algorithmic randomness

Probability theory provides many important convergence theorems, notably almost
sure convergence theorems, such as the strong law of large numbers, Birkhoff’s
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ergodic theorem, the martingale convergence theorems, or the Lebesgue differenti-
ation theorem.

In this section, we will work in a probability space, but many of the ideas extend
to other types of measures. Recall that a sequence ( fn)n∈N of random variables con-
verges almost surely to f if fn(x) converges to f (x) for almost every x. How does
one approach the computability of such a result? The option adopted in Definition
2.17 is to use the following equivalent formulation:

∀ε > 0,∃n, P [∀p≥ n, | fp(x)− f (x)| ≤ ε]≥ 1− ε.

This is an existence statement, stating the existence of n given ε , and as such it
can be analyzed from a computability perspective. We already saw computability
results about almost sure convergence theorems, which happened to be negative for
the most part: one cannot compute in general the speed of convergence.

There is another way of formulating almost sure convergence as an existence
result:

∃A,P[A] = 1 and ∀x ∈ A, fn(x) converges to f (x). (6)

How does one investigate the computability of such a result? What does it mean
to compute the set A? As A has measure 1, it is trivially an effectively measurable
set in the sense of Section 2.2.3. Indeed, being effectively measurable is not about a
set of points, but about its equivalence class. As a result, one needs a finer effective
notion of measurable sets, in particular a notion of effective sets of full measure
and effective null sets. This is one of the successes of algorithmic randomness. The
reference books in this field are [82, 95, 32], where the theory is developed on
the Cantor space. For the extension to more general spaces, we refer the reader to
[58, 49, 68, 88, 103, 104].

3.1 Effective null sets

A null set is a set of measure zero. As we are working with regular measures, another
way to characterize a null set is to say that a set N is null if and only if for every ε >
0, the set N can be covered by an open set of measure less than ε . Martin-Löf [85]
noticed that this characterization of null set can be effectivized.

We are working in any computable metric space X endowed with a computable
Borel probability measure µ over X . For short, we say that (X ,µ) is a computable
probability space. As is usual in probability theory, we sometimes write P[A]
for µ(A), where A⊆ X is any Borel set.

Definition 3.1. A Martin-Löf test is a sequence (Un)n∈N of uniformly effectively
open sets such that µ(Un) ≤ 2−n. A set N is Martin-Löf null if N ⊆

⋂
n Un for

some Martin-Löf test. A point x is Martin-Löf random if it is not contained in any
Martin-Löf null set. The set of Martin-Löf random points is written ML.
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As the name suggests, Martin-Löf random points generally have “typical” or
“random” behavior. For example, consider a Martin-Löf random sequence in the
space of fair-coin tosses. Such a sequence will always satisfy standard randomness
criteria such as the strong law of large numbers and the law of the iterated loga-
rithm. Indeed, it is difficult to come up with an almost sure property of random coin
flips which is not true of a Martin-Löf random sequence, and such properties are al-
most always computability theoretic in nature. (For example, there is a Martin-Löf
random which computes the halting problem.) In this definition we have assumed
the measure µ to be computable. However it can be extended to non-computable
measures by requiring the sets Un to be effective with oracle µ (we define it below,
see Definition 3.16). When the measure µ is not clear from the context, we speak
about µ-tests, µ-null sets and µ-random points, whose set is denoted by ML(µ).

Nonetheless, for good reasons other randomness notions have also been explored.
While there are many options, we give the six that are most connected to computable
measure theory. A 2-Martin-Löf test is the same as a Martin-Löf test except that
the sequence (Un)n∈N is allowed to be computable relative to the halting problem.
The corresponding notion of randomness is called 2-randomness. A weak 2-test
is a null Π 0

2 set, that is a null set which is the intersection of a sequence of uni-
formly effectively open sets. The corresponding randomness notion is called weak
2-randomness. Both of these are stronger notions than Martin-Löf randomness (also
known as 1-randomness).

The other three notions are weaker. A Schnorr test is a Martin-Löf test (Un)n∈N
where µ(Un) is computable uniformly in n. The corresponding notion of random-
ness is called Schnorr randomness. This definition is modeled after Brower’s defi-
nition of a constructive null set. While weaker than Martin-Löf randomness, Schnorr
randomness has a tight relationship with computable measure theory.

Computable randomness is a randomness notion that stands strictly in be-
tween Schnorr and Martin-Löf randomness. A test1 for computable randomness is
a Martin-Löf test (Un)n∈N which is “bounded” by some computable measure ν .
Specifically, µ(Un∩A)≤ ν(A) ·2−n for all Borel measurable sets A.

Last, Kurtz randomness (or weak randomness) is the weakest randomness no-
tion of the six. A Σ 0

2 set is a computable union of effectively closed sets. A Kurtz
test is a null Σ 0

2 set. A set is effectively Kurtz null if it is a subset of a Kurtz test.
A point is Kurtz random if it is not contained in an effectively Kurtz null set. Kurtz
randomness is much weaker than Schnorr randomness, and many do not consider it
to be a true randomness notion. It does not satisfy the law of large numbers, and it

1 On Cantor space, tests are usually expressed in terms of computable martingales. On general
metric spaces, the equivalent definition given here is easier to express.
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shares as many similarities with effectively genericity as it does with randomness.2

Nonetheless, it is useful to consider Kurtz randomness.
To summarize we have the following algorithmic randomness notions listed

from weakest to strongest: Kurtz, Schnorr, computable, Martin-Löf, weak 2-, and
2-randomness. While the majority of the work in algorithmic randomness has fo-
cused on Cantor space with the fair-coin (a.k.a. Lebesgue) measure (or in some
cases Bernoulli measures), all of these randomness notions naturally extend to other
computable metric spaces endowed with a Borel probability measure. One natural
candidate is Brownian motion.

Brownian motion.

Informally Brownian motion is a process which resembles a continuous time ran-
dom walk starting at the origin. More formally one can represent a d-dimensional
Brownian motion as a particular probability measure, called the Wiener mea-
sure, on the space C ([0,1],Rd) (or C ([0,∞),Rd)) of continuous functions. This
space is a computable metric space under the sup norm. Also the Wiener mea-
sure is a computable probability measure on this space. The algorithmically ran-
dom Brownian motion paths have been thoroughly studied by Fouché and others
[4, 36, 37, 77, 38, 39, 28, 13, 40, 42, 41].

To give a sense of the techniques involved let us consider recurrence and tran-
sience of Brownian motion in 2 and 3 dimensions. (This theorem is sometimes stated
as “A drunk person will always find their way home, while a drunk bird never will.”)

Theorem 3.2. Let B : [0,∞)→ Rd be a continuous function.

1. If d = 2 and B is Kurtz random, then B obeys the following recurrence result: For
every ε and every t0 ≥ 0, there is some t > t0 such that |B(t)|< ε .

2. If d ≥ 3 and B is Schnorr random, then B obeys the following transience result:
|B(t)| → ∞ as t→ ∞.

Proof. In both cases, our goal is to analyze the corresponding null set. Also, to avoid
“reinventing the wheel” we will use known results in Brownian motion, including
the classical theorems we are attempting to effectivize.

For (1), consider a non-recurrent function B in two dimensions. Then there are
natural numbers m and n such that |B(t)| ≥ 2−n for all t ≥m. By standard techniques

2 This claim that Kurtz randomness is not really a randomness notion can be made formal by
considering the relativized versions of the tests. Every null set is a Martin-Löf null set relative
to some oracle. Said another way, the only difference between the definition of a null set and a
Martin-Löf null is computability. The same is true for 2-randomness, weak 2-randomness, com-
putable randomness, and Schnorr randomness. However, this is not true for Kurtz randomness.
The relativized notion of a Kurtz null set is a null Fσ set. It is well known in measure theory that
there are null sets which are not contained in any null Fσ set. Indeed, every null Fσ set is meager
which explains the connections with genericity. There still is a connection with analysis. Null Fσ

sets are the type of null set associated with Jordan-Peano measurable sets and Riemann integrable
functions, as opposed to Lebesgue measurable sets and Lebesgue integrable functions.
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in computable analysis this is a Σ 0
2 property, i.e. its complement is the intersection

of a sequence of uniformly effective open sets. By the recurrence theorem on 2-
dimensional Brownian motion, the set of such paths is null. Therefore, we have the
desired Kurtz null test.

For (2), consider a non-transient function B in three dimensions. If B is Kurtz
random, then by the same argument as in the recurrent case, |B(t)| is unbounded.
Therefore, for every 0 < r < R, there is a t0 > 0 such that |B(t0)| = R and a t1 > t0
such that |B(t1)| = r. Now we will use the following quantitative estimate from
probability theory:

P{B : ∃t1 > t0 > 0 [|B(t0)|> R and |B(t1)|< r]}︸ ︷︷ ︸
Ur,R

≤ rd−2

Rd−2

A quick observation is that Ur,R is effectively open uniformly in r and R (which we
can assume are rationals). Then

⋂
r,R Ur,R is a null Π 0

2 set. Therefore, every weak
2-random Brownian motion path is transient. We can do better. Since we have a
computable upper bound on P[Ur,R] by picking a sufficiently fast shinking/growing
set of pairs rn→ 0 and Rn→ ∞, we have a Martin-Löf test Un =Urn,Rn .

This is the point where most of the results in the literature stop. However, with
a little more work we can extend our result to Schnorr randomness by showing
that P[Ur,R] is computable in r and R. A common misconception is that we require
an exact formula here. Indeed, we only require an algorithm which converges to
the value of P[Ur,R]. We provide such an algorithm. Since Ur,R is effectively open,
P[Ur,R] is lower semicomputable. Therefore it remains to show P[Ur,R] is upper semi-
computable. Choose a large S > R and a small ε > 0. By transience, after |B(t)|= R,
then almost surely, eventually there is some t1 > t such that |B(t1)| > S. Let Vr,R,S
be the set of paths which after hitting R, they hit S before r. This set is also ef-
fectively open, and therefore P[Vr,R,S] is lower semicomputable.3 Now, almost every
path is in either Ur,R or Vr,R,S (or both!). However, the overlap of the two sets is small
since Ur,R∩Vr,R,S ⊂Ur,S. By choosing S large enough we can compute P[Ur,R] to any
desired precision. �

This previous proof is typical for this type of result. Most of the results for
Martin-Löf randomness in the literature of this type can be strengthened to Schnorr
randomness with some additional work.4

3 Formally Vr,R,S = {B : ∃t0 < t1 [r < |B(t0)| < R ∧ S < B(t1) ∧ mint∈[t0,t1] |B(t)| > r]}.
This is effectively open since we are using < signs and since the the minimum of a continuous
function over a closed interval is computable. Also, if we replaced any of the < with ≤ it would
not change the measure of the set in this case.
4 By “this type of result”, we mean an almost everywhere result for some computable probability
space which does not explicitly refer to computable objects. Effective convergence results (see the
next section) explicitly refer to computable objects and may hold for Martin-Löf randomness but
not Schnorr randomness.
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3.2 Effective convergence theorems

As explained at the beginning of Section 3, algorithmic randomness provides a way
to analyze the computability of almost sure convergence theorems, by identifying
the notion of effective null set associated with each such theorem. There has been
increasing interest in the past few years on obtaining characterizations of almost
sure convergence theorems using notions of algorithmic randomness. We present
here some of the most prominent results in the literature, characterizing Martin-Löf,
computable and Schnorr randomness using Birkhoff’s ergodic theorem and differ-
entiation theorems, but there are other works calibrating the notions of randomness
to fit almost sure theorems with varying computability assumptions.

The first results in this direction have been obtained very early by characteriz-
ing algorithmic randomness notions in terms of convergence of martingales. On the
Cantor space, Schnorr has proved that the Martin-Löf random points are exactly the
points where every lower semicomputable martingale is bounded. He introduced
computable random points as the points at which every computable martingale is
bounded. He also introduced what is now called Schnorr randomness, also origi-
nally expressed in terms of martingales. We do not give the details of these charac-
terizations, which can be found in the reference books [82], [95] or [32]. Schnorr’s
work on this topic appeared in his book [106].

3.2.1 Ergodic theorems

As we saw in Section 2.3.2, Birkhoff’s ergodic theorem is not computable in gen-
eral, i.e. the convergence is not effective in any sense. What about the effectiveness
of the associated null set? In other words, for which class of random points does
Birkhoff’s ergodic theorem hold?

Bishop already observed that this theorem does not hold constructively. He pro-
posed a constructive proof, whose conclusion is classically equivalent to almost sure
convergence, but has less constructive content. This statement involves so-called up-
crossing inequalities. This idea was later used by V’yugin to prove that the Birkhoff
ergodic theorem holds for Martin-Löf random points.

Theorem 3.3 (V’yugin [112]). Let X be a computable metric space, T : X → X a
computable function and µ a T -preserving probability measure over X and f : X→
R a computable function. For every Martin-Löf µ-random point x, the limit

f ∗(x) := lim
n→∞

1
n

n−1

∑
i=0

f ◦T i(x)

exists.

In other words, the associated null set is a Martin-Löf null set. There has been
work investigating the classes of functions f to which Theorem 3.3 can be extended.
It holds for all bounded continuous (not necessarily computable) functions f , just
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because computable functions are in a sense dense among them. It was proved in
[14, 43, 15] that it also holds when the system is ergodic and f : X → [0,+∞] is
lower semicomputable.

The result was used in [63] to prove another famous result from ergodic theory,
the Shannon-McMillan-Breiman theorem, for Martin-Löf random points. That re-
sult was already implicitly proved in [60] using upcrossing inequalities. We will see
in Section 4.5 that Theorem 3.3 can be extended to other classes of functions T, f
that are not continuous (layerwise computable functions). It is still open whether
that result holds for lower semicomputable f : X → [0,+∞] when the system is not
ergodic, and for upper semicomputable f : X → [0,+∞] (both for ergodic and non-
ergodic systems). It is proved in [89] that this result holds for a stronger notion of
randomness called Oberwolfach randomness.

A converse to Theorem 3.3 was later proved by Franklin and Towsner [44], show-
ing that Martin-Löf randomness is the right notion in that case.

Theorem 3.4 (Franklin, Towsner [44]). If x is not Martin-Löf λ -random then there
exists a computable λ -preserving map T : {0,1}N→ {0,1}N and an effective open
set A such that λ (A) is computable and such that the Birkhoff averages of 1A do not
converge at x.

In other words, if a class of effective null sets induces a notion of randomness that
is not stronger than Martin-Löf randomness (if for instance it is strictly weaker than
Martin-Löf randomness, like Schnorr or computable randomness), then the Birkhoff
ergodic theorem is not in general effective for this notion of null set.

We saw that in the ergodic case, the speed of convergence is computable. It has
a consequence on the corresponding randomness notion.

Theorem 3.5 (Gács, Hoyrup, Rojas [50]). Let X be a computable metric space
and µ a computable probability measure over X. A point x is Schnorr µ-random
if and only if for every µ-preserving computable T : X → X and every bounded
continuous f : X → R the limit

f ∗(x) := lim
n→∞

1
n

n−1

∑
i=0

f ◦T i(x)

exists.

In other words, if a class of effective null sets induces a notion of randomness
that is not stronger than Schnorr randomness then the Birkhoff ergodic theorem for
ergodic measures is not in general effective for this notion of null set.

3.2.2 Differentiation theorems

In this section the underlying measure is the Lebesgue or uniform measure over the
real interval [0,1]. Let us start with a computable theorem, the Lebesgue differenti-
ation theorem.
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Theorem 3.6 (Pathak, Rojas, Simpson [97]; Freer, Kjos-Hanssen, Nies, Stephan
[45]). For a real x ∈ [0,1] the following statements are equivalent:

• x is Schnorr random,
• For every L1-computable function f : [0,1]→ R,

lim
r→0

1
λ (B(x,r))

∫
B(x,r)

f dλ exists.

As already mentioned, when considering almost sure convergence theorems one
quickly runs into non-computability results. The following theorems are not com-
putable in the sense that the almost sure convergence is not effective. How to dis-
tinguish between different types of non-computability? Again, algorithmic random-
ness allows for a finer look by providing several notions of randomness via several
notions of effective null sets.

Theorem 3.7 (Brattka, Miller, Nies [24]; Freer, Kjos-Hanssen, Nies, Stephan
[45]). For a real x ∈ [0,1] the following statements are equivalent:

• x is computably random,
• Every non-decreasing computable function f : [0,1]→ R is differentiable at x.
• Every computable Lipschitz function f : [0,1]→ R is differentiable at x.

Nies [96] proved that this theorem also holds for polynomial randomness and
polynomial-time computable functions f .

Theorem 3.8 (Demuth [29]; Brattka, Miller, Nies [24]). For a real x ∈ [0,1] the
following statements are equivalent:

• x is Martin-Löf random,
• Every computable function f : [0,1]→ R of bounded variation is differentiable

at x.

This result was obtained by Demuth [29] in the context of constructive analysis and
was reformulated in [24] in modern language.

These results highlight the non-computability of some theorems from real anal-
ysis. For instance the Jordan decomposition states that every function of bounded
variation is a difference of two non-decreasing functions. The two previous theo-
rems witness that this decomposition is not computable in general. These results are
also indirect proofs that the convergence in these theorems is not effective, otherwise
convergence would occur at every Schnorr random point.

3.3 Randomness preservation

While “almost sure” results are an important category of results in measure the-
ory, there are also many results which relate the behavior of random variables (or
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measurable sets) on one space to random variables (or measurable sets) on another
space. For example, in probability theory, a random variable representing a sequence
of independent fair coin flips can be easily transformed into a random variable rep-
resenting a random walk on a lattice or a normally distributed random variable. In
the context of algorithmic randomness, one wants to be sure that if x is random on
one space, then this transformation of x remains random in the corresponding space.
From the perspective of computable analysis, we are saying that these transforma-
tions preserve effective null sets. Here we give examples of such results.

Let X and Y be computable metric spaces and µ a computable Borel probability
measure over X . We recall from Section 2.2.2 that a function f : X → Y induces a
measure µ f over Y called the push-forward measure, defined by µ f (A)= µ( f−1(A))
for all Borel sets A⊆ Y . The next results are folklore results.

Theorem 3.9 (Randomness preservation). Let f : X → Y be a computable func-
tion. If x is Martin-Löf µ-random, then f (x) is Martin-Löf µ f -random.

This result is well-known and holds for Kurtz, Schnorr, Martin-Löf, weak 2-, and
2-randomness. It, however, does not hold for computable randomness (see Rute
[103]). There is also a partial converse to randomness preservation.

Theorem 3.10 (No-randomness-from-nothing). Let f : X → Y be a computable
function. If y is Martin-Löf µ f -random, then there exists Martin-Löf µ-random x
such that f (x) = y.

No-randomness-from-nothing holds for computable, Martin-Löf, weak 2-, and
2-randomness, but not for Schnorr randomness (see Rute [103]). Nonetheless, we
will see a result below (Theorem 3.18) that implies in most natural cases that no-
randomness-from-nothing holds for Schnorr randomness.

Observe that Proposition 2.9 implies that the measure µ f is computable. Propo-
sition 2.9 holds not only for computable functions, but for the larger class of ef-
fectively µ-approximable functions. However, Theorems 3.9 and 3.10 cannot hold
for those functions: if f is in that class and x is Martin-Löf µ-random then f (x)
can be anything, unless µ({x}) > 0 ( f remains in the class when changing it at x
only). Here we see that one needs a notion of effectively measurable function that is
well-behaved on algorithmically random points. Such a notion exists and is called
layerwise computability, presented in Section 4.5.

To give a specific application of these results, let us introduce the notion of a
random closed set.

Example 3.11 (Random closed sets). In the context of computability theory, Barm-
palias, Broadhead, Cenzer, Dashti, and Weber [10] introduced the following defini-
tion of a “(Martin-Löf) random closed set”. Every infinite tree T with no dead ends
on {0,1}∗ can be represented by a ternary sequence X in {0,1,2}N recursively as
follows. Start at the root of T . If at the root T branches to both the left and the right,
let X(0) = 0. It the only branches to the left, X(0) = 1 and if it only branches to
the right, X(0) = 2. Recursively, for each node of the tree, similarly define a value
of X to code how the tree branches at that node. If the sequence X is (Martin-Löf)
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random, then the set C ⊆ {0,1}N of paths through this tree is called a (Martin-Löf)
random closed set.

The space K (2N) of non-empty closed subsets of 2N forms a computable metric
space with the Hausdorff metric (the topology is called the Fell topology). More-
over, the map X 7→C which maps the representation for the tree T to its set of paths
is computable as a map from 3N to K (2N). If µ is the push-forward measure along
this map, then our above theorems tell us that a closed set C is Martin-Löf random
(in the specific sense that its encoding X is random) if and only if C is Martin-Löf µ-
random. Actually, since this map is computably invertible, this result will hold for
all of the major randomness notions listed in Section 3.1.

While this last example may seem simple, results such as these are key to working
with random structures in mathematics. In many cases, they can turn a long proof
into a short one. Here is an example.

Example 3.12 (Brownian motion). Consider a one dimensional Martin-Löf random
Brownian motion B : [0,1]→ R. It is well-known that the push-forward of the map
B 7→ B(1) induces the Gaussian measure on R. Therefore, it is natural to suspect
that for every random Brownian motion B, the value of B(1) is random (for the
Gaussian measure) and if a is (Gaussian) random then there is a random Brownian
motion such that B(1) = a. Indeed, for Martin-Löf randomness, the first fact follows
from randomness preservation and the second from no-randomness-from-nothing.
Observe that the Gaussian measure and the uniform measure on R have the same
Martin-Löf random points (we will see why in Example 4.7).

We will see in Section 4.5 other randomness preservation results where Theorems
3.9 and 3.10 cannot be applied because the function involved is not continuous, but
only measurable.

3.4 Product spaces

It is well known that if one takes two independent sequences of independent iden-
tically distributed (i.i.d.) fair-coin flips A = (a0,a1,a2, . . .) and B = (b0,b1,b2, . . .)
and interleave them, then the resulting sequence A⊕B = (a0,b0,a1,b1, . . .) is also
an i.i.d. sequence of fair-coin flips. The concept of independence is essential to prob-
ability theory, and its analogue in algorithmic randomness is relative randomness.

Definition 3.13 (Relative Martin-Löf randomness). Let (X ,µ) be a computable
probability space and Y a computable metric space. A uniform Martin-Löf test is a
computable sequence of effectively open sets (Un)n∈N on the product space X ×Y
such that for every y ∈ Y , we have µ{x ∈ X : (x,y) ∈Un} ≤ 2−n. Say that x ∈ X is
Martin-Löf random relative to y if (x,y) not contained in

⋂
n Un.

Theorem 3.14 (Van Lambalgen [80]). Endow {0,1}N with the fair-coin measure.
For A and B in {0,1}N the following are equivalent.
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1. A⊕B is Martin-Löf random,
2. A is Martin-Löf random and B is Martin-Löf random relative to A.

This result also extends to any computable product measure. Given two probabil-
ity spaces (X ,µ) and (Y,ν), the product measure µ ⊗ν is the probability measure
on X×Y given by (µ⊗ν)(A×B) = µ(A) ·ν(B). The product measure operation is
computable and we have the following version of van Lambalgen’s theorem.

Theorem 3.15 (Van Lambalgen for product measures). Let (X ,µ) and (Y,ν) be
two computable probability spaces. Let x ∈ X and y ∈ Y . The following are equiva-
lent.

1. (x,y) is Martin-Löf (µ⊗ν)-random,
2. x is Martin-Löf µ-random and y is Martin-Löf ν-random relative to x.

Last, one may consider the case of an arbitrary probability measure on a product
space. We saw in Section 2.3.1 how a probability measure π over X ×Y can be
decomposed into its marginal measure πX over X , defined by πX (A) = π(A×Y ),
and conditional measures π(· · · | x). We saw that the mapping x 7→ π(· | x) is not
always computable or effectively πX -approximable. However when it is computable
one can prove a version of van Lambalgen’s theorem for conditional probabilities.

Definition 3.16. Let X be a computable metric space. A uniform Martin-Löf test
is a computable sequence of effectively open sets (Un)n ∈ N on the product space
M1(X)×X such that for every µ ∈M1(X), we have µ{x ∈ X : (µ,x) ∈Un} ≤ 2−n.
Say that x ∈ X is Martin-Löf µ-random if (µ,x) is not contained in

⋂
n Un.

One can naturally combine Definitions 3.13 and 3.16 to define Martin-Löf ran-
domness for a noncomputable measure relative to a noncomputable oracle. A ver-
sion of van Lambalgen’s theorem for conditional probabilities was proved by Taka-
hashi [109] on the Cantor space and holds on all computable metric spaces.

Theorem 3.17 (Van Lambalgen’s theorem for conditional probabilities). Let
X ,Y be computable metric spaces and π a computable measure over X×Y . Assume
that x 7→ π(· | x) is a computable function. The following are equivalent.

1. (x,y) is Martin-Löf π-random,
2. x is Martin-Löf πX -random and y is Martin-Löf π(· | x)-random relative to x.

In this result, the measure π(· | x) is computable relative to x, for all x ∈ X and
uniformly in x. Takahashi [110] extended this theorem by proving that the equiva-
lence holds for a single x as long as π(· | x) is computable relative to x (while π(· | x′)
may not be computable relative to x′ for x′ 6= x), still assuming that the measure π is
computable. Bauwens [11] showed that in general the equivalence in Theorem 3.17
fails when π(· | x) is not computable relative to x.

Now, let us turn to maps and random variables. Let (X ,µ) be a computable prob-
ability space and Y a computable metric space. Let T : X→Y be a computable map.
The pushforward measure µT is computable. Let µ(· | T = y) denote the conditional
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probability of x given that T (x) = y. Even if µT (y) = 0 for all y, the conditional
probability is well defined as a measurable function y 7→ µ(· | T = y). In particular,
y 7→ µ(· | T = y) is the µT -almost everywhere unique function satisfying

µ(A∩T−1(B)) =
∫

B
µ(A | T = y)dµT (y)

for all measurable sets A⊆ X and B⊆ Y .

Theorem 3.18 (Van Lambalgen’s theorem for maps). Let T : (X ,µ)→ Y be as
above and assume the conditional probability map y 7→ µ(· | T = y) is computable.
Then the following are equivalent.

1. x is Martin-Löf µ-random,
2. y := T (x) is Martin-Löf µT -random and x is Martin-Löf random w.r.t. µ(· | T =

y), relative to y.

Proof. We simply apply the previous theorem to the measure π over X ×Y defined
as the push-forward of µ along the map x 7→ (x,T (x)). That is π is the measure
supported on the graph of T whose marginal measure is µ . Conditioning π on x is
given by π(· | x) = δT (x) and is computable, so (x,y) is π-random iff condition 1. is
satisfied (as T (x) is always δT (x)-random). Conditioning π on y is given by π(· | y) =
µ(· | T = y) and is computable by assumption, so (x,y) is π-random iff condition 2.
is satisfied. �

The above mentioned results can be extended in two natural ways. First, all of these
versions of Van Lambalgen’s theorem hold for Schnorr randomness under the cor-
rect notion of “relative Schnorr randomness”. See Miyabe and Rute [90] and Rute
[104] for details. Second, any theorem requiring that a map is “computable” can
be extended to layerwise computable map (or in the case of Schnorr randomness, a
Schnorr layerwise computable map), see Definition 4.3. While the details are more
technical, this allows for a much more natural setting.

Example 3.19 (Brownian motion again). We have seen in Examples 3.12 that the
values B(1) taken by Martin-Löf random Brownian paths B at time 1 are exactly the
Martin-Löf random reals w.r.t. the Lebesgue measure. The same result holds when
replacing Martin-Löf randomness with Schnorr randomness on both sides. Indeed,
the conditional probability of the map B 7→ B(1) conditioned on B(1) = a is known
as a Brownian bridge landing at a. Such objects are well studied in probability
theory and the conditional probability map is computable. Therefore, for Schnorr
randomness, the result follows from Van Lambalgen’s theorem for maps (see Rute
[104] for the details of this result.)
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4 Pointwise computable measure theory

Let us take a step back regarding all the material developed so far. Computable
measure theory is somewhat separated from other branches of computable analysis
in several aspects:

• Computable analysis can usually be seen as computable topology. Indeed, the
core concept of computable function in computable analysis is very close to the
notion of continuous function, therefore it is appropriate on topological spaces
but not on measure spaces.

• In computable analysis, the fundamental notion of computable function is de-
fined in terms of a function mapping names of points to names of their images.
However the convenient notion of effectively measurable function does not com-
ply with this definition.

• Computable analysis is generally about computing points or functions between
points, however individual points are completely ignored in the definitions of
effectively approximable and effectively measurable sets and functions.

We also saw that there is no unique way of investigating convergence theorems
in terms of computability and that computable measure theory and algorithmic ran-
domness give quite different insights on this problem. So it seems that we need to
reconcile computable measure theory with computable topology and to investigate
more precisely the relationship between the two parts of this chapter, computable
measure theory and algorithmic randomness. Let us draw inspiration from the fol-
lowing text written by Doob in his book Measure Theory ([31] p. 101), comparing
analysis before and after the advent of measure theory:

In many contexts, measure theory widened the class of admissible domains and functions
to the classes of measurable sets and measurable functions, and in so doing made it pos-
sible to apply the usual limiting procedures without leaving admissible classes. What was
unexpected was that, in a reasonable sense, most of the old concepts were very nearly still
present. Egorov’s theorem showed that uniform convergence was nearly present whenever
there was convergence. Lusin’s theorem showed that the new measurable functions were
nearly continuous. On the other hand, measure theory could be applied in abstract contexts
where topology was inappropriate.

This phenomenon has consequences in computable measure theory. We will see
that the “old concepts” from computable analysis can be used in computable mea-
sure theory, thanks to algorithmic randomness and more particularly Martin-Löf
randomness.

This is possible because algorithmic randomness is inherently a pointwise ap-
proach to computable probability theory. We will see that many computable versions
of results and constructs in measure and probability theory have a pointwise formu-
lation. We have already seen that independence of random variables has a pointwise
formulation, namely Van Lambalgen’s theorem. We will see that effective absolute
continuity of measures has a formulation in terms of randomness preservation, ef-
fective Egorov’s theorem can be formulated in terms of uniform convergence on



Computable Measure Theory and Algorithmic Randomness 29

random points, effective Lusin’s theorem can be expressed as a form of uniform
computability on random points, called layerwise computability, and so on.

The results in this section heavily rely on the important notion of randomness
deficiency.

Randomness deficiency.

One of the first main results about Martin-Löf randomness is the existence of a
universal Martin-Löf test, or a greatest Matin-Löf null set. More precisely there
exists a Martin-Löf test (Un)n∈N such that for every Martin-Löf test (Vn)n∈N there
exists c ∈ N such that Vn+c ⊆ Un for all n. We fix such a universal test and de-
fine MLn = X \Un. The set of Martin-Löf random points can then be decomposed
into levels ML =

⋃
nMLn with MLn ⊆MLn+1. If x is Martin-Löf random then the

minimal n such that x∈MLn is called the randomness deficiency of x. There are ac-
tually many equivalent ways of tests for Martin-Löf randomness. In each case there
exists a universal test and its associated randomness deficiency notion. While these
different quantities are not equal, they are computably related and all the results in
this section remain true for these other notions.

The levels have large measures: µ(MLn)≥ 1−2−n and are effective closed sets,
or Π 0

1 -sets. One can prove more, as we now show.

4.1 Effective tightness

In a complete separable metric space, every Borel probability measure is tight, i.e.
assigns most of the weight to compact sets. This theorem is effective and witnessed
by the Martin-Löf random points and their deficiencies.

Proposition 4.1 (Effective tightness). Let X be a complete computable metric
space and µ a computable Borel probability measure over X. The sets MLn(µ)
are effectively compact, uniformly in n.

This result appeared in [67]. More generally, Martin-Löf random points witness
an effective version of Prokhorov’s theorem: if C ⊆M1(X) is an effectively com-
pact class of Borel probability measures then MLn(C ) :=

⋃
µ∈C MLn(µ) is effec-

tively compact [16]. For this, one needs to define Martin-Löf randomness for non-
computable measures (see Definition 3.16 below and [49, 68]).

Proposition 4.1 is fundamental as it enables to apply “old concepts” from com-
putable analysis, involving effective compactness, to computable measure theory.
We will see for instance how the effectiveness of the Pólya urn (Example 2.4) can
be easily proved by a compactness argument rather than by probabilistic estimates
(see Example 4.14).

This result is useful to study Martin-Löf randomness of Brownian motion, where
the underlying space C ([0,1],Rd) is not compact, but the levels of Martin-Löf ran-
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dom paths are effectively compact. For instance, it implies that for any computable
Borel probability measure over C ([0,1],R), the Martin-Löf random functions all
have a computable modulus of uniform continuity. For the particular case of the
Wiener measure, an explicit formula is given by Lévy’s modulus of continuity the-
orem, but the computability of the modulus holds for any computable measure.

4.2 Effective Egorov theorem

If a point x is Martin-Löf random then it has a finite randomness deficiency, which
cannot usually be computed or even bounded from an access to x. Moreover, having
an upper bound on this deficiency gives important information about x that usually
cannot be recovered from x. For instance, Davie [27] showed how this additional
information can be used to compute the speed of convergence in the strong law of
large numbers or the law of the iterated logarithm, or to bound the number of events
in the Borel-Cantelli lemma. More generally one can prove an effective version of
Egorov’s theorem, involving again Martin-Löf random points and their deficiencies
[67].

Proposition 4.2 (Effective Egorov’s theorem). Let fn, f : X → R be uniformly
computable functions. The following statements are equivalent:

1. fn converge effectively µ-almost surely to f ,
2. fn converge effectively uniformly to f on each MLk(µ), uniformly in k.

The second item means that given k,ε > 0, one can compute n such that

sup
x∈MLk(µ)

| fp(x)− f (x)|< ε

for all p≥ n.
Incidentally, this result relates more precisely the effective convergence notions

investigated in the two parts of this chapter: effective almost sure convergence (Def-
inition 2.17) and convergence on algorithmically random points. We saw that the
former implies the latter (even for Schnorr random points) but the converse does not
usually hold, and Proposition 4.2 shows the precise relationship.

4.3 Effective Lusin’s theorem

We have just seen in Proposition 4.2 that if fn are computable and converge effec-
tively almost surely to f then for an individual x, one can compute the speed of
convergence of fn(x) to f (x) simply from any upper bound on its randomness de-
ficiency. In particular one can compute f (x) from x and such an upper bound. We
make this observation into a definition [68].
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Let (Y,δY ) be a set with a representation.

Definition 4.3. A function f : X→Y is µ-layerwise computable if for all k ∈N and
all x ∈MLk(µ), f (x) is computable relative to x, uniformly in k,x.

This means that there is a type-two Turing machine taking as inputs k ∈ N and a
name of x ∈MLk(µ) and outputs a name of f (x).

The next result [66] shows that this notion is an alternative to the notions of
effectively approximable and effectively measurable functions. It is at the same time
an effective version of Lusin’s theorem, which states that every measurable function
is nearly continuous, i.e. continuous on a compact subset of measure arbitrarily
close to 1.

Proposition 4.4 (Effective Lusin theorem). Let f : X → Y . The following state-
ments are equivalent:

1. f is effectively µ-approximable,
2. f coincides µ-almost everywhere with a µ-layerwise computable function.

Note that a µ-layerwise computable function is computable hence continuous on
each MLk(µ), so this proposition is indeed an effective version of Lusin’s theorem.

There are good reasons to use the notion of layerwise computable function in
place of effectively measurable/approximable function. On the one hand it is much
more adapted to the study of Martin-Löf randomness. For instance two layerwise
computable functions that coincide almost everywhere actually coincide on the
Martin-Löf random points. Almost all the theorems about Martin-Löf random points
involving computable functions actually hold for layerwise computable functions,
thus this notion is the suitable notion of effectively measurable function that is well-
behaved w.r.t. Martin-Löf randomness. On the other hand it enables one to use “old
concepts” from computable analysis in computable measure theory, because they
are instances of computable functions between represented spaces for a suitable
representation (a random point is represented by a name and an upper bound on its
randomness deficiency), and they are almost like computable functions, with some
non-uniformity.

4.4 Effective absolute continuity

We have already seen randomness preservation theorems, which are theorems about
preservation of effective null sets. The question of the preservation of null sets is
naturally raised in another situation, when comparing two measures. We recall that
a measure ν is absolutely continuous w.r.t. a measure µ , written ν � µ , if every µ-
null set is also ν-null. It is natural to investigate effective versions, where null sets
are replaced by any notion of effective null sets.

Theorem 4.5 (Bienvenu, Merkle [17]). The following implications hold and are
tight:
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CR(ν)⊆ CR(µ) =⇒ML(ν)⊆ML(µ)

Sch(ν)⊆ Sch(µ)

}
=⇒ ν � µ =⇒ Ku(ν)⊆ Ku(µ).

The implication ML(ν) ⊆ ML(µ) =⇒ ν � µ was independently proved by
Archibald, Brattka and Heuberger [3].

We have seen another effective version of absolute continuity in Definition 2.14.
It is related to algorithmic randomness through a characterization that involves ran-
domness deficiency.

Proposition 4.6. The following statements are equivalent:

1. ν is effectively absolutely continuous w.r.t. µ ,
2. There exists a computable function ψ : N→ N such that MLn(ν)⊆MLψ(n)(µ).

Proof. 1. witnessed by ϕ implies 2. with ψ(n) = ϕ(n + c) for some c. Indeed,
as µ(MLϕ(n)(µ))≥ 1−2−ϕ(n), one has ν(MLϕ(n)(µ))≥ 2−n so there exists a con-
stant c ∈ N such that MLn(ν)⊆MLϕ(n+c)(µ) for all n.

2. implies 1. One can prove that if MLn(ν) ⊆ MLψ(n)(µ) for all n then ν is
effectively absolutely continuous w.r.t. µ with ϕ(n) = ψ(n)+c for some c∈N. The
argument is a refinement of the proof of Theorem 4.5 (Proposition 3.3 in [17]). �

In particular, if f is L1(X ,µ) computable and ν is the measure with density f
then ν is effectively absolutely continuous w.r.t. µ by Proposition 2.15 so every
Martin-Löf µ-random point is also Martin-Löf ν-random. This is also true for
Schnorr randomness.

Example 4.7 (Brownian motion continued). We have seen in Example 3.12 that the
values taken by Martin-Löf random paths B : [0,1]→ R at time 1 are exactly the
reals that are Martin-Löf random w.r.t. the Gaussian measure over R. The Gaus-
sian measure is equivalent to the Lebesgue measure, in the sense that they are both
absolutely continuous w.r.t. one another, moreover they are effectively absolutely
continuous w.r.t. one another. As a result they have the same Martin-Löf random
points. All in all, the set of values B(1) for Martin-Löf random paths B is exactly
the set of Martin-Löf random reals w.r.t. the Lebesgue measure. The remark follow-
ing Theorem 3.18 implies that the same result holds for Schnorr randomness.

4.5 Properties of layerwise computable functions

It turns out that “naturally defined” effectively measurable functions are usually
already layerwise computable. For instance, the fat Cantor set (Example 2.6), or
any effective closed set or effective open set whose measure is computable is not
only effectively approximable (Proposition 2.7), but actually layerwise computable.
More generally, the effective measurable sets in the sense of Edalat [34] coincide
with the layerwise computable sets. So layerwise computability is a stronger notion
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that is in practice a handy substitute for effective approximability, as it has stronger
properties and behaves well w.r.t. Martin-Löf randomness.

Moreover layerwise computable functions are instances of computable functions
between represented spaces (for a suitable representation), contrary to effectively
measurable or approximable functions. Therefore, they mostly behave as usual com-
putable functions, with essentially the same proofs. We list a few simple closure
properties of the class of layerwise computable functions:

• If f ,g : X → R are µ-layerwise computable then so are f +g, f −g, f g, | f |, etc.
• If fn : X → [0,1] are uniformly µ-layerwise computable then so is ∑n 2−n fn,
• If fn : X→R are uniformly µ-layerwise computable and converge effectively µ-

almost surely, then their pointwise limit is µ-layerwise computable,
• If Y is another computable metric space and f : X→Y is µ-layerwise computable

and one-to-one then f−1 is µ f -layerwise computable.

The original goal of layerwise computability was to have an effective notion of
measurable function that behaves well on Martin-Löf random points. This is in-
deed the case, as most of the theorems about Martin-Löf random points involving
computable functions also hold for layerwise computable functions, with essentially
the same proof. For instance, in Birkhoff’s ergodic theorem for Martin-Löf random
points (Theorem 3.3), the functions T, f can be assumed to be µ-layerwise com-
putable only [67].

We have already seen that computable functions preserve randomness (Theorems
3.9 and 3.10), which has interesting consequences (Examples 3.11 and 3.12). These
results extend to the larger class of layerwise computable functions.

Theorem 4.8 (Hoyrup, Rojas [67]). Let f : X → Y be µ-layerwise computable.

• The push-forward measure ν = µ f = µ( f−1(.)) is computable, and

f (ML(µ)) =ML(ν). (7)

• If g : Y → Z is ν-layerwise computable then g◦ f is µ-layerwise computable.
• If f is moreover one-to-one then f−1 : Y → X is ν-layerwise computable.

Proof. The sets MLk(µ) are effectively compact, so their images f (MLk(µ)) are
also effectively compact, thus their complements Vk = Y \ f (MLk(µ)) are effec-
tively open. By definition of µ f , one has µ f ( f (MLk(µ)) = µ( f−1( f (MLk(µ))) ≥
µ(MLk(µ))≥ 1−2−k. As a result, µ f (Vk)≤ 2−k so (Vk)k∈N is a Martin-Löf µ f -test.
If y is Martin-Löf µ f -random then y /∈Vk for some k, which means that y = f (x) for
some x ∈MLk(µ).

We give the proof of the last item, which is again a simple compactness argument
based on Proposition 4.1. If a continuous function defined on a compact set is one-
to-one, then its inverse is continuous. This is effective: if a computable function
defined on an effectively compact set is one-to-one then its inverse is computable,
and this is uniform. The result is just a direct application of that result on each
level MLn(µ). �
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The proof makes essential use of the effective compactness of the sets MLk(µ)
(Proposition 4.1).

Equality (7) is the version of Theorems 3.9 and 3.10 for measurable functions
(it is not true for effective approximable/measurable functions). Observe that in this
case, an upper bound on the randomness deficiency of f (x) can be easily computed
from an upper bound on the randomness deficiency of x, as f (MLk(µ))⊆MLk+c(µ)
for some constant c ∈ N and all k ∈ N.

The last item calls for a few remarks. The class of layerwise computable func-
tions is closed under taken the inverse, so by Proposition 4.4, the same closure
property holds for effectively approximable functions, while a direct proof would
not be as simple. That last item also implies in particular that while the inverse of a
computable one-to-one function is not computable in general, it is always layerwise
computable.

4.6 Randomness via encoding

Theorem 4.8 has an important application that we present now.
Originally Martin-Löf introduced his notion of randomness for infinite binary

sequences [85]. In the subsequent literature, there have been mainly two ways of
defining algorithmic randomness for other classes of objects. One way is to extend
Martin-Löf’s definition to other topological spaces and directly apply Definition 3.1
[58, 49, 68]. Another is to encode objects into more primitive objects like infinite
binary sequences and then declare an object to be random if its code is random.
It often happens that these two approaches induce the same notion of randomness.
Moreover, when several non-equivalent encodings are possible, they often turn out
to give the same class of random objects.

In this section we give two results that explain this phenomenon, and are appli-
cations of Theorem 4.8. These results intuitively show that several representation of
objects which are non-computably equivalent are often computably equivalent on
the random objects, if they induce the same computable measure.

First observe that the algorithmic notions of randomness induced by an encoding
depend on two factors: the induced or push-forward measure, and the computabil-
ity properties of the encoding. If two encodings induce non-equivalent measures
(measures that are not absolutely continuous w.r.t. each other), then they cannot in-
duce the same class of random objects, essentially by Theorem 4.5. For instance,
the signed-digit representation of real numbers induces a notion of randomness that
is disjoint from randomness w.r.t. the Lebesgue measure [3]. So we will assume that
the encodings induce the same measure.
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Semicomputable representations.

Usually the computability of the push-forward measure does not imply much about
the function, except for restricted classes of functions.

Proposition 4.9. Let f : X → R be lower semicomputable. f is µ-layerwise com-
putable if and only the push-forward µ f is computable.

Proof. We already saw that effectively µ-approximable, hence µ-layerwise com-
putable functions, have a computable push-forward measure.

In the other direction, if µ f is computable then there is a computable dense
sequence of real numbers (ri)i∈N such that µ f {ri} = 0 for all i. For each i, the
set f−1(ri,+∞) is effectively open and µ( f−1(ri,+∞)) = µ f (ri,+∞) is computable,
so it is a µ-layerwise computable set. In other words, given n ∈ N and x ∈MLn(µ),
one can decide for each i whether f (x)> ri, which enables to compute f (x). �

The same argument can be applied to “semicomputable” functions to spaces
other than R.

For instance if f : X → {0,1}N is such that there is a machine enumerating f (x)
(identified with a subset of N) given x, and the push-forward µ f is computable (over
the Cantor space as a computable metric space), then f is µ-layerwise computable:
for each n, the set {x ∈ X : f (x) has a 1 at position n} is effectively open and has
computable measure so it is µ-layerwise computable, uniformly in n.

Example 4.10 (Random closed sets continued). We have already seen two equivalent
ways of defining Martin-Löf random closed subsets of the Cantor space, one directly
on the space of closed sets with the Hausdorff metric, the other by encoding closed
sets as binary trees without dead ends. There is yet another equivalent one defined
in [75] by generating a random tree by a Galton-Watson process as follows. Start
with the root node. For each node w ∈ {0,1}∗ added in the tree, independently add
its extensions w0 and w1 to the tree, each with probability 2/3. This tree does have
dead ends and can be encoded as a binary sequence. The function mapping such a
sequence to the closed set of infinite branches of the tree is not computable, because
one can never be sure that a node will have an infinite extension.

However this map is “semicomputable” in the sense that given a binary sequences
encoding a closed set, one can enumerate the cylinders that are disjoint from the
closed set. It happens that the push-forward of this map is a computable measure,
which is almost the same measure as the one from Example 3.11 (the difference
is that it gives positive weight to the empty set). By the argument of Proposition
4.9, this map is then layerwise computable, and the closed sets coded by Martin-
Löf random binary sequences are exactly the empty set and the Martin-Löf random
closed sets from Example 3.11. The equivalence was proved in [30] and [8].

Metric representations.

Here we show that different metrics often induce the same notion of Martin-Löf
random point and give the same information for those points. More precisely, we
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consider two metrics d,d′ such that d′ is weaker than d in the sense that the iden-
tity id : (X ,d)→ (X ,d′) is computable (equivalently, d′ : (X ,d)× (X ,d)→ R is
computable). Observe that its inverse id : (X ,d′)→ (X ,d) is not in general com-
putable unless (X ,d) is effectively compact, which we do not assume here.

Proposition 4.11. Let (X ,d) be a complete computable metric space endowed with
a computable probability measure µ . Let d′ be a metric over X such that d′ :
X ×X → R is computable. The Martin-Löf µ-random points are the same in the
spaces (X ,d) and (X ,d′). Moreover, the identity from (X ,d′) to (X ,d) is µ-layerwise
computable.

Proof. The identity from (X ,d) to (X ,d′) is computable, maps µ to µ and is one-
to-one, so by Theorems 3.9 and 3.10 it maps the set of Martin-Löf µ-random points
in (X ,d) exactly to the set of Martin-Löf µ-random points in (X ,d′), and its inverse
is µ-layerwise computable by Theorem 4.8.

Example 4.12 (Representations of Brownian motion). We have already met the
Martin-Löf random elements of the computable metric space (C ([0,1]),‖·‖

∞
) en-

dowed with the Wiener measure. Another way of defining Martin-Löf random paths
considered in [37] is to code the values of a continuous function B : [0,1]→R at the
rational numbers into a binary sequence and considering a particular measure over
the Cantor space, and then say that a path is random if its encoding is random. It is
proved in [37] that the class of random paths is the same, and in [28] that the func-
tion mapping an encoding to the function, although not computable, is layerwise
computable.

This result is a direct application of Proposition 4.11, by considering the weaker
metric d′( f ,g) = ∑i∈N 2−i| f (qi)− g(qi)| where (qi)i∈N is a computable enumera-
tion of the rational numbers. Proposition 4.11 tells us that the Martin-Löf random
paths are the same using the uniform distance and the metric d′, and that the val-
ues of f on the rationals are sufficient to compute f at any real number, given an
upper bound on the randomness deficiency of f . Indeed, the randomness deficiency
of f automatically gives a modulus of uniform continuity of f (though the proof of
Proposition 4.11 is more abstract).

4.7 Recovering a distribution from a sample

We now present concrete examples where layerwise computability is the right sub-
stitute to computability, in the absence of continuity.

According to Birkhoff’s ergodic theorem, for a measurable function T : X → X
and an invariant measure µ , for µ-almost every x the orbit of x under T has a limit
distribution µx in X . This means that for those x, for all “simple” sets A (sets in a
fixed countable family), one has

µx(A) = lim
n→∞

1
n

n−1

∑
i=0

1A ◦T i(x).
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What about the computability of the measure µx? Can it be computed given x as
oracle? Usually the function x 7→ µx is discontinuous so it cannot be computable.
It turns out that in many cases it is µ-layerwise computable, which adds another
equivalence to Proposition 2.24.

Proposition 4.13 (Hoyrup [62]). Let X be a complete computable metric space, µ

a computable Borel probability measure and T : X → X a µ-layerwise computable
function. The following statements are equivalent:

• The ergodic decomposition m of µ is computable,
• The mapping x 7→ µx is µ-layerwise computable.

In that case, ML(µ) =
⋃

ν∈ML(m)ML(ν) and for x ∈ML(µ), µx ∈ML(m) is ergodic
and x ∈ML(µx).

The proof of the direct implication heavily relies on the effective compactness of
the levels of Martin-Löf random points.

Example 4.14 (Pólya urn again). We already saw in Example 2.27 that the class
of Bernoulli measures over {0,1}N is effectively compact, which implies that the
decomposition of the measure µ into Bernoulli measures is computable. It also im-
plies by Proposition 4.13 that the mapping x 7→ µx is µ-layerwise computable. But
this mapping is essentially the function p(x) from Exemple 2.4, sending a random
sequence x to the limit frequency of occurrences of 1 in x. This function is then not
only effectively µ-approximable, but also µ-layerwise computable. It is worth ob-
serving that the proof does not rely on the particularities of µ and from probabilities
estimates for the speed of convergence, but from an abstract effective compactness
argument.

Observe that in the case of Proposition 4.13, the ergodic measures are computable
from their random points. The more general case of a measure which can be com-
puted from its random points has been studied by Bienvenu and Monin [18] who
obtained a characterization which gives an answer to the following question: which
measures can be computed from all their Martin-Löf random points? When one re-
quires that the computation of the measure is effective in the randomness deficiency
of the random points, one gets a precise answer, as shown below.

We say that two measures are effectively orthogonal if they do not have Martin-
Löf random points in common. For instance, in a dynamical system two distinct
ergodic measures are pairwise effectively orthogonal.

Theorem 4.15 (Bienvenu, Monin [18]). Let X be an effectively compact com-
putable metric space and C ⊆M1(X) a class of Borel probability measures. The
following statements are equivalent:

• C is contained in an effectively compact class of pairwise effectively orthogonal
measures,

• There is a total computable function F : N×X→M1(X) such that for every µ ∈
C , every n ∈ N and every x ∈MLn(µ), F(n,x) = µ .



38 Mathieu Hoyrup and Jason Rute

This implies in particular that the function that for every µ ∈ C maps x ∈ML(µ)
to µ is well-defined and µ-layerwise computable for all µ ∈ C . The algorithm is
moreover independent of µ and is defined everywhere.

Proof (outline). Assume that C is an effectively compact class of pairwise effec-
tively orthogonal measures. If x ∈ MLn(µ) then x /∈ MLn(ν) for all ν 6= µ in C
as ν and µ do not have common Martin-Löf random points. As a result, {µ} =
{ν ∈ C : x ∈MLn(ν)} which is effectively compact relative to x as C is effectively
compact, so µ is computable relative to x. The argument is uniform in x and n,
which defines a computable function F(n,x). By the computable Tietze extension
theorem [117], F(n, .) can be computably extended outside

⋃
µ∈C MLn(µ), which is

effectively compact.
Conversely, given C and F , let K = {µ : ∀n ∈ N,∀x ∈MLn(µ),F(n,x) = µ}.

One can show that K is an effectively closed class of effectively orthogonal mea-
sures containing C . As X is effectively compact, so are M (X) and K . Totality of F
is essential here to make K effectively closed.

Note that in Theorem 4.15 one requires the function F to be total. One can extend
this result, with essentially the same argument, to the case when F is just defined on
Martin-Löf random points, like layerwise computable functions.

Theorem 4.16. Let X be an effectively compact computable metric space and C ⊆
M1(X) a class of Borel probability measures. The following statements are equiva-
lent:

• C is contained in an effectively compact class K of measures such that ev-
ery µ ∈ C is effectively orthogonal with every ν ∈K , ν 6= µ ,

• There is a partial computable function F :⊆ N×X →M1(X) such that for ev-
ery µ ∈ C , every n ∈ N and every x ∈MLn(µ), F(n,x) = µ .

The second condition exactly says that the function that for every µ ∈C maps x∈
ML(µ) to µ is well-defined and µ-layerwise computable for all µ ∈ C , with an
algorithm that is independent of µ .
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B. Löwe, W. Merkle (eds.) Mathematical Theory and Computational Practice, 5th Confer-
ence on Computability in Europe, CiE 2009, Heidelberg, Germany, July 19-24, 2009. Pro-
ceedings, Lecture Notes in Computer Science, vol. 5635, pp. 144–153. Springer (2009)

31. Doob, J.: Measure theory. Graduate texts in mathematics. Springer-Verlag (1994)
32. Downey, R., Hirschfeldt, D.: Algorithmic Randomness and Complexity. Springer-Verlag

New York, Inc., Secaucus, NJ, USA (2010)
33. Edalat, A.: The Scott topology induces the weak topology. In: LICS ’96: Proceedings of

the 11th Annual IEEE Symposium on Logic in Computer Science, p. 372. IEEE Computer
Society, Washington, DC, USA (1996)

34. Edalat, A.: A computable approach to measure and integration theory. In: LICS ’07: Pro-
ceedings of the 22nd Annual IEEE Symposium on Logic in Computer Science, pp. 463–472.
IEEE Computer Society, Washington, DC, USA (2007)

35. Férée, H., Ziegler, M.: On the computational complexity of positive linear functionals on
c([0;1]). In: I.S. Kotsireas, S.M. Rump, C.K. Yap (eds.) Mathematical Aspects of Computer
and Information Sciences: 6th International Conference, MACIS 2015, Berlin, Germany,
November 11-13, 2015, Revised Selected Papers, pp. 489–504. Springer International Pub-
lishing, Cham (2016)
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measures. In: K. Ambos-Spies, B. Löwe, W. Merkle (eds.) CiE, Lecture Notes in Computer
Science, vol. 5635, pp. 218–231. Springer (2009)

47. Freer, C.E., Roy, D.M.: Computable de Finetti measures. Annals of Pure and Applied Logic
163(5), 530 – 546 (2012). Computability in Europe 2009

48. Friedman, H.: The computational complexity of maximization and integration. Advances in
Mathematics 53(1), 80 – 98 (1984)
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