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Robust Feedback Stabilization of Linear MIMO
Systems Using Generalized Homogenization*

Konstantin Zimenko, Andrey Polyakov, Denis Efimov and Wilfrid Perruquetti

Abstract—A robust nonlinear control is designed for stabilizing
linear MIMO systems. The presented control law homogenizes a
linear system (without its transformation to a canonical form)
with a specified degree and stabilizes it in a finite time (or
with a fixed-time attraction to any compact set containing the
origin) if the degree of homogeneity is negative (positive). The
tuning procedure is formalized in LMI form. Performance of the
approach is illustrated by numerical and experimental examples.

Index Terms—Generalized homogeneity, finite-time stabiliza-
tion, linear MIMO systems.

I. INTRODUCTION

HOMOGENEITY is a dilation symmetry, which is widely
used in control theory for system analysis, regulation

and observer design (see, for example, [5]-[22]). Such an
interest to the homogeneity concept is based on various
useful features of homogeneous systems. In particular, a local
stability of homogeneous system means the global one; the
rate of convergence of homogeneous systems can be assessed
by its homogeneity degree; homogeneous systems are robust
with respect to external perturbations and time delays.

The standard homogeneity means a mathematical object f
(for example, function or vector field) remains invariant with
respect to scaling of its argument f(esx) = eνsf(x), s, ν ∈ R.
In the general case, instead of the uniform scaling one can
consider a non-uniform scaling x→ d(s)x, where an operator
d(s) : Rn → Rn is called dilation if ‖d(s)x‖ → 0 as s →
−∞ and ‖d(s)x‖ → +∞ as s→ +∞ for x 6= 0. In [2], [3],
[4], the dilation d is suggested to be generated as a flow of C1

vector field. Such a dilation is known as geometric dilation.
The present paper deals with one of generalized homogeneity
concepts [5], [6], which is based on groups of linear dilations.
In the context of the results [2], [3] this type of homogeneity
can be called linear geometric homogeneity.

The present paper addresses two problems. First, feedback
homogenization, i.e. problem of a feedback design making the
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system homogeneous of a given degree. Second, homogeneous
stabilization of linear MIMO plants. The presented homoge-
neous feedbacks have several advantages:
• the closed-loop system is robust in the sense of Input-to-

State Stability (ISS);
• it allows to reject some non-Lipschitz disturbances in the

case of non-zero homogeneity degree;
• the origin is finite-time stable (every compact set containing

the origin is fixed-time attractive) in the case of negative
(positive) homogeneity degree.

Moreover, unlike existing solutions on homogeneous control
design, the presented results do not require special canonical
forms of the system matrix or block decomposition of linear
MIMO model (as, for example, in [7]), which can be accom-
panied by significant computational errors.

In comparison with the conference version [1], in addition to
detailed proofs, the presented results allow to derive necessary
conditions of generalized homogenizability and homogeneous
stabilizability of linear MIMO systems. Moreover, it is shown
that if a system is homogeneously stabilizable of nonzero
degree then it is homogeneously stabilizable with any degree.

The presented control law contains two terms: a linear
feedback that homogenizes the system with a specified degree
and a generalized homogeneous control law, which stabilizes
the system in a finite time (with a fixed-time attraction
of any compact set containing the origin) if the degree of
homogeneity is negative (positive).

Notation: R+ = {x ∈ R : x > 0}, where R is the field of
real numbers; ‖·‖ denotes a norm in Rn; ‖A‖ = supx∈Rn

‖Ax‖
‖x‖

for A ∈ Rn×n; In ∈ Rn×n is the identity matrix; the
eigenvalues of a matrix G ∈ Rn×n are denoted by λi(G),
i = 1, ..., n, λmin(G) = mini=1,..., λi(G) and λmax(G) =
maxi=1,..., λi(G) if G is symmetric; the inequality P > 0
means that a symmetric matrix P = PT ∈ Rn×n is positive
definite; R(λ) denotes the real part of a complex number λ.

II. PRELIMINARIES

A. Stability Notions

Consider the following system

ẋ(t) = f(x(t)), x(0) = x0, t ≥ 0, (1)

where x(t) ∈ Rn is the state vector, f ∈ Rn → Rn is
continuous, f(0) = 0.

Definition 1 [8], [9] The origin of (1) is said to be globally
finite-time stable if it is globally asymptotically stable and
any solution x(t, x0) of the system (1) reaches the equilibrium
point at some finite time moment, i.e. x(t, x0) = 0 ∀t ≥ T (x0)
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and x(t, x0) 6= 0 ∀t ∈ [0, T (x0)), x0 6= 0, where T : Rn →
R+ ∪ {0}, T (0) = 0 is a settling-time function.

Definition 2 [23] A set M ⊂ Rn is said to be globally finite-
time attractive for (1) if any solution x(t, x0) of (1) reaches
M in some finite time moment t = T (x0) and remains there
∀t ≥ T (x0), T : Rn → R+ ∪ {0} is a settling-time function.
It is fixed-time attractive if in addition a settling-time function
T is globally bounded by some number Tmax > 0.

Theorem 1 [8], [10] Suppose there exist a positive definite
C1 function V defined on an open neighborhood of the origin
D ⊂ Rn and real numbers C > 0 and σ ≥ 0, such that the
following condition is true for the system (1)

V̇ (x) ≤ −CV σ(x), x ∈ D \ {0}.

Then depending on the value σ the origin is stable with
different types of convergence:
• if σ = 1, the origin is asymptotically stable;
• if 0 ≤ σ < 1, the origin is finite-time stable and T (x0) ≤

1
C(1−σ)V

1−σ
0 , where V0 = V (x0);

• if σ > 1 the origin is asymptotically stable and, for every
ε ∈ R+, the set B = {x ∈ D : V (x) < ε} is fixed-time
attractive with Tmax = 1

C(σ−1)εσ−1 .

If D = Rn and function V is radially unbounded, then the
system (1) admits these properties globally.

B. Generalized Homogeneity

The homogeneity is a symmetry property of an object with
respect to a group of transformations (dilation operation). The
considered type of homogeneity deals with commutative linear
transformations.

Definition 3 [5], [11] A map d : R → Rn×n is called
dilation in the space Rn if it satisfies:
• group property: d(0) = In and d(t + s) = d(t)d(s) =
d(s)d(t) for t, s ∈ R;
• continuity property: d is a continuous map;
• limit property: lims→−∞ ‖d(s)x‖ = 0 and
lims→+∞ ‖d(s)x‖ = +∞ uniformly on the unit sphere
S = {x ∈ Rn : ‖x‖ = 1}.
It follows from Definition 3 that the dilation d is a uniformly

continuous group, for which there always exists a generator
Gd ∈ Rn×n defined by Gd = lims→0

d(s)−In
s [24]. The

generator Gd satisfies the following properties [24]
d
dsd(s) = Gdd(s) = d(s)Gd,

d(s) = eGds =
∑+∞
i=0

siGid
i! , s ∈ R.

Definition 4 [5] The dilation d is said to be strictly
monotone if ∃β > 0 : ‖d(s)‖ < eβs for s ≤ 0.

Thus, monotonicity means that d(s) is a strong contraction
for s < 0 (strong expansion for s > 0) and implies that for
any x ∈ R \ {0} there exists a unique pair (s0, x0) ∈ R × S
such that x = d(s0)x0.

Theorem 2 [6] If d is a dilation in Rn, then
• the generator matrix Gd is anti-Hurwitz (i.e. R(λi(Gd)) >
0, i = 1, ..., n) and there exists a matrix P ∈ Rn×n such that

PGd +GTdP > 0, P > 0. (2)

• the dilation d is strictly monotone with respect to the norm
‖x‖ =

√
xTPx for x ∈ Rn and P satisfying (2):

eαs ≤ ‖d(s)‖ ≤ eβs if s ≤ 0,
eβs ≤ ‖d(s)‖ ≤ eαs if s ≥ 0,

where α = 1
2λmax

(
P

1
2GdP

− 1
2 + P−

1
2GTdP

1
2

)
, β =

1
2λmin

(
P

1
2GdP

− 1
2 + P−

1
2GTdP

1
2

)
.

Definition 5 [5] A vector field f : Rn → Rn (a function
g : Rn → R) is said to be d-homogeneous of degree ν ∈ R if

f(d(s)x) = eνsd(s)f(x), ∀x ∈ Rn, ∀s ∈ R.
(resp. g(d(s)x) = eνsg(x), ∀x ∈ Rn, ∀s ∈ R.) (3)

Remark 1 If n = 1, then the generator Gd ∈ R+ is a
positive scalar and d(s) = esGd ∈ R+ for any s ∈ R. In
this case, homogeneous vector fields/functions R→ R satisfy
both conditions in (3), but its degree can be defined differently
following the context (e.g., if it defines the right-hand side of
ODE, then the second formula of (3) is utilized).

Note that the homogeneity studied in this paper was intro-
duced in [5] for analysis of partial differential equations, it is
more general than the weighted homogeneity and less general
than the geometric one. Indeed, in the case of geometric
homogeneity, the dilation group may be nonlinear. In this
context, the generalized homogeneity studied in the paper is
classified as a linear geometric homogeneity.

A special case of homogeneous function is a homogeneous
norm [6], [2]: a continuous positive definite d-homogeneous
function of degree 1. For monotone dilations we define the
canonical homogeneous norm ‖ · ‖d : Rn → R+ ∪ {0}
as ‖x‖d = esx for x 6= 0, where sx ∈ R such that
‖d(−sx)x‖ = 1 and, by continuity, we assign ‖0‖d = 0.
Note that ‖d(s)x‖d = es‖x‖d and

‖d(− ln ‖x‖d)x‖ = 1. (4)

If the dilation d is monotone then the function ‖ · ‖d is
continuous on Rn and Lipschitz continuous on Rn\{0} (see
[6]).

Theorem 3 [6] An asymptotically stable d-homogeneous
system ẋ = f(x), f : Rn → Rn of degree ν ∈ R is uniformly
finite-time stable if and only if ν < 0.

C. On the Matrix Equation XĀ− ĀX = X

Let us consider the matrix equation

XĀ− ĀX = X. (5)

Lemma 1 [25] Let Ā ∈ Rn×n. Then every matrix solution
X ∈ Rn×n of equation (5) is nilpotent.

Note, that the equation (5) is a special case of the Sylvester
matrix equation. The general solution of the matrix equation
is given in [26]. In solving the inverse problem (search for the
matrix Ā for given X), the following result is valid.

Lemma 2 For any nilpotent matrix X ∈ Rn×n equation (5)
has a solution.

Proofs of all theorems and lemmas are given in the Ap-
pendix.
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III. PROBLEM FORMULATION

Firstly, introduce the notions of generalized homogenization
and generalized homogeneous stabilization.

A nonlinear system ẋ = f(x, u) is
• d-homogenizable with degree ν ∈ R if there exists

a feedback u(x) such that the closed-loop system is d-
homogeneous of degree ν.
• d-homogeneously stabilizable with degree ν ∈ R if there

exists a feedback u(x) such that the closed-loop system is d-
homogeneous of degree ν and globally asymptotically stable.
This paper studies the problem of generalized homogeniza-

tion and robust stabilization for the linear plant

ẋ(t) = Ax(t) +Bu(t) + ω(t, x(t)), (6)

where x ∈ Rn is the state vector, u ∈ Rm is the vector of
control inputs, A ∈ Rn×n, B ∈ Rn×m (the pair (A,B) is
controllable, rank B = m ≤ n) are system and control gain
matrices, ω : R × Rn → Rn models the system uncertainties
and disturbances. The state vector x is assumed to be mea-
sured. The case of discontinuous function ω is treated using
the theory of Filippov [27].

The main goal is to propose a constructive (i.e. equipped
with reliable tuning rules and robustness abilities) stabilizing
control algorithm based on generalized homogenization of
the system (6). Notice that in the case of negative (positive)
homogeneity degree the control guarantees finite-time stabil-
ity (asymptotic stability with a fixed-time attraction of any
compact set containing the origin).

IV. MAIN RESULT

Let us rewrite the result of [2] for generalized homogeneity
case that gives the criterion for a linear system to be d-
homogeneous with the generator Gd.

Lemma 3 Let Gd ∈ Rn×n be a generator of the dilation
d(s) = eGds, s ∈ R. Then the linear system ẋ = Cx, x ∈ Rn,
C ∈ Rn×n is d-homogeneous of degree ν ∈ R if and only if

CGd −GdC = νC. (7)

Based on Lemma 1 and Lemma 3 it can be shown that the
system (6) with ω(t, x) = 0 can be homogenized by a linear
control u = K0x.

Theorem 4 (Disturbance-free case) The disturbance-free
closed-loop system (6) with u = K0x, K0 ∈ Rm×n is d-
homogeneous of degree ν 6= 0 for some dilation d if and only
if A+BK0 is a nilpotent matrix.

Therefore, the control u = K0x, where K0 is such that
A + BK0 is a nilpotent matrix, homogenizes the system (6)
with any degree ν ∈ R (for a dilation dependent on ν and
K0). Further, these results are utilized for control design of
the system (6) with u = K0x+ ũ, where ũ is d-homogeneous,
then we have the following property:

Lemma 4 If the disturbance-free system (6) is d-
homogeneously stabilizable of degree ν 6= 0 then it is d-
homogeneously stabilizable with any degree.

The following theorem gives the necessary and sufficient
condition for d-homogeneous stabilizability of the system (6)
with ω(t, x) = 0.

Theorem 5 (Disturbance-free case) The disturbance-free
closed-loop system (6) is d-homogeneously stabilizable with
degree ν 6= 0 if and only if the pair {A,B} is controllable.

The following lemma gives the corresponding homogeneity-
based stabilizing feedback law for the disturbance-free sys-
tem (6).

Lemma 5 Let the control be chosen in the form

u(x) = K0x+ ‖x‖ν(1+γ)+ε
d Kd(− ln ‖x‖d)x, (8)

where

• K0 = y0(L − (γ + 1)In)−1 for some L ∈ Rn×n, y0 ∈
Rm×n, γ ∈ R satisfying

AL− LA−A+By0 = 0, (9a)

(L− γIn)B = 0, (9b)

L− (γ + 1)In < 0, (9c)

• K ∈ Rm×n, ε ∈ R+ are chosen such that

(A+BK0)X+X(A+BK0)T+By+yTBT+δX≤0, (10a)

X > 0, (10b)

ηX ≥ νLX + νXLT + 2εX > 0 (10c)

for some X ∈ Rn×n, y ∈ Rm×n, δ, η ∈ R+ with K = yP ,
P = X−1 and Gd = νL+ εIn.

Then the disturbance-free closed-loop system (6), (8) is asymp-
totically (for ν > 0) / exponentially (for ν = 0) / finite-time
(for ν < 0) stable.

Remark 2 The presented control is an extension of the
results in [7], where the weighted homogeneity is used (the
special case of generalized homogeneity with diagonal matrix
Gd). Indeed, applying the presented approach for the system
in the canonical block form one obtains a control with the
same structure as in the paper [7]. Thus the main advantage
of this paper is in the fact the presented approach does not
require block decomposition which in some cases may be
accompanied by significant computational errors.

The presented control scheme provides different types of
convergence depending on homogeneity degree ν. For ν < 0
the closed-loop system (6), (8) is finite-time stable with the
following settling time estimate T (x0) ≤ − η

δν ‖x0‖−νd . For
ν > 0 the closed-loop system is asymptotically stable and for
any ε ∈ R+, the set B = {x ∈ Rn : V (x) < ε} is fixed-time
attractive with Tmax = η

δν ε
−ν . In the case ν = 0 the control

scheme reduces to the standard linear control design problem.
Note that the canonical homogeneous norm ‖ ·‖d is defined

implicitly by (4). Therefore, to realize the control (8) the
numerical procedures can be used to find ‖ · ‖d. For example,
the bisection method may be utilized (see, e.g. [7]).

Homogeneity of the closed-loop system implies robust
properties, such as, ISS stability (see, e.g., [12], [13], [14]) and
non-Lipschitz disturbances rejection. The following theorem
presents the modification of the control scheme to reject some
additive disturbances.
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Theorem 6 (Disturbed case) Let ν ∈ R and
• the system (9), (10b) – (10c),

(A+BK0)X+X(A+BK0)T+By+yTBT+δX+R≤0, (11)

is feasible for some K0 ∈ Rm×n, R,L,X ∈ Rn×n, R > 0,
y ∈ Rm×n, δ ∈ R+, γ ∈ R;
• the control has the form (8) with K = yP , P = X−1;
• the disturbance function ω satisfy

ωTdT (−ln ‖x‖d)R−1d(−ln ‖x‖d)ω≤ζδ‖x‖2νd , ζ∈(0, 1).
(12)

Then the system (6), (8) is asymptotically (for ν > 0) /
exponentially (for ν = 0) / finite-time (for ν < 0) stable.

For ν < 0 the settling time is bounded by T (x0) ≤
− η

(1−ζ)δν ‖x0‖−νd . For ν > 0 and any ε ∈ R+, the set
B = {x ∈ Rn : V (x) < ε} is fixed-time attractive with
Tmax = η

(1−ζ)δν ε
−ν .

Remark 3 Theorem 6 is proven under assumption that ω is
continuous function of state. Using Filippov Theory and con-
vex embedding technique it can be proven for discontinuous
ω in the similar way. In the latter case the inequality (12) is
not needed to be checked at the discontinuity set.

According to the restriction on the system disturbances (12)
the control (8) allows to reject non-Lipschitz disturbances
in the case of non-zero homogeneity degree. Also note that
the result does not require the disturbance to be matched.
The restriction (12) is presented in the form, which is not
appropriate for using in practice. A more constructive (but also
more conservative) condition can be derived in the following
way.

Corollary 1 Let X ∈ Rn×n be a solution of the system (9),
(10b) - (11),

X ≤ ϑR, ϑ ∈ R+ (13)

with P = X−1. If

√
ωTPω ≤

√
ζδ

ϑ

{
‖x‖ν+α

d if ‖x‖d ≤ 1,

‖x‖ν+β
d if ‖x‖d ≥ 1,

(14)

where α and β are defined in Theorem 2, then the inequal-
ity (12) of Theorem 6 holds.

In the case when the matrix Gd is diagonal, one can use
another result presented in [7, Proposition 16] for simplifica-
tion of the restriction (12). It is also worth to stress that the
conditions (12), (14) can be considered locally if the operation
domain is known a-priori.

V. EXAMPLES

A. Finite-time stabilization of linear MIMO system
(disturbance-free case)

Consider the system (6) in disturbance-free case (d̃(t, x) =
0) for n = 3,

A =

 2 0 1
−1 2 0
2 0 1

 and B =

1 1
0 1
0 2

 .

Define the finite-time control u in the form (8) with the param-
eter ν = −0.3, where the matrices P ∈ R3×3, K0,K ∈ R2×3

are obtained from the inequalities (9), (10) with the parameters
δ = 1, η = 0.8381:

P =

 0.0462 −0.0572 0.0268
−0.0572 0.1865 −0.0593
0.0268 −0.0593 0.0622

 ,

K0 =

(
−2.9473 1.9473 −0.9868
−1.1053 0.1053 −0.5263

)
,

K =

(
−4.2663 11.1510 −3.6490
0.7151 −2.0240 −0.4931

)
,

Gd =

0.0972 0.3079 −0.1539
0 0.4130 −0.1579
0 0.0316 0.0814


and γ = 4142.2, ε = 1242.7.

The numerical simulation of the closed-loop system has
been done for x0 =

(
−1 2 4

)T
by the Euler method

with the fixed step size h = 0.005. To find values of ‖ · ‖d
the bisection method was used. The results of simulation are
shown in Fig. 1, Fig. 2.

Fig. 1. System states versus time for finite-time control in disturbance-free
case

Fig. 2. Control inputs versus time

B. Finite-time stabilization of linear MIMO system (disturbed
case)

Consider the same system in presence of disturbances
ω1(t, x(t)) = ω2(t, x(t)) = 0, ω3(t, x(t)) = 1.5 sin(x1(t)).
Define the finite-time control u in the form (8) with the param-
eter ν = −0.1, where the matrices P ∈ R3×3, K0,K ∈ R2×3

are obtained from (9), (10b) - (11) with ϑ = 30.9939, δ = 1:

P = 10−1

 0.883 −1.509 0.632
−1.509 4.459 −1.656
0.632 −1.656 1.062

 ,

Gd = 10−2

3.24 10.26 −5.13
0 13.77 −5.26
0 1.05 2.71

 ,

K0 =

(
−2.9473 1.9473 −0.9868
−1.1053 0.1053 −0.5263

)
,

K =

(
−20.3529 38.6277 −19.692

7.2388 −14.5646 3.3043

)
,
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γ = 4142.2, ε = 414.2485. According to Theorem 2 the
condition (14) can be rewritten as follows

√
ωTPω ≤

√
ζδ

ϑ

{
‖x‖

ν+α
β if ‖x‖ ≤ 1,

‖x‖
ν+β
α if ‖x‖ ≥ 1.

Then it can be easily checked that (14) holds with ζ = 0.89.
The results of simulation are shown in Fig. 3, Fig. 4.

Fig. 3. System states versus time for finite-time control in disturbed case

Fig. 4. Control inputs versus time

C. Control of Twin Rotor MIMO System

Obtained result has been implemented in practice on the
TRMS 33-220 platform (see Fig. 5). In accordance with [28]
the TRMS model can be represented in the form (6) with

x =
(
ψ ψ̇ τ1 φ φ̇ τ2 MR

)T
,

A=



0 1 0 0 0 0 0

0 −B1ψ

l1
b1
l1

0 0 0 0

0 0 −T10

T11
0 0 0 0

0 0 0 0 1 0 0

0 0 0 0 −B1φ

l2
b2
l2

− 1
l2

0 0 0 0 0 −T20

T21
0

0 0 kc(−T0T10+T11)
TpT11

0 0 0 − 1
Tp


,

B =

(
0 0 k1

T11
0 0 0 kcT0k1

TpT11

0 0 0 0 0 k2

T21
0

)T
,

ω(t, x(t)) =
(
0 ω1 0 0 ω2 0 0

)T
,

where ψ is the pitch angle, φ is the yaw angle, τ1, τ2
are the vertical and horizontal motor moments, MR is the
cross reaction momentum, ui ∈ [−2.5, 2.5]V , i = 1, 2 are
the control signals, ω1 = a1x

2
3 −Mg sinx1 −B2ψsignx2 −

Kgy(a1x
2
3+b1x3)x5 cosx1, ω2 =a2x

2
6−B2φsignx5. The control

law is chosen in the form u(x) = uss + unl(x), where
unl =

(
u1 u2

)T
is the control law to be designed and

uss is static characteristic, which compensates gravity and
crossreaction terms in steady state. All descriptions and values
of model parameters are given in [28].

The parameters of the control unl in the form (8) were
selected solving the system (9), (10b)-(11) with ν = −0.8,
δ = 0.3:

K0=

(
0 0.0011 1.6742 0 0 0 0.5309
0 −0.0448 −17.8688 0 −6.9441 7.4997 −82.043

)
,

Fig. 5. Twin Rotor MIMO System

K=

(
−61 −210.5 −151.1 −50.7 −70.2 4.9 134.9
156.9 786.4 479.8 −85.8 −27 −228.4 1403.3

)
,

P =10−2



1.52 4.54 2.45 −0.09 0.11 −0.72 5.99
4.54 22.66 12.84 −1.44 −0.01 −3.6 33.19
2.45 12.84 8.14 −0.9 −0.02 −2.12 20.69
−0.09 −1.44 −0.9 1.15 0.48 0.37 −3.38
0.11 −0.01 −0.02 0.48 0.82 0.12 −1.08
−0.72 −3.6 −2.12 0.37 0.12 1.01 −5.98
5.99 33.19 20.69 −3.38 −1.08 −5.98 61.62


,

Gd =


49.165 −1.924 −1.63 0 0 0 −4.656
−0.001 48.535 0.815 0 0 0 2.328
−0 0.05 46.526 0 −0.001 0.001 −0.712

−12.089 29.552 25.037 48.369 0 0 71.534
0 −14.697 −12.518 −0.001 47.569 0 −35.767

0.002 −17.005 −9.144 −0.001 0.879 46.775 −26.127
0 −0.087 0.302 0 −0.001 0.001 47.637


and γ = 1.3241, ε = 47.8346.

It can be seen the inequality (12) holds for ‖x‖d ≥ %, % ∈
R+ (i.e. the set {x ∈ Rn : ‖x‖d ≤ %} is positively invariant).

Experimental results are presented in Fig. 6, Fig. 7. The
measured signals ψ, φ were passed through low-pass filters.
The experiment has been done with sampling period of the
digital controller h = 0.001. Peaks of control signal in steady-
state are due to quantization of measurements of the signals.

Fig. 6. Pitch angle ψ and yaw angle φ

Fig. 7. Control signals for vertical and horizontal motors
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VI. CONCLUSION

The paper presents homogenizing and stabilizing control
algorithms for linear MIMO systems. It is shown that the
system (6) can be homogenized with any degree via linear
feedback. The presented stabilizing control law guarantees
finite-time stability (asymptotic stability with a fixed-time
attraction of any compact set containing the origin) if ho-
mogeneity degree is negative (positive). The settling time
estimates are obtained. Tuning control parameters is presented
in the form of linear matrix equations and inequalities. The
robustness of the control algorithm with respect to system
uncertainties and disturbances is studied.

APPENDIX

Proof of Lemma 2 Let J ∈ Rn×n be the Jordan normal
form of X ∈ Rn×n obtained by similarity transformation J =
T−1XT . Rewrite (5) in the form

JÃ− ÃJ = J, (15)

where Ã = T−1ĀT . If X is nilpotent, then the matrix
J has nonzero elements only on its superdiagonal. Then
the equation (15) always has a solution Ã ∈ Rn×n (in
diagonal form). Thus, for given nilpotent X ∈ Rn×n
the matrix equation (5) always has a solution
Ā ∈ Rn×n, e.g. if J =

(
0 1 0
0 0 1
0 0 0

)
then Ã =

(
1 0 0
0 2 0
0 0 3

)
.

Proof of Lemma 3 Sufficiency. The system ẋ = Cx
is d-homogeneous of degree ν if the identity (3) holds,
i.e. CeGds = eνseGdsC = e(Gd+νIn)sC. Rewriting this
expression as

C

+∞∑
i=0

siGid
i!

=

+∞∑
i=0

si (Gd + νIn)
i

i!
C, s ∈ R

and combining the terms of the same power we obtain that as
sufficient condition for d-homogeneity is that

CGid = (Gd + νIn)
i
C (16)

for any nonnegative integer i. For i = 0 the equality is obvious.
For i = 1 it coincides with the condition (7). Since

CGi+1
d = CGdG

i
d = (Gd + νIn)CGid =

(Gd + νIn)
2
CGi−1

d = · · · = (Gd + νIn)
i
CGd =

(Gd + νIn)
i+1

C,

then by induction the equality (16) holds for all i ≥ 0.
Necessity. Let M(s) = CeGds − e(Gd+νIn)sC. Then for

d-homogeneous system ẋ = Cx of degree ν due to (3) we
have M(s) = 0 and

∂M(s)

∂s
=CGde

Gds−(Gd+νIn)e(Gd+νIn)sC=0, ∀s ∈ R.

Finally, taking s = 0 we obtain that the condition (7) holds.

Proof of Theorem 4 Sufficiency. According to Lemma 3,
the system (6), u = K0x, ω(t, x) = 0 is d-homogeneous of
degree ν if and only if

(A+BK0)Gd −Gd(A+BK0) = ν(A+BK0). (17)

Let the matrix K0 is chosen such that the matrix A+BK0 ∈
Rn×n is nilpotent. Then, according to Lemma 2, there is a
matrix L ∈ Rn×n that is a solution of the Sylvester equation
(A + BK0)L − L(A + BK0) = A + BK0. The matrix L̄ ∈
Rn×n, L̄ = L + ε

ν In is also its solution for any ε ∈ R+,
i.e. (A + BK0)(L + ε

ν In) − (L + ε
ν In)(A + BK0) = (A +

BK0)L−L(A+BK0). Finally, choosing the parameter ε for
the generator in the form Gd = νL + εIn to be anti-Hurwiz
and substituting the generator matrix into the equation (17)
complete the sufficiency proof.

Necessity. Let the equality (17) hold. Rewrite (17) in the
form (5) as (A + BK0)Ḡd − Ḡd(A + BK0) = A + BK0,
where Ḡd = 1

νGd. Then, according to Lemma 1,
any matrix solution A + BK0 ∈ Rn×n is nilpotent.

Proof of Lemma 4 Let

u(x) = K0x+ ũ(x) (18)

be a d-homogeneously stabilizing feedback with degree ν ∈
R, the generator matrix is Gd ∈ Rn×n and K0 is such that (17)
is satisfied. Then for d-homogeneous term ũ(x) we have

Bũ(d(s)x) = eνsd(s)Bũ(x). (19)

Note that according to Theorem 2 there exists a matrix P
satisfying (2). Let us consider the new dilation d̆(s) = eĞds

where Ğd = ρIn−Gd and ρ ∈ R+ is such that (2) is satisfied
with corresponding generator Ğd and the same matrix P . Note
that (A+BK0)x is d̆-homogeneous with degree −ν due to

(A+BK0)Ğd−Ğd(A+BK0) = Gd(A+BK0)−(A+BK0)Gd.

Then the system (6) with the control

ŭ(x) = K0x+ ‖x‖ρ
d̆
ũ

(
x

‖x‖ρ
d̆

)
(20)

is d̆-homogeneous with degree −ν since taking into ac-
count (19) we have

‖d̆(s)x‖ρ
d̆
Bũ

(
d̆(s)x

‖d̆(s)x‖ρ
d̆

)
= eρs‖x‖ρ

d̆
Bũ
(
eρsd(−s)x
eρs‖x‖ρ

d̆

)
=

e(ρ−ν)s‖x‖ρ
d̆
d(−s)Bũ

(
x
‖x‖ρ

d̆

)
=e−νs‖x‖ρ

d̆
d̆(s)Bũ

(
x
‖x‖ρ

d̆

)
.

For ‖x‖d̆ ≤ 1 and y = d̆(− ln ‖x‖d̆)x (i.e. y ∈ {x : ‖x‖d̆ =
1} = S) we have∥∥∥‖x‖ρ

d̆
Bũ
(

x
‖x‖ρ

d̆

)∥∥∥ =
∥∥∥‖x‖ρ

d̆
Bũ
(

d̆(ln ‖x‖d̆)y

‖x‖ρ
d̆

)∥∥∥ =∥∥∥‖x‖ρ−ν
d̆

d(− ln ‖x‖d̆)Bũ (y)
∥∥∥ ≤ ‖x‖ρ−ν−α

d̆
‖Bũ (y)‖ ,

where α is defined in Theorem 2, then ŭ(x)→ 0 as x→ 0 for
sufficiently large ρ ∈ R+ (ρ > ν +α) and the control ŭ(x) is
continuous on Rn\{0} if ũ(x) is continuous on the unit sphere
S. The stability of the system (6), (20) is straightforward since
the systems (6), (20) and (6), (18) coincide on the unit sphere
S and the Lyapunov function can be chosen the same as for
the system (6), (18). Finally, according to [15] the system (6),
(18) (system (6), (20)) is dς -homogeneous (d̆ς -homogeneous)
with degree ςν (−ςν) for any ς ∈ R+ with dς(s) = d(ςs)
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(d̆ς(s) = d̆(ςs)) and the generator Gdς = ςGd (Gd̆ς = ςGd̆).

Proof of Theorem 5 and Lemma 5 Let us present the proof
of Theorem 5, where sufficiency part coincides with the proof
of Lemma 5.

Necessity. If we assume that the linear disturbance free
system (6) is d-homogeneously stabilizable with degree ν 6= 0
then according to Lemma 4 it is d-homogeneously stabilizable
with any degree. In particular, it is finite-time stablizable for
ν < 0. The equivalence of controllability and finite-time
stabilizability of linear dynamical systems is well known (see,
for example, [29]).

Sufficiency. Let us prove sufficiency in two steps: first we
show that the feedback law (8) stabilizes the system (6) if (9)
- (10) hold, and then feasibility of (9) – (10) is proven in the
case of controllable pair {A,B}.

I. Let ν ≥ −1. Choose the candidate Lyapunov function
V = ‖x‖d. Since ‖x‖d = es : ‖d(−s)x‖ = 1,

∂‖d(−s)x‖
∂s = −∂‖z‖∂z

∣∣∣
z=d(−s)x

Gdd(−s)x =

− 1
2‖d(−s)x‖−1xTdT (−s)

(
PGd +GTdP

)
d(−s)x,

∂‖d(−s)x‖
∂x

= ‖d(−s)x‖−1xTdT (−s)Pd(−s),

then implying ∂s
∂x = −

[
∂‖d(−s)x‖

∂s

]−1
∂‖d(−s)x‖

∂x (by means of
Implicit Function Theorem [30] for the function s : Rn → R
implicitly defined by ‖d(−s)x‖ = 1) we obtain

V̇ = ∂
∂t‖x‖d = ∂

∂x‖x‖dẋ(t) = es ∂s∂x

∣∣∣
s=ln ‖x‖d

×(
Ax+BK0x+ ‖x‖ν(1+γ)+ε

d BKd(− ln ‖x‖d)x
)

=(
xTdT (−ln ‖x‖d)

(
PGd+GTdP

)
d(−ln ‖x‖d)x

)−1×
2‖x‖dxTdT (− ln ‖x‖d)Pd(− ln ‖x‖d)×(

Ax+BK0x+ ‖x‖ν(1+γ)+ε
d BKd(− ln ‖x‖d)x

)
.

(21)

Taking into account (9b), the equation (9a) is equivalent
to (A + BK0)L − L(A + BK0) = A + BK0 with K0 =
y0(L−(γ+1)In)−1. According to (9c) the matrix L−(γ+1)In
is invertible. Since the equation (A+BK0)L−L(A+BK0) =
A+BK0 holds, then in accordance with Theorem 4 we have
Ax+BK0x is d-homogeneous of degree ν with the generator
Gd = νL + εIn (the inequality (10c) imply that the matrix
Gd is anti-Hurwiz):

d(−s)(A+BK0)x = eνs(A+BK0)d(−s)x. (22)

The inequality (10c) guarantees that

ηP ≥ PGd +GTdP > 0 (23)

and according to Theorem 2 the dilation d is strictly monotone.
Let us show that the equality

d(− ln ‖x‖d)‖x‖ν(1+γ)+ε
d BKd(− ln ‖x‖d)x =

‖x‖νdBKd(− ln ‖x‖d)x.
(24)

holds. To do this, it enough to show that

(e(νγ+ε)sd(−s)− I)BK = 0. (25)

Since

(e(νγ+ε)sd(−s)− I)BK =

+∞∑
i=1

si((νγ + ε)In −Gd)i

i!
BK

the equality (25) holds if (Gd− (νγ+ ε)In)BK = 0 which is
implied by (9b). Then, using (25) it is easy to show that (24)
holds.

Returning to (21) with using (10a), (22), (23), (24) we
obtain

V̇ =
‖x‖1+ν

d zT (P (A+BK0+BK)+(A+BK0+BK)TP)z
zT (PGd+GTdP)z

≤

− δ‖x‖
1+ν
d zTPz

ηzTPz
= − δ

ηV
1+ν .

(26)
where z = d(− ln ‖x‖d)x.

In the case ν < −1 choose the candidate Lyapunov function
in the form Ṽ = V µ = ‖x‖µd, where µ ≥ −ν. Then according
to (26) we can obtain

˙̃V ≤ −µδ
η
Ṽ
µ+ν
µ . (27)

Finally, applying Theorem 1 for (26) (or (27)) shows that the
feedback law (8) stabilizes the system (6) with different types
of convergence if (9) - (10) hold.

II. Let us show that the system of equations and inequali-
ties (9)-(10) is feasible if the pair {A,B} is controllable.

To show that the equations (9) are feasible let us use the
known block decomposition procedure discussed in [7], [23].
Due to this reason all decomposition descriptions and details
are skipped and only resulting system is shown:

ṡ = Ãs+ B̃ũ,

where s ∈ Rn is a new variable after transformation, ũ is a
control input, Ã ∈ Rn×n, B̃ ∈ Rn×m. The matrices Ã, B̃
have the following block forms

Ã =


0 A12 0 · · · 0
0 0 A23 · · · 0
· · · · · · · · · · · · · · ·
0 0 · · · 0 Ak−1 k

Ak 1 Ak 2 · · · Ak k−1 Ak k

 ,

B̃ =
(
0 0 · · · 0 ATk k+1

)T
,

where k is the number of blocks (in both rows and columns),
Aij ∈ Rni×nj , i, j = 1, 2, . . . , k, n1 + n2 + · · · + nk = n,
rank(Ai i+1) = ni, Ak k+1 ∈ Rm×m, nk = m. Choose ũ as
linear control input

ũ = K̃0s = −A+
k k+1

(
Ak 1 Ak 2 · · · Ak k−1 Ak k

)
s,

where A+
k k+1 is the left inverse matrix to Ak k+1. Then

ṡ = (Ã+ B̃K̃0)s =


0 A12 0 · · · 0
0 0 A23 · · · 0
· · · · · · · · · · · · · · ·
0 0 · · · 0 Ak−1 k

0 0 · · · 0 0

 s.

Returning to (9) with corresponding transformed matri-
ces Ã, B̃, K̃0 it can be easily shown that L̃ =
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(
(γ−k+1)In1 0 ··· 0

0 (γ−k+2)In2
··· 0

··· ··· ··· ···
0 ··· 0 γInk

)
is an solution of the equa-

tions (9) with any γ ∈ R and the matrix

L̃− (γ + 1)In =


−kIn1

0 · · · 0
0 (−k + 1)In2

· · · 0
· · · · · · · · · · · ·
0 · · · 0 −Ink

 < 0

is negative and invertible (i.e. the inequality (9c) is satisfied).
Thus, (9) are always feasible for controllable pair {A,B}.

Controllability of the pair {A,B} implies feasibility
of the matrix inequalities (10a), (10b) for any given
K0 ∈ Rm×n (see, for example, [31]). Finally, the
inequality (10c) is feasible for sufficiently big ε and η.

Proof of Theorem 6 Let us take the same candidate
Lyapunov functions as in thre proof of Theorem 5. Taking
into account the disturbances we obtain
∂‖d(−ln ‖x‖d)‖

∂x

(
Ax+BK0x+‖x‖ν+ε

d BKd(−ln ‖x‖d)x+ω
)

=
1
2‖x‖

ν
dx

TdT (− ln ‖x‖d) (P (A+BK0 +BK)+
(A+BK0 +BK)TP

)
d(− ln ‖x‖d)x+

xTdT (− ln ‖x‖d)Pd(− ln ‖x‖d)ω =

1
2

(
d(− ln ‖x‖d)x
d(− ln ‖x‖d)ω

)T
W

(
d(− ln ‖x‖d)x
d(− ln ‖x‖d)ω

)
−

1
2δ‖x‖

ν
dx

TdT (− ln ‖x‖d)Pd(− ln ‖x‖d)x+
1
2‖x‖

−ν
d ωTdT (− ln ‖x‖d)R−1d(− ln ‖x‖d)ω =

1
2

(
d(− ln ‖x‖d)x
d(− ln ‖x‖d)ω

)T
W

(
d(− ln ‖x‖d)x
d(− ln ‖x‖d)ω

)
−

1
2δ‖x‖

ν
d + 1

2‖x‖
−ν
d ωTdT (− ln ‖x‖d)R−1d(− ln ‖x‖d)ω,

where

W=

(
‖x‖νd

(
P(A+BK0+BK)+(A+BK0+BK)TP+δP

)
P

P −‖x‖−νd R−1

)
.

The matrix W is negative semidefinite (it can be
obtained from (11) by using Schur complement taking
into account P = X−1 and K = yP ). Then the
inequality (12) implies V̇ ≤ − (1−ζ)δ

η V 1+ν for the case

ν ≥ −1 ( ˙̃V ≤ −µ(1−ζ)δ
η V

µ+ν
µ for the case ν < −1).

Proof of Corollary 1 The inequality (13) implies R−1 ≤
ϑP . According to [6, the proof of Corollary 4], the inequality

ωTdT (− ln ‖x‖d)Pd(− ln ‖x‖d)ω ≤

ωTPω

{
‖x‖−2α

d if ‖x‖d ≤ 1,

‖x‖−2β
d if ‖x‖d ≥ 1

holds. Then, utilizing these inequalities one can rewrite
the inequality (12) as sufficient condition in the form (14).
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