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Abstract. Phishing emails are a widespread cybersecurity attack method. Their 

breadth and depth have been on the rise as they target individuals and 

organisations with increased sophistication. In particular, social engineering in 

phishing focuses on human vulnerabilities by exploiting established 

psychological and behavioural cues to increase the credibility of phishing emails. 

This work presents the results of a 56,000-participant phishing attack simulation 

carried out within a multi-national financial organisation. The overarching 

hypothesis was that strong cultural and contextual factors impact employee 

vulnerability. Thus, five phishing emails were crafted, based on three of 

Cialdini’s persuasion principles used in isolation and in combination. Our results 

showed that Social proof was the most effective attack vector, followed by 

Authority and Scarcity. Furthermore, we examined these results in the light of a 

set of demographic and organisational features. Finally, both click-through rates 

and reporting rates were examined, to provide rich insights to developers of 

cybersecurity educational solutions. 

Keywords: Cybersecurity, Phishing, Social engineering, Simulation, 

Behavioural study. 

1 Introduction 

In 2017, the average global annualised cost of cybercrime was $11.7M per organisation, 

representing a 22.7% increase over the previous year [28]. Phishing and social 

engineering were identified as the second highest type of attack after malwares. 

Phishing is a scalable act of deception whereby impersonation is used to obtain 

information from a target individual [15]. In practical terms, this involves sending 

malicious emails with the intent to deceive recipients and lure them into disclosing 

personal information or revealing their credentials. To increase credibility, phishing 

emails often mimic the design and content of genuine emails sent by reputable 

companies, government agencies, or personal contacts of the recipient. 

The breadth and depth of phishing attacks has expanded continuously in both 

individual and organisational settings. For the individual, the most destructive 
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consequences will be identity theft or financial loss through electronic banking services. 

However, a successful attack on a company or an organisation can let the attacker 

access precious enterprise data and potentially cause significant financial, reputational, 

and security damage [28]. Hence, governments and financial institutions are seen as 

lucrative targets for phishing. 

To mitigate potential losses, employees are continuously being trained to identify 

and report phishing attacks. But, in this ‘armament race’, phishing attacks have also 

been evolving, deploying more complex technical and psychological approaches. 

While early phishing methods primarily capitalised on mass-mailing of dubious 

content, recent methods involve the tailoring of emails to the recipients (spear-phishing 

or whaling), spoofing (links and email address manipulation), and even large-scale 

methods, such as website forgery [18]. The attack vectors have also broadened 

significantly, with SMS and phone phishing being quite common. 

To craft a phishing attack, one of the method most widely utilised to manipulate 

people into responding involves social engineering [14]. Social engineering exploits 

established psychological and behavioural principles to increase the credibility of 

emails and lessen the motivation to engage in the careful evaluation of incoming 

information, thereby increasing the likelihood of a successful attack. Among the 

methods widely-encountered in phishing emails are established persuasive principles 

such as authority or scarcity, which are exploited for the purposes of deception rather 

than persuasion [17]. 

As phishing poses a threat to organisations and individual users, much effort has 

been devoted to developing tools that protect the recipients of phishing emails and help 

them mitigate phishing attacks. Most of these are automated tools that scan and filter 

incoming emails for suspicious content (keywords, grammatical mistakes), or technical 

issues (inconsistent links, spoofed metadata, illegitimate senders) typical for phishing 

attacks. While such filters achieve substantially high levels of accuracy, they also have 

limitations, leaving users vulnerable to targeted or not yet detected types of attacks. 

Therefore, there is a need to empower humans to detect malicious emails, helping them 

to mitigate the risks associated with phishing. 

Appropriate responses to phishing emails can be achieved through education. It has 

been demonstrated that less technically knowledgeable users are more vulnerable to 

phishing attacks [22]. We posit that customised content and regime can improve current 

education delivery methods. To achieve such customisation at a large scale, it is crucial 

to first identify solid predictors of vulnerability. Past research has touched upon basic 

demographic factors such as age and gender, but with mixed results, potentially due to 

small size and methodological limitations [21]. 

In this paper, we present and analyse the results of a large-scale phishing attack 

simulation carried out by a multi-national financial organisation, as a follow-up of a 

qualitative study [7]. The simulation involved virtually all the employees of the 

organisation (more than 56,000 staff) and five variants of a phishing attack, each 

deploying a different social engineering strategy or a combination of strategies. The 

simulated phishing attack was initiated by the organisation in a drill-style exercise, and 

emails were sent directly to the employees’ corporate email addresses. We captured the 

employee responses to the phishing emails: reporting the attack, clicking on the link in 

the phishing email, or ignoring the email.  
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We report the observed responses of the employees and analyse them with respect 

to multiple demographic features, organisational categories, and the deployed social 

engineering strategies. To the best of our knowledge, this is among the first works to 

look beyond demographic factors into the more specific employment and organisational 

factors at such a large-scale, diverse role- and age-wise, and multi-national corporate 

environment. The outcomes surface important insights that should be considered by 

developers of future, tailored phishing education programs. 

In summary, the contributions of our work are three-fold. First, we highlight 

demographic segments and categories of employees that are vulnerable to phishing 

attacks. Second, we compare the deceptive power of several social engineering 

strategies deployed for phishing purposes. Third, we discuss how organisations can 

operationalise these findings to develop tailored education campaigns and help 

employees mitigate phishing attacks. 

2 Related Work 

Phishing is an activity covering a range of media, approaches, attack vectors, and 

objectives. Hence, it has been difficult to establish a common definition for phishing, 

although Lastdrager, based on the lexical and semantic analysis of the literature, coined 

the following: “phishing is a scalable act of deception whereby impersonation is used 

to obtain information from a target” [15]. In this paper, we focus on phishing emails in 

a context where the information obtained from the target is for a malicious intent, such 

as to gain financial benefit or compromise an organisation’s data or reputation. 

Phishing emails typically contain a link to a fraudulent website or include malicious 

attachments. They often utilise a range of techniques to reach their target and entice 

them to disclose information. Protective methods can broadly be categorised into 

technological (filtering emails based on spoofed sender address or known harmful 

content), organisational (policies and procedures for recruitment, technology use) and 

human (training and educating users) [12,18]. While all three categories must be 

addressed holistically to protect an organisation [12], this paper centres on human 

factors and social engineering attack vectors. 

Social engineering refers to deception methods leveraging psychological 

mechanisms that reduce suspicion and increase trust in the malicious content. Several 

studies have attempted to define a taxonomy of social engineering attacks. At the 

highest level, they can be deconstructed into type (e.g., using social attributes to 

persuade the targets to divulge information), channel (e.g., email) and operator (e.g., 

sent by a purported human), and applied through a specific attack vector such as 

phishing [14]. 

Seamlessly persuading a target to disclose information is the main pillar of phishing 

attacks. Hence, the six basic principles of influence, originally proposed by Cialdini [6] 

in the field of marketing and human persuasion, can also be applied for phishing as 

“misused weapons” [1,17]. The six core principles of persuasion are: 

• Reciprocation: people tend to feel indebted to someone who did them a favour, 

e.g., they will positively regard a notification of account expiry and may enter 

their credentials to correct it; 
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• Commitment and consistency: people tend to honour their commitments, e.g., 

reviewing the bill of hotel they previously booked; 

• Social proof: people tend to trust a source if others are believed to also trust 

that source; 

• Liking: people tend to trust more a person they know or some content that 

looks familiar to them; 

• Authority: people tend to comply with authority, be it in the form of a person’s 

position, or an organisation’s logo. 

• Scarcity: people tend to hesitate less and act sooner if they believe that there 

is a limit in amount or time to obtain something of interest. 

Authority is identified as one of the most effective principles in a number of studies 

[1,3,5,11,19], while the other principles may be more influential, depending on other 

characteristics. For example, while scarcity has been demonstrated to influence younger 

people, reciprocation is likely to influence older people [19]. Furthermore, the use of 

these principles by attackers is evolving over time, with an increasing use of scarcity, 

whereas reciprocation and social proof have been declining in usage [27].  

Other efforts were made to combine Cialdini’s principles with psychological 

profiling, e.g., the Big Five model [2], or with Gragg’s psychological triggers and 

Stajano et al.’s principles of scams, leading to the principles of persuasion in social 

engineering [11]. The latter work lists and analytically compares the principles outlined 

by Cialdini, Gragg, and Stajano et al., showing that the three sets overlap for the 

authority and social proof principles, where distraction (scarcity) and authority were 

the most effective principles [10]. Combining the results from these studies, we selected 

social proof, scarcity and authority as the principles to deploy in the present study. 

Considering the ‘scalable’ part of the phishing definition, we note that most of the 

existing studies are limited to a few hundred participants, often university students 

[4,5,8,9,19,20,23,25]. A few studies included larger samples, such as Jagatic et al. with 

1,731 participants in total (although only about 600 participated in the phishing 

component of their study) [13]. Mohebzada et al. engaged more than 10,000 students, 

staff and alumni [16]; however, again in a university environment. Sheng et al. collected 

1,001 user responses, but noted that the use of crowdsourcing might have impacted the 

diversity of their sample population.  

The only study using a large corporate-type of population has been reported by 

Williams et al. [26]. They used the results of nine phishing simulations administered to 

62,000 public service employees, although they did not have access to the demographic 

characteristics of their participants. They focused on urgency and authority in isolation 

and showed that their application increased the effectiveness of spear phishing attacks. 

Our study extends [26] by also focusing on Social proof, as we posit that, in 

organisations, with a strong employee-identification culture, users may be at greater 

risk of Social proof, rather than of other types of attacks. Moreover, we examine the 

correlations between persuasion principles, demographic characteristics, and 

organisational parameters of the employees to test the links between multiple factors 

affecting vulnerability to phishing attacks. 

Overall, while there has been some consideration of demographics in previous 

research, the results are inconclusive. In the context of gender, some studies report 

females as more vulnerable than males [8,13,19,22], while others report the opposite 

[16]. In the context of age, younger participants appear most at risk [8,13,22], at least 
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when exposed to scarcity-based material [19]. However, contradictory results are also 

reported, whereby young participants are less likely to fall victim [16]. To the best of 

our knowledge, only one study examined the links to corporate variables, namely tenure 

[4]. As expected, tenure positively correlated with age, but potentially, was a stronger 

predictor of phishing vulnerability. Correlations were negative, such that on average, 

more years of service were associated with a decrease in vulnerability. 

Two main methodologies were used in previous research. Role-play studies typically 

present images of phishing emails to users and seek respondents’ intended actions, e.g., 

clicking the link or deleting the email [9,22,23]. By contrast, drill-style studies send 

actual phish emails to participants and monitor their responses [4,9,13,19,25]. In some 

cases, participants were fully aware of the study taking place, e.g., because they 

installed specific monitoring software on their machine [19], while, in other cases, they 

were completely unaware of being used as participants [16], which caused post-study 

discussions [13]. To the best of our knowledge, the ecological validity of the role-play 

methods has not been fully investigated in prior works. Hence, drill-style studies with 

minimal warning seem to offer the highest levels of validity. Such warnings can 

materialise as a general email sent to an organisation, yet keeping in mind that a 

significant proportion of recipients may simply ignore the email [16]. 

3 Objectives 

Building on existing research, this paper is part of a holistic approach to cybersecurity, 

aimed at empowering end-users to detect and respond to phishing attacks. We posit that 

the one-size-fits-all education approach, commonly used in large organisations misses 

its objective because it does not address the various needs and attitudes of employees. 

Hence, the overarching motivation of our work is to design tailored educational 

material crafted with various user profiles in mind. 

However, the first step in designing such tailored education approaches lays in 

understanding the dependencies between demographic characteristics as well as 

organisational roles of the employees, and their vulnerability to various types of 

phishing attacks. To this end, in this work we set out to validate several hypotheses: 

• Different age groups fall victim to different types of persuasion, and therefore, 

should receive educational content focusing on these specific types; 

• Vulnerability decreases with tenure as employees become more familiar with 

the processes and structure of the organisation, and therefore, they are less 

likely to be vulnerable to an attack; 

• Employees with managerial responsibility are more likely to exert caution than 

non-managers. Hence, the motivational messages for these groups would vary, 

e.g. focusing on the company image for manager, or on the consequences of 

non-compliance for non-managers. 

Validating these dependencies would allow us to quantify individual or group-based 

vulnerability of employees to phishing attacks. In turn, not only this allows to tune the 

sensitivity of cybersecurity technologies, e.g., of the phishing filter deployed in email 

clients, but also the educational campaigns and cybersecurity trainings can be tailored 

to the specific risks faced by the target group of employees. 
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4 Experiment Setting 

We first present the experimental setting, simulated phishing attack, data collection 

methods, and the evaluation metrics that were used in this study. 

 

4.1 Participants 

In this work, we carried out a controlled, organisation-wide phishing simulation. The 

organisation at hand is a multi-national financial institution operating in more than 30 

countries. The present study included response data from 20 countries (Australia, 

Cambodia China, Fiji, Hong-Kong, India, Indonesia, Japan, Lao, New-Zealand, Papua 

New Guinea, Philippines, Samoa, Singapore, Solomon Islands, Taiwan, UK, USA, 

Vanuatu, Viet Nam), with data from 10 countries excluded due to low numbers. The 

organisation regularly conducts internal simulations and education campaigns with the 

intention of raising employee awareness of information security breaches, 

cybersecurity attacks, and phishing emails. As the attack simulation reported in this 

paper was, in part, conducted for research purposes, the experimental design and data 

collection methods were reviewed and approved by an accredited national Human 

Research Ethics Committee independent of the research team. 

The reported phishing simulation was sent to more than 56,000 recipients from all 

departments and business units of the organisation in October 2017 and results collected 

over the following two weeks. Descriptive statistics of the demographic segments and 

employment categories are provided in Table 1. As the social engineering strategy was 

chosen randomly for each participant, the distribution of strategy type is uniform. In 

the context of gender, there were approximately equal numbers of female and male 

participants. The data were binned into three similar-sized age groups. For tenure, we 

used industry standards of 5 and 10 years to group the employees. As can be expected 

in most organisations, the distribution of managers versus non-managers is not 

balanced. Only 15% of the participants were managers (that is, had employees reporting 

to them), while 85% were non-managers. 

 

Table 1: Distribution of the participants (total N=56,365). 

Feature Distribution Count % population 

Social engineering 

strategy 

Social proof 

Scarcity 

Authority 

Social proof + scarcity 

Social proof + authority  

11,268  

11,267  

11,285  

11,281  

11,264 

20.0% 

20.0% 

20.0% 

20.0% 

20.0% 

Gender 
Female 

Male 

28,430  

27,935 

50.4% 

49.6% 

Age 

18-31 

32-40 

41+ 

19,502  

19,354  

17,509 

34.6% 

34.3% 

31.1% 

Tenure 

0-5 years 

5-10 years 

10+ years 

32,032  

11,714  

12,619 

56.8% 

20.8% 

22.4% 

Manager Managers 8,376  14.9% 
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Non-managers 47,989 85.1% 

 

4.2 Methods 

We deployed five variants of phishing email, all conforming with three of Cialdini’s 

core principles of persuasion – social proof, scarcity, and authority – or their 

combinations. As explained earlier, these principles were selected based on the 

combination of prior works. Moreover, it can be noted that the other three principles – 

reciprocity, consistency, and liking – were considered less appropriate in the context of 

our simulation because (i) the one-off nature of phishing emails naturally could not 

leverage existing relationships and social ties between the sender and the recipient; and 

(ii) the risk of compromising the reputation of real employees or managers precluded 

us from using real names or roles within the organisation. As Cialdini’s principles of 

persuasion are used in phishing attacks to deceive email recipients rather than to 

persuade them, we will refer to these hereafter as social engineering strategies.  

In addition to the three core principles, we also considered two combinations of 

principles: social proof + authority, and social proof + scarcity. The authority + 

scarcity combination was considered but not studied, due to its low compatibility and 

less realistic outcome, when co-located in the same email. Consequently, we produced 

five variants of phishing emails. To verify their alignment with Cialdini’s principles 

and with the organisation’s corporate communication style, the crafted phishing emails 

were reviewed and iteratively revised by five human-computer interaction researchers 

and the security team of the organisation. The input of the latter ensured that the 

simulated phishing emails were broadly consistent with real phishing emails that had 

been previously detected at the organisation. Finally, minor typographic errors, 

grammatical mistakes, and language inconsistencies were intentionally introduced and 

uniformly distributed amongst the emails. 

All of the emails were sent from an external email address with a domain name that 

closely resembles the organisation’s, but has a minor typographic error. All the emails 

included a URL linking to the same domain. Although the domain name modification 

was minor, it was expected to be readily recognised by the employees of the 

organisation, frequently visiting web and intranet sites hosted by the original domain 

of the organisation. The emails were white-listed by the mail servers of the organisation 

and, as such, all reached their recipients. 

Key excerpts from the five phishing emails are copied verbatim in the blocks below. 

For illustration purposes, we highlight those parts of the email that are associated with 

the deployed social engineering strategies. Linda Gardner, who is signed on the emails, 

is a fictitious name and not an employee of the host organisation. 

 

Social proof 

Check out this offer:Dinner carnival is coming! – based on recent survey, 

more than 80% of our staff like to dine out with friends and family, soo we have 

been negotiating with high-end local restaurants to bring you a meal discounted 

at 95% between now and the end of next week. I hope you’ll take-up this unique 

chance to enjoy the delicious food and lovely dining environment. 
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So far over 100 staffs have enjoyed this discount. Please check [LINK] to 

find out which of your local restaurants are available for this nice offer and 

regster accordingly. 

Linda Gardner 

 

Scarcity 

Check out this offer:Dinner carnival is coming! – we have been negotiating 

with high-end local restaurants to bring you a meal discounted at 95% between 

now and the end of next week. So I hope you’ll take-up this unique opportunity 

to enjoy the delicious food and lovely dining environment. 

However, opportunties are limited - only the first 200 registrations will be 

able to secure the offer. So, hurry up and register at [LINK] 

The registration may end anytime in the next couple of hours before COB 

today, soo be quick! 

Linda Gardner 

 

Authority 

The Life Balance Team has announced an annual Dinner carnival. Based on 

the findings of Prof. Clark and the Life Balance team, we want to be the perfect 

work-life balance place. We have been negotating with high-end local 

restaurants to bring you a meal discounted at 95%. So, we suggest you take-up 

this unique chance to enjoy the delicous food and lovely dining environment. 

We strongly recommend you check [LINK] to find out which of your local 

restaurants are available for this offer and register accordingly. This is an 

organisational priority for us, so we expect you to take part. 

Linda Gardner 

 

Chief Officer 

Social proof + scarcity 

Dinner carnival is coming! – based on recent survey, more than 80% of our 

staff like to dine out with friends and family, so we have been negotating with 

high-end local restaurants to bring you a meal discounted at 95% between now 

and the end of next week. So, I hope you’ll take-up this unique opportunity to 

enjoy the delicous food and lovely dining environment. 

However, opportunities are limited - only the first 200 registrations will be 

able to secure the offer. So, hurry up and register at [LINK] 

Linda Gardner 

 

Social proof + authority 

The Life Balance Team has announced an annual Dinner carnival. Based on 

the findings of Prof. Clark and the Life Balance team, we want to be the perfect 

work-life balance place. Based on a recent survey, more than 80% of our staff 

like to dine out with friends and family, so we have been negotating with high-

end local restaurants to bring you a meal discounted at 95%. So, we suggest you 

take-up this unique chance to enjoy the delicous food and lovely dining 

environment. 
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So far over 100 staffs have enjoyed this discount. We strongly recommend 

you check link to find out which of your local restaurants are available for this 

offer and register accordingly. This is an organisational priority for us, so we 

expect you to take part. 

Linda Gardner 

Chief Officer 

 

4.3 Metrics 

Upon receiving the emails, each participant could respond in three ways. The first 

would be to click on the link, virtually falling victim to the phishing attack. This is the 

undesired outcome of the simulation. In this case, the participant would be re-directed 

to an internal educational page articulating that the email was sent as part of a phishing 

attack simulation conducted by the organisation. Of course, clicking on a link may not 

result in users necessarily disclosing their credentials, but they are still vulnerable to 

drive-by download malware on some websites and other types of attacks which could 

compromise the organisation’s security. Therefore, consistent with other research 

studies we considered clicking on a link as a risky behavioural response. 

The second response, which is the desired outcome of the simulation, would be to 

report the email as a phishing attack. In this case, the participant would be automatically 

notified by email that they successfully recognised the attack and passed the phishing 

simulation. The host organisation considers reporting to be far superior to ignoring 

attacks because it can lead to swift protection of the whole organisation thanks to a 

snowball effect. From a psychological standpoint, it also reflects a totally different 

attitude: a healthy appreciation of the risk and locus of control, rather than perceiving 

the threat severity of phishing attacks as low. 

The third response is essentially not to respond – neither report nor click – or to 

ignore the phishing email. It may reflect an undesirable condition where reporting is 

not performed because a user is ‘unsure’, which highlights flaws in the promotion of 

‘there is no dumb question when it comes to cyber’. This aspect could not be ascertained 

through our study data, and furthermore, the lack of reporting may not inform us as to 

the efficiency of social engineering attacks, so we treat it as an undesired outcome. 

 It should be noted that the responses of clicking and reporting are, in principle, not 

mutually exclusive. In fact, a small portion of participants reported phishing attacks 

after viewing the educational content. However, in the following analysis we discard 

this minor overlap. 

Following this logic, we define two metrics allowing us to quantify the performance 

of a group of participants in response to a phishing attack. The metrics that quantify the 

success of the attack on a group and the success of a group in mitigating the attack are 

Click Rate (CR) and Report Rate (RR), respectively. More formally, let us denote by Gc 

and Gr the two subgroups in the entire population of phishing attack recipients G, who 

clicked on or reported the attack, respectively. CR and RR are computed as 

𝐶𝑅 =  
|𝐺𝑐|

|𝐺|
               𝑅𝑅 =  

|𝐺𝑟|

|𝐺|
 

where |·| denotes the number of employees within a group. Essentially, these metrics 

quantify the portion of group members, who clicked on or reported the attack. 
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5 Results 

In this section, we present the results of the phishing attack simulation. Consistent with 

the aims of the study, we analyse the differences observed with respect to a number of 

demographic and organisational categories, and refine these findings by considering 

the effectiveness of various social engineering strategies. Therefore, as appropriate 

when analysing significant associations between categorical variables, Chi Square 

statistical tests were used for all comparisons and are noted in the diagrams below as * 

for p<.05 and ** for p<.01. No marking indicates that the difference was not statistically 

significant, p>.05. When more than two groups are compared, we initially report the 

combined Chi Square, before presenting further analysis where each group is tested 

against the rest of the sample (i.e., all other groups combined). 

 

5.1 Overall click through and reporting rates 

The overall headcount of the organisation at the time of the study was 57,089 

employees. After filtering errors and missing values, we obtained reliable data related 

to the simulated phishing attack from 56,365 participants, which accounts to 98.7% of 

total employees and will be considered as the overall number of participants in the 

analyses reported below. 

In total, 6,922 participants (CR=12.28% of the employees), clicked on the phishing 

link and virtually fell victim to the attack. On the other hand, 12,219 participants 

(RR=21.68% of the employees) reported the received email as a phishing attack, thus, 

successfully having passed the simulation, as shown in Fig. 1. The remaining 68.87% 

of employees did not respond actively to the simulation. Overall, we observe that the 

number of reports was 76% higher than the number of clicks, generally indicating a 

positive preparedness of the organisation to mitigate phishing attacks. 

 

 

Fig. 1: Overall click-through and reporting rates. 

Comparing the effectiveness of the three core social engineering strategies – Social 

proof, Scarcity, and Authority – we observe that the click-through rates differ 

substantially across these strategies, with Scarcity being perceived least credible 

(CR=7.8%), followed by Authority (CR=12.0%) and Social proof (CR=14.6%). Hence, 

the latter is 87.2% and 21.7% higher than the CRs of Scarcity and Authority, 

respectively. Despite the different click-through rates, the obtained reporting rates RR 

of the three core strategies are comparable, all placed within the 21.0-24.4% range.  
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We posit that this might be explained by the higher popularity of phishing emails 

leveraging Authority and Scarcity [26]. Therefore, the email recipients are familiar with 

this types of attack and are more likely to recognise them, as reflected by the lower CR 

of these strategies. In essence, a combination of the CR and RR results shows that Social 

proof is the most effective social engineering strategy, followed by Authority, and then 

by Scarcity.  

Combining Social proof with the other social engineering strategies, does not 

provide an additive effect over and above a single strategy. The addition of either 

Scarcity or Authority to the Social proof strategy slightly compromises the credibility 

of the phishing emails, such that their respective CRs drop by 13.0% and 2.3% in 

comparison to the CR of Social proof deployed in isolation. Similarly, the RR decreases 

slightly when combining social engineering strategies (1.7% and 15.6%) in comparison 

to the RR of Social proof in isolation. In summary, we observe that the addition of 

recognisable strategies decreases the effectiveness of the phishing emails. 

 

5.2 Gender 

In contrast to previous studies [7,13,19,22], the analysis of gender differences (Fig. 2) 

shows that there were no significant differences between female and male participants’ 

click-through rates. Our population sample is much larger and more diverse in terms of 

age, occupation and country of origin than in prior research, so our result may have 

higher ecological validity within the general population. In terms of reporting phishing 

emails (Fig. 3), males were significantly more likely to report phishing emails than 

females, except for the Social proof + Scarcity attack strategy. 

 

Fig. 2: Click-through rates per gender. 

 

Fig. 3: Reporting rates per gender. 
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5.3 Age 

Considering the differences observed with respect to the participants’ age (Fig. 4), 

significant differences were evident between groups overall for all strategies except 

Scarcity and Authority. 

Further analysis of each group versus the rest of the population provides more 

insights: the 41+ group is significantly more likely to fall victim to Social proof attacks 

than the other employees (p<.01). For Social proof + Scarcity, all age groups are 

significantly different from the rest of the employees (p<.05). Both the 18-31 and 41+ 

groups are significantly less likely to click than the rest of the population under the 

Social proof + Authority attack, but this is mostly due to an abnormally high click-

through rate for the middle group. 

In the context of reporting phishing emails (Fig. 5), we observe significant 

differences (p<.01) between the different age groups for Social proof, Scarcity, and 

overall. Further analyses show that the 18-31 group is significantly more likely to report 

Social proof (p<.01) or Scarcity (p<.05) attacks, while the group of 41+ employees are 

significantly less likely to report phishing using the same strategies (all p<.01, except 

Scarcity for 18-31: p<.05). 

 

 

Fig. 4: Click-through rates per age. 

 

 

Fig. 5: Reporting rates per age. 

These results indicate that older participants are more vulnerable to phishing than 

others. We posit that this observation might be attributed to lower a familiarity of the 

older employees with IT practices within the organisation and changes in modern 
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phishing vulnerability of older adults [14]. 
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5.4 Tenure 

We now turn to the differences observed with respect to the number of years of service 

(tenure). While previous demographics-based analyses are applicable to the society at 

large, the following ones may be more relevant to large-scale organisations with 

established hierarchical structures.  

Employees were grouped into three categories, including tenure of up to 5 years, 5 

to 10 years, and more than 10 years (Fig. 6). We observed significant differences overall 

(p<.01) for all attack strategies. Further analyses also reveal significant differences 

between each group and the rest of the population for all types of attacks, apart from 

the 5-10 years of tenure employees and the rest for Scarcity or Social proof + Authority. 

In other words, the up to 5 years of tenure group is significantly more likely to click 

through than the rest of the population. 

 

 

Fig. 6: Click-through rates per tenure (3 groups). 

This is an interesting finding when contrasted with the age-focussed results 

discussed previously. Age in isolation may not be a reliable indicator of vulnerability, 

since organisational interventions are likely to override their effects. For example, 

regular training and awareness campaigns potentially decrease the vulnerability of staff 

during their first few years at the company, regardless of their age when joining. We 

tested this hypothesis further by grouping tenure into 9 comparable-size bins as shown 

in Fig. 7. This analysis allows us to isolate the group of new employees in their first 

year with the organisation. These employees are significantly more likely to click on 

phishing emails (overall and for each strategy: p<.01) than other staff. 

 

 

Fig. 7: Click-through rates per tenure (9 groups). 
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In the context of reporting rates (Fig. 8), the trend holds for newer employees 

whereby they were less likely to report the phishing email than the rest of the staff. 

However, while employees with longer tenure exhibited a fairly consistent behaviour 

for click-through rates, this time, the group with 5 to 10 years of tenure exhibited 

significantly more reporting than the rest of the population for all types of attacks 

(p<.01) except for Scarcity, where all groups were equally likely to report. 

In summary, we conclude that new employees (and, specifically, those in their first 

year of employment) are more vulnerable to phishing than employees who have been 

with the organisation for a longer period of time. We posit that this can be explained by 

the lower familiarity of the former with the organisation’s emails and communication 

styles. This may hamper their ability to distinguish between genuine emails and 

phishing attacks, hence, increasing their vulnerability. This is consistent with the results 

obtained in prior literature [16]. 

 

 

Fig. 8: Reporting rates per tenure (3 groups). 

5.5 Managerial status 

Another important organisational feature is the manager/non-manager status, 

communicating whether other employees report to the phishing email recipient (Fig. 

9). We observed that managers were significantly less likely to click on phishing emails 

overall and for all types of strategies (p<.01, except Authority p<.05) with the exception 

of Social proof and Social proof + Authority (p>.05). 

For reporting rates (Fig. 10), managers were significantly more likely to report 

phishing emails overall, and also for all types of attacks (p<.01, except for Scarcity and 

Social proof + Authority: p<.05). 

 

 

Fig. 9: Click-through rates per managerial status. 
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Fig. 10: Reporting rates per managerial status. 

We conclude that non-managers are more vulnerable to phishing attacks than 

managers. This outcome may be explained by the higher familiarity of managers with 

the organisation, which allows them to better recognise and mitigate phishing attacks. 

6 Discussion 

We conducted a study of phishing attacks and vulnerability within a financial 

organisation. This study is uniquely large and diverse, with staff spanning across 20 

countries and several cultures. It focuses on a number of demographic and 

organisational features, as well as on the social engineering strategies deployed. The 

main insights are: 

• Females and males did not differ in their click-through rates of phishing 

emails, which contrasts previous research carried out with smaller or less 

diverse population samples. However, male employees demonstrated a higher 

rate of reporting phishing emails than females. 

• Employees aged over 41 were generally more vulnerable to phishing attacks 

than other employees. They were particularly vulnerable to attacks deploying 

the Social proof strategy, as identified from the highest click-through rate and 

lowest reporting rate. Furthermore, employees younger than 32 years old were 

less vulnerable to all phishing attacks involving Social proof, while the 

employees aged between 32 and 40 were more likely to be the victimised by 

phishing attacks with combined strategies involving Social proof. 

• Employees who have been with the organisation for fewer than five years (and, 

particularly, less than a year) were more vulnerable than others to phishing 

attacks, and also exhibited the lowest reporting rate, which was evident across 

all the social engineering strategies. Overall, employees who have worked in 

the organisation for a long period (more than 10 years) were less likely to fall 

victim to phishing attacks of any kind, although they may not report suspicious 

emails as frequently as those employees who have worked for a moderate time 

(5-10 years). 

• Non-managers were more vulnerable to phishing attacks than managers. This 

finding was also observed across the board and did not depend on the social 

engineering strategy deployed. 
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• Generally, phishing attacks utilising the social proof strategy were more 

effective and dangerous than attacks using other strategies. This was clearly 

and evidently observable for all the analysed groups and organisational roles 

of participants. 

While the first two findings related to the demographic factors reaffirm or nuance 

some previously reported works, the latter three, which are relevant to large 

organisations, are novel and original. The two findings related to tenure and manager 

status can be supported by the same common logic: familiarity of employees with the 

organisation – be it with the communication styles or the leadership team – allows them 

to better distinguish between genuine and fraudulent emails, and, thereby mitigate 

phishing attacks. We believe that this insight can be taken up by the designers of 

corporate training programs, particularly when on-boarding or targeting new staff. 

We also observed insightful results related to the deployment of the social 

engineering strategies. It was evident that the effectiveness of phishing emails depends 

on the social engineering strategy deployed, with socially-driven manipulations being 

the most effective method, noticeably dominating both scarcity- and authority-driven 

attacks. We attribute these differences to prior familiarity of the participants and 

phishing email recipients in general with the deployed strategies. For example, 

authority-driven phishing attacks that pretend to be sent by the police, government 

agencies, or large companies like Apple or Microsoft, are relatively common. Likewise, 

numerous attacks use fraudulent scarcity-driven manipulations like “special prices for 

the day” or “lucky winner of a draw”. We believe that, due to their sheer popularity, 

participants are naturally trained to recognise and mitigate such attacks better than the 

more uncommon social manipulations. In contrast, mentioning in the email that other 

employees of the organisation accepted an offer seems to be an effective means to 

deceive the recipients. A potential explanation might be that employees with a strong 

identification with the organisation look to decrease uncertainty by conforming to what 

others in their group are doing (i.e., self-categorisation theory [24]), and may be 

particularly susceptible to social manipulations. In other terms, companies with high 

organisational identification of employees may be more vulnerable to social proof than 

other types of deception. 

The diversity observed in the vulnerability of various demographic segments and 

organisational roles calls for tailoring of future phishing education programs. For 

example, junior employees need to receive more encompassing phishing education than 

employees at the management levels. It is also evident that different social engineering 

strategies need to be emphasised for younger and older employees. Our findings 

undermine the validity of the current, one-size-fits-all phishing education campaigns 

and highlight the emergent need for group tailored (or even personalised) solutions, 

which can cater to the specific needs and weaknesses of every employee. 

Several potential limitations of our work should be raised. The first refers to the 

reasonably low a priori effectiveness of the simulated phishing attack. The study did 

not tailor the phishing emails to group or individual characteristics of the recipients 

using demographic or organisational data available, which would have amounted to 

spear-phishing attacks. This was done in order not to compromise any departments 

within the organisation and to maintain the ecological validity of the study, because 

detailed personal information is typically not available at large scale to outside 
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attackers. Hence, the level of attack effectiveness of our emails was deliberately 

limited. 

The second limitation to be mentioned refers to the somewhat limited response rate 

of the simulation. As mentioned earlier, less than 35% of participants actively 

responded to the emails, i.e., clicked on the phishing link or reported the attack. This 

limitation is alleviated, however, by the large sample size of more than 56,000 

participants. Therefore, we were able to obtain solid empirical evidence and analyse 

differences between participants with respect to social engineering strategies, as well 

as demographic and organisational factors. 

The third potential limitation refers to the scope of the study, which involved a single 

phishing attack and was carried out in a single organisation operating in the financial 

sector. Again, we alleviate this limitation by the large sample size of the phishing attack 

simulation, which ensures representativeness with respect to a variety of countries, age 

groups, and other demographic and organisational factors. Furthermore, we should note 

the broad range of positions filled by the participants, including business/data analysts, 

financial advisers, administration staff, call centre staff, insurance specialists, and many 

more. Therefore, we believe that our findings are generalisable and will be also valid 

in other large organisations and economy sectors. 

7 Conclusion 

Phishing attacks have evolved over the last two decades into powerful and dangerous 

cybersecurity weapons. They are exploited in a multitude of cyber-attack scenarios, 

targeting organisations, companies, and individuals, and can be encountered in a range 

of domains and applications. While numerous technical solutions to phishing attacks 

have been developed, we argue that human users are one of the weakest links in the 

cybersecurity chain. Consequently, we believe in the emergent need to educate users 

and upgrade them into an active defence against cyber-attacks. 

Large organisations rely on phishing simulations as an awareness tool and 

complement for a typical annual training. However, such a single point of measurement 

is fairly artificial and “ticking compliance boxes” does little to change users’ attitudes 

and behaviours towards cybersecurity. While resisting the appeal of persuasive content 

may be difficult, a reliance on corporate protection can be reduced by emphasising 

locus of control, and conversely decreasing over-confidence in other users by managing 

threat appraisal. Our work departs from traditional, generic, cybersecurity educational 

content by identifying combinations of demographic and organisational factors that are 

most likely to lead to improvements in performance.  

Indeed, everyone is different, and the same attack may be easily mitigated by some 

while victimising others. This brings forward the question of individual differences in 

phishing vulnerability, which we set out to investigate in this work. Our overarching 

hypothesis is that strong culture and context factors impact employee vulnerability. To 

this end, we conducted a large-scale phishing attack simulation focussing on 

demographic and organisational differences affecting the vulnerability to phishing, also 

considering the social engineering strategies deployed by phishing emails. The study 

was carried out within a real work environment of a multi-national financial 

organisation and involved more than 56,000 participants.  
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Our results surfaced several valuable insights related to the vulnerability of different 

participants to phishing attacks. While previous works linked differences in phishing 

vulnerability to demographic factors, to the best of our knowledge, this is among the 

first works to identify differences with respect to organisational features in a large 

corporate environment. This work also examined the deceptive potential of established 

persuasive strategies applied for phishing attack purposes. Finally, our work considered 

both click-through rates and reporting rates, which paves the way for the development 

of the next generation of phishing awareness tools and cybersecurity educational 

solutions. 

One immediately realisable finding that stems from our work concerns the need to 

tailor or personalise future cybersecurity education programs. The differences observed 

between the participants clearly show the strengths and weaknesses of various segments 

of employees. Hence, it is beneficial to focus education on the specific weaknesses of 

each and every employee or group of employees, to better cater to their vulnerabilities. 

This task is not easy to accomplish, but it has the tremendous potential to improve the 

efficacy of educational programs and the individual strategies for mitigating phishing 

attacks. 

This naturally leads to future research directions, one of which targets the evaluation 

of such tailored phishing education programs. We expect their efficacy to be superior 

to the efficacy of the non-tailored, one-size-fits-all education programs that are 

currently deployed by many organisations. This, however, can only be validated in a 

follow-up user study, comparing the observed changes in the responses to phishing 

attacks. We will embark on this research after developing the new education program. 

Another promising direction refers to the use of alternative statistical models and 

approaches to data analysis, such as the generalised linear model frameworks and 

machine learning methods, to better predict the most relevant educational material for 

each employee or group of employees, based on their demographics, organisational and 

situational characteristics. Some of these characteristics are likely to evolve over time. 

Therefore, the learning mechanisms should be able to dynamically process this data. 

Such information is available in most organisations deploying phishing simulations, 

since they run the studies regularly, providing measures of vulnerability and capability 

to report over time.  

Finally, we plan to incorporate psychological factors into the predictive model. 

Although high predictive accuracy can be achieved using behavioural features, we posit 

that another source of valuable information is the recipient’s psychological model. For 

example, psychological factors, such as locus of control, impulsivity, and perceived 

threat severity have the potential to influence the decision-making processes and 

behaviour of the email recipients. In the future, we will construct psychological models 

of the employees and incorporate them into predictive models. 
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