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Abstract. In manufacturing enterprises implementing the idea of Industry 4.0, 

devices that generate data are increasingly used. Over time, huge data sets are 

created. These collections, known as Big Data, are very important to the 

company because they can contain valuable information. One of the goals of 

today's enterprises is to discover this information and transform it into 

knowledge. The aim of the article is to present the methodology of exploration 

of large data sets from the manufacturing process in glassworks. The result of 

the research is knowledge about the parameters of the manufacturing process 

causing defects in the products. 
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1   Introduction 

Today's manufacturing companies increasingly use different types of devices that 

generate data. This data may contain crucial information. An important area of 

modern enterprises' activities is discovering this information. Such task requires 

processing a large amount of data. Then the identified information is transformed into 

knowledge understood as information that has been confirmed and can be used to 

support decision-making [1].  

The crucial stage of knowledge discovery process is data mining (DM). DM is 

defined as the automatic search for unknown dependencies and patterns hidden in the 

data. The detected information should then be presented to the user in an intelligible 

form, e.g. in the form of logical rules or visualizations [1]. 

In the research literature on production engineering, an increasing number of DM 

applications has been observed for several years. Examples include: scheduling and 

production planning [2], customer needs research [3], machine failure prediction [4], 

improvement of the assembly process [5], supply chain management [6] or product 

design [7]. 

Also in collaborative networks are places where DM methods can be used. A 

collaborative network has the potential to collect huge amount of data about its 

collaborative activities. For this reason, there is a need to extract significant patterns 

out from data and utilize them in a collaborative network. The authors of the paper [8] 

propose a framework for DM in the design of collaborative virtual environments. 
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Modeling of collaboration networks is also the topic of the work [9]. The aim of the 

paper is exploration of the structural and the dynamic features of collaboration to 

demonstrate that there is a unified modeling approach for reproduce these features in 

different domains. Proposed model allows understand collaboration patterns in two 

different domains: research and development alliances between firms, and co-

authorship relations between scientists. In the work [10], the authors draw attention to 

prediction of collaborative relationships in the form of collaboration platform where 

firms can address works to solve problems together. A similar topic is discussed in the 

paper [11], which presents an analytic framework for managing extended networks in 

supply chains. 

The authors of the work attempt to demonstrate the suitability of using DM 

methods to ensure the quality of products and propose the methodology for analyzing 

industrial data in glassworks. 

2   Data Analysis Methods Applications to Quality Assurance 

Many applications of data analysis in manufacturing enterprises are related to the 

product quality. A large part of the research concerns the influence of input 

parameters of the manufacturing system on the quality of products. Usually the data 

analyzed includes parameters of the manufacturing process (MP), properties of 

materials used, employees (e.g. seniority, age), equipment and tools status (e.g. 

number of days since the last failure, number of hours worked), and the environment 

of the production system (e.g. atmospheric conditions, day of week). 

Many publications using DM in the field of quality assurance come from the 

metallurgical industry. The aim of the research [12] was to use neural networks and 

multiple regressions to predict the quality of galvanized steel. Paper [13] presents 

models of neural networks that predict the influence of process parameters on the 

properties of products manufactured in a pressure die-casting process. The article [14] 

presents the use of Kohonen's neural networks to identify key factors affecting the 

quality of steel after the rolling process. Work [15] shows that data recorded with 

automatic sensors in the cutting process can be used to monitor the quality of 

products. In [16], Bayesian neural networks were used to determine the appropriate 

parameters of the sintering process. In [17], grouping algorithms, similarity measures, 

and distance measures were used to improve production schedules. In work [18], a 

method for determining the correlation between a sequence of machines and the 

quality of products is proposed, based on association rules. 

All the above-mentioned works focus on a strictly defined field of industry and 

describe only selected cases of the use of DM in the context of product quality 

assurance. There are no solutions in the literature describing the use of DM 

techniques that comprehensively cover all stages of manufacturing.  

In addition, it should be noted that the applications of DM in the area of quality 

assurance are mainly focused on the processing of metals, and the glass industry is an 

area in which there is a small number of studies [19].  

The aim of this article is to present the concept of methodology for the analysis of 

large data sets from a production system in glassworks. The result of the research is 
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expected to be the knowledge about the impact of MP parameters on the occurrence 

of defects in the products. 

3   Problem Statement and Data Source Description 

Analysis of industry data is a non-trivial task, because of the attributes that can be 

assigned to this data. The Big Data concept defines them as 3V: volume, velocity, 

variety. Volume refers to a large amount of data, velocity concerns the speed of data 

inflow and analysis, and variety indicates the heterogeneity of data. An additional 

difficulty is to determine the technique of extracting knowledge that will best suit to a 

given problem. These difficulties indicate the need to develop some general methods 

and guidelines that will be useful for researchers. A glassworks factory is an example 

of a company where large amounts of data are generated. There are 4 glass furnaces 

and 14 production lines in the analyzed glassworks. The daily production volume is 

over 5 million. The manufacturing is continuous, and as a result, data regarding 

process parameters are recorded 24 hours a day, 7 days a week. Data sets created in 

this way may be used when there are problems with ensuring high quality of products. 

In the glassworks, at automatic quality control stations, an anomaly was recorded. 

The anomaly involves the occurrence of periods in which an increased number of 

defective products is observed. Periods of the increased number of defective products 

last from a few to over a dozen days. During this time, the number of defective 

products is about three times higher than the average. The abovementioned anomaly 

is that air bubbles occur in the product's head. The bubbles appearing on the surface 

of the seal are particularly dangerous; product with the defect becomes useless. It 

should be noted that with the use of the statistical data analysis methods, glassworks’ 

employees were not able to determine the reason for the periods of increased 

defectiveness of the products. The aim of the research is to identify the parameters 

that are responsible for periods of increased number of products with the defect. 

Because the glassworks collects extensive datasets containing the values of hundreds 

of MP parameters, there was decided to find the reason of increased number of 

defective products using DM methods. 

The quantity and dynamics of the collected data (values of most parameters are 

registered every second) justifies the use of artificial intelligence and machine 

learning methods. In addition, the research issue also includes the appropriate 

presentation of knowledge, so that it is understandable for decision-makers. The 

knowledge base, which is an integral part of the decision support system (DSS), 

should contain decision rules acquired by appropriate methods of induction.  

Data from the production process monitoring system were recorded within a period 

of 27 days and can be divided into three groups: 

1. The number of products with the defect recorded on three manufacturing lines. 

2. Parameters characterizing the MP, concerning: operation of the glass furnace (glass 

level and temperature, electric and gas heating power); work of three forehearths 

(glass temperature and heating); cooling of moulds. 
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3. Meteorological data describing weather conditions outside the production hall, 

such as air temperature, atmospheric pressure and humidity. 

Data regarding the number of defective products are recorded at quality control 

stations located at the so-called cold end of the production line. Based on them, three 

variables were defined, which will be explained (output) variables during the test. 

Parameters of the MP, together with meteorological data, will be used as 

explanatory (input) variables. The first device from the hot end is a glass furnace. 

Based on data obtained from sensors located in the furnace, 11 variables were 

defined, that describe the operation of the furnace and ventilation, as well as the level 

and temperature of the liquid glass. The next device in the MP is a forehearth, which 

receives liquid glass from the glass furnace. Glass moving through forehearth gets the 

right consistency and temperature. The acquired forehearth parameters refer to the air 

pressure, the position of the air supply valves and the temperature of the glass. At the 

end of forehearth, liquid glass is divided into portions (so-called gobs). A total of 139 

parameters were registered in the forehearths. Gobs are moving to moulds that give 

them the shape of the product. Another group of acquired parameters describes the 

cooling of moulds, where nine parameters were registered. The number of registered 

parameters is shown in Table 1. 

Table 1. The set of explanatory variables 

The number of parameters used as explanatory variables  

Glass furnace  Forehearths Moulds cooling Meteorological 

data 

TOTAL 

11 139 9 3 162 

4   Research Methodology and Preliminary Results 

In the paper [20], it was shown that DM methods can be used to generate one of four 

types of information: 

− logical rules based on IF (conditions) THEN (conclusion) construction; 

− relative significance of explanatory variables expressing their impact on the 

explained variable; 

− predicted values of explained variables; 

− results of grouping explanatory variables. 

The analysis focuses on obtaining the four types of information, enabling the 

understanding of the relationship between the parameters of the production process 

and the number of defective products. Figure 1 presents the assumed research plan, 

leading to the automatic acquisition of knowledge from production data, and then to 

develop a decision support system in the quality assurance process. Data selection is 

aimed at choosing the right data that may potentially contain knowledge about the 

problem being studied. Preparation for analysis includes handling of missing data and 

outliers as well as generation of basic statistics describing the data. The principal 

component analysis (PCA) in the literature is most often used as a method of reducing 

dimensionality, i.e. reducing the number of explanatory variables. 
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Fig. 1. Proposed research plan 

In the proposed approach, PCA plays a slightly different role - it is used for 

grouping observations. The expected results of PCA are the principal components, 

which are a linear combination of explanatory variables, and graphs presenting the 

view of observations (cases) on the plane of the principal components. The graphs 

will allow to identify groups (clusters) of observations. The clusters will help in the 

implementation of the next stage - the conversion of explained variables. An example 

of the application of this approach is the analysis of parameters obtained from one of 

the manufacturing lines. The eigenvalues of the 20 principal components are 

presented in the scree plot shown in Figure 2.  

 

Fig. 2. A scree plot for 20 principal components 

The selection of the principal components for further analysis assumes determining 

the division point at the place where the eigenvalues of subsequent components cease 

to decrease significantly. For the further analyzes the principal components number 1 
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to 4 are selected. It is worth noting that the percentage values of the four main 

components cover in total over 80% of the variability of the explained variables. This 

example shows the high usefulness of PCA in application to the reduction of the 

dimensionality of the analyzed dataset. 

For each pair of four principal components, observations were projected onto the 

plane. The points shown in the charts are individual cases from the data set. Charts in 

which component No. 1 is present contain clear clusters of observations (Figure 3). 

 

Fig. 3. Observations for selected pairs of four principal components 

Particularly compact clusters of observations appear in the graphs of components 

No. 1 and 3, where they are marked with letters A, B and C. 

The next stage of the analysis is the conversion of explained variables. At this 

stage of the research, data cases belonging to clusters A, B and C were projected onto 

a chronological graph showing the number of products with the defect (Figure 4).  

 

Fig. 4. The diagram of the number of defected products with identified classes 

It turns out that data cases belonging to cluster A are at the beginning of the graph, 

cases from cluster B are in the middle, and the final part of the chart is occupied by 
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cases from cluster C. Therefore, the clusters found can be used to separate observation 

classes on the graph of the number of defective products, i.e. to convert a quantitative 

variable into a qualitative one. In addition to the "increased number of defective 

products" and "acceptable number of defective products" corresponding to clusters C 

and A, the PCA suggests also taking into account the third "predicting" class, 

covering a period of a few days before the sudden increase in the number of defective 

products.  

The research carried out so far allows the first conclusions. The PCA showed the 

variables, which have the highest impact on the data set's variability. These are 

temperatures of liquid glass, whose values were measured in three zones of the 

forehearth. The variables are the main candidates for recognition as a cause of 

products' defects, because the clusters obtained from PCA are compatible with the 

variability of the number of defected products, what is depicted in the Figure 4.  

5   Summary 

The paper presents a DM application for acquiring knowledge from large data sets in 

the glassworks. The article proposes a proprietary research plan aiming to develop a 

decision support system in the quality assurance. Part of the plan, which was 

implemented, allowed for identification of the parameters of the production process 

responsible for the increased defectiveness of the products. Preliminary results have 

been positively verified in the glassworks. The implementation of the full range of 

research (Figure 1) will allow to build and test a DSS for quality assurance. Both the 

research problem and the proposed solution method can be successfully used in 

education in the field of Industry 4.0 and Big Data concepts. The plan of further work 

envisages extending the data analysis to a collaboration network including 

glassworks’ suppliers (materials, industrial automation systems, energy) in order to 

obtain a more complete picture of the parameters affecting the glass MP. 
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