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Abstract

Image�based visual servoing has been found gener�

ally satisfactory and robust in the presence of camera

and hand�eye calibration errors� However� in some

cases� singularities and local minima may arise� We

propose a modi�cation of the feature vector which alle�

viates this problem without need of introducing further

information� i�e�� only pixel coordinates and depth es�

timations are used� Using the task�function approach�

we demonstrate the relationship between the velocity

screw of the camera and the current and desired poses

of the object in the camera frame� Experimental re�

sults on a real robotic platform illustrate the presented

approaches�

� Introduction

This work aims at improving the behavior of image�
based visual servoing� As pointed out in ��� ��� in some
cases� convergence and stability problems may occur�
We propose a new feature vector based on the same
information used by the classic approach� i�e� image
point coordinates and depth estimation�

Using the task�function framework ��� ��� the ve�
locity screw of the camera can be obtained� We will
demonstrate that� for small changes of orientation� the
computed screw depends only on the current and de�
sired poses of the object in the camera frame� and con�
sequently there are no singularities nor local minima
in the trajectory of the camera�

Later� we study the case of directly using the �D
coordinates of object points� which turns to be a par�
ticular case of the previous one� Nonetheless� stronger
results for the velocity screw are obtained for some
particular geometric con	gurations of the target ob�
ject� Though �D visual features have been studied

before 
see e�g� ����� we propose a new approach and
present for the 	rst time analytical results for the ve�
locity screw based on a set of feature points�

The remainder of this section briey reviews the
classic image�based visual servoing approach and
presents some de	nitions� In Section � the new feature
vector is presented� together with the development of
the interaction matrix and the velocity screw of the
camera� Section � discusses the case of using the �D
coordinates of the points of the object� Experimental
results are described in Section �� Finally� Section �
draws some conclusions and open issues�

��� Image�based visual servoing

In image�based visual servoing� a feature vector s
has to reach a desired value s�� Usually� s is composed
of the image coordinates of several points of the object�

The key issue in visual servoing is to 	nd the rela�
tionship between the derivative of the feature vector
and the velocity screw of the camera v � 
�t��t�t�

�s � Lsv 
��

where Ls is the interaction matrix or Jacobian matrix�
If the feature vector si is composed of the image co�

ordinates 
ui� vi� of a single point pi� then� as shown
in ���� the interaction matrix is the presented in Equa�
tion � 
shown at the top of next page� where Zi is
the z�coordinate of pi� A is the matrix of the camera
intrinsic parameters 
see e�g� ��� for more details�
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�
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and where 
xi� yi�

t are obtained from the pixel coor�
dinates by means of the relationship�
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If several image points are used� the interaction ma�
trix is obtained by simply stacking the matrices for
each point

Ls �

�
���

���
Lsi
���

�
��� 
��

��� De�nitions

Unless otherwise stated� the frame of reference is
the camera frame� All the coordinates are expressed
with respect to this frame of reference�

Thus� let pi � 
Xi� Yi� Zi�t be the coordinates of
the i point of the object� expressed in the camera
frame� at the current camera pose� Let p�i be its co�
ordinates at the desired camera pose�

Without loss of generality� let us de	ne a frame Fb

attached to the object� whose origin p is the center of
gravity of the object� Then� assuming that the object
is composed of n points�

p �
�

n

nX
i��

pi 
��

Let the rotation matrix R be the rotation compo�
nent of Fb� i�e�� the rotation between the camera and
object frames� Identically� let p� and R� be respec�
tively the position and orientation of the object in the
desired camera frame�

The coordinates of the points can be readily ex�
pressed with respect to the object frame� Let bpi be
such a coordinates vector� which is related to the co�
ordinates in the camera frame by

pi � Rbpi � p 
��

p�i � R�bpi � p
� 
��

From the previous de	nitions� it follows that

nX
i��

bpi � � and

nX
i��

pi � np 
��

Let us de	ne the skew�symmetric matrix of vector
a as

�a�
�
�

�
� � �az ay

az � �ax
�ay ax �

�
� 
���

so that a� b � �a�
�
b� Then

nX
i��

�
bpi

	
�
� � and

nX
i��

�pi�� � n �p�
�


���

� Combining pixels and depth infor�
mation

The main advantage of image�based visual servo�
ing is the direct utilization of image features� without
the need to compute the three�dimensional pose of the
target� However� in the original approach� depth infor�
mation corresponding to each image point must be in�
troduced in the Jacobian matrix� as well as the camera
calibration parameters� In fact� if these informations
are known� the three�dimensional coordinates of the
points can be readily obtained� and �D image features
can be used�

��� The feature vector

However� the explicit calculus of the coordinates is
not necessary� Assuming a camera model without dis�
tortion� the relationship between the pixel coordinates

ui� vi�

t and the image coordinates 
xi� yi�
t is linear��
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Since the image coordinates are obtained from the
perspective projection of the coordinates of each point
pi in the camera frame��

xi
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�
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���

the following relationship is readily obtained��
� uiZi

viZi

Zi

�
� �

�
� �u �uv u�

� �v v�
� � �

�
�pi � Api 
���

Let si � 
uiZi� viZi� Zi�t be the feature vector

which corresponds to point i� Then�

si � Api 
���

and its derivative is

�si � A �pi 
���



��� The interaction matrix

The velocity of point i of the object� expressed in
terms of the velocity screw of the camera v � ��t��t�t�
is

�pi � �� � �pi��� 
���

Thus� the derivative of the feature vector is

�si �
�
�A A �pi��

	
v 
���

For a feature vector composed of a set of points�
i�e�� s � 
� � � � sti� � � ��

t� the interaction matrix Ls is�

Ls �
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�A A �pi��
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where each pi can be obtained from the corresponding
si since� from Equation ���

pi � A
��
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which always exists� since neither �u nor �v are null�

Then� the interaction matrix can be written in
terms of the feature vector only as
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�A A

�
A��si
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���

Usually� the pseudo�inverse of the interacion ma�
trix is computed numerically at each iteration of the
control algorithm� However� it may be derived sym�
bolically� as we show in next section� For that purpose�
the expression of the matrix in Equation �� is utilized�

We do not intend to use the symbolic result in the
control loop� but it will be useful to calculate the ve�
locity screw of the camera�

We will demonstrate that� for small rotations of the
camera� such velocity screw can be approximated by a
compact expression which only depends on the current

and desired poses of the object in the camera frame�

��� Computation of the pseudo�inverse
matrix

In general� matrix Ls is not square� thus it is not
invertible� However� a pseudo�inverse matrix L�s can
be calculated as�

L
�

s �


L
t
sLs

�
��
L
t
s 
���

so that L�s Ls � I� Let us calculate the product LtsLs
of the interaction matrix by its transpose�
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S � RMRt 
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The inverse matrix of the above product LtsLs is�
�

n
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which exists as long asM has an inverse� since S�� �
RM��Rt� Finally� the pseudo�inverse matrix is
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��� Computation of the velocity screw

Prior to the calculation of the velocity screw� we
must de	ne the error vector e between the current
feature vector s and the desired one s��

e � s� s� �

�
���

���
A 
pi � p

�
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���

�
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�
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���

���
A
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The velocity screw is then calculated by means of the
task function approach ��� ���

v � ��L
�

s e 
���

From the above de	nitions and the properties pre�
sented in Equations � and ���
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where

W �
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M��
�
bpi

	
�
RtAtA
R�R��bpi 
���

According to the properties of rotation matrices�
the above di�erence is

R�R� � �R �u��
�

�� cos �� �R �u�

�
sin � 
���

where u� are the axis and the angle which correspond
to the rotation matrix product RtR��

If � is small� we can take the approximations sin � �
� and cos � � �� Then�
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which� according to the de	nition of M in Equa�
tion ��� leads to

W � u� 
���

Thus� the velocity screw is

v � ��

�

p� � p� � �p�

�
Ru�

Ru�

�

���

��� Motion of the object in the camera
frame

Let us calculate the velocity of the center of gravity
of the object �p� From Equations �� and ���

�p � ��


�
p� � p� � �p�

�
RW� �p�

�
RW

�
� �
p� � p� 
���

Thus� the center of gravity of the object moves
along a straight line trajectory from its initial to its
	nal position in the camera frame� Consequently� the
object is most likely to remain in the camera 	eld of
view during the whole task�

� The use of �D point coordinates

The presented control law utilizes the pixel coordi�
nates and depth estimation of each point� which are
the same requirements as those of classic image�based
visual servoing� However� additional interesting re�
sults can be obtained if the feature vector is com�
posed of the coordinates of the points of the object�
i�e�� s � 
� � � �pti� � � ���

One should note that any additional information is
needed for the computation of such coordinates� which
are obtained from pixels and depth estimates as shown
in Equation ���

��� The interaction matrix

Instead of repeating the development� all of the pre�
vious theoretical results can be used by means of sim�
ply replacing A by the identity matrix� Thus� the new
interaction matrix is
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and its pseudo�inverse is
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��� The velocity screw

The same approximation of the velocity screw of
the camera can be obtained� Nonetheless� an exact

computation of the velocity screw for any rotation can
be obtained if M is a diagonal matrix 
some objects
for M is a diagonal matrix are� e�g�� the tetrahedron�
the square and the cube��

From the properties of skew�symmetric matrices�

M �
nX
i��

bpi
bpi

t
�

nX
i��

bpi
tbpiI 
���

Since both M and the second sum are diagonal�
then the 	rst sum is diagonal too� i�e��

nX
i��

bpi
bpi

t
� �I 
���



where � is a positive scalar�
Then� from Equations ��� �� and ���

W � �M��

nX
i��

�
bpi
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t
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�
u
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The velocity screw of the camera is�

v � ��

�

p� � p� � �p�

�
Ru sin �

Ru sin �

�

���

which is valid for all u��

As shown in Equation ��� the object will follow a
straight line path in the camera frame� However� care
must be taken if �

�
� � � �� since sin � decreases�

Consequently� the camera accelerates during the 	rst
phase of the motion until � � �

�
then decelerates until

convergence� This may cause unexpected behavior if
the initial velocity of the camera is near to the maxi�
mum limit in order to improve convergence times�

Finally� if � � � then the camera does not rotate
at all� which will produce inconsistent results if the
translational motion does not change the orientation

of the object with respect to the camera� e�g� if the
object is positioned along the straight line which joins
the current and desired camera positions�

� Experimental results

The control law has been implemented on a robotic
platformwith � degrees of freedom and an eye�in�hand
con	guration� The target object is composed of four
points which de	ne a tetrahedron� Three�dimensional
coordinates are obtained from the pose of the object�
which is extracted from the images and an internal
model with Dementhon�s algorithm ����

Initial and desired poses of the camera are shown
in Table �� As explained in ���� this is a di�cult task
since the displacement is important and the object
moves towards the border of the image�

Pose Translation 
mm� Rotation u� 
deg�

Initial � � ���� � � �
Desired ���� ��� ���� � �� ���

Table �� Initial and desired poses of the camera�
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Figure �� Object trajectory in the image when using
image point features�
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Figure �� Object trajectory in the image when using
pixel�depth features�
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Figure �� Object trajectory in the image when using
�D point features�
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Figure �� Trajectories of the camera�

Figures �� � and � depict the trajectories of the
object in the image plane� Since the involved rota�
tion is high� the points of the object do not follow
straight lines from the initial to the 	nal positions�
Though trajectories are more curved in the proposed
approaches than in image�based visual servoing� the
object reemains in the 	eld of view of the camera dur�
ing the complete servoing task�

In addition� the trajectory of the camera in the pro�
posed approaches is not as elongated as in the image�
based scheme� thus preventing the manipulator from
reaching its joint limits� Camera trajectories in an
absolute frame are depicted in Figure ��

� Conclusion

The use of new visual features in image�based vi�
sual servoing has been proposed� without the need of
additional information� i�e�� only the pixel coordinates
and the estimated depth of each point is used�

Such new features result in a linear control law�
from which the computed screw can be obtained� re�
sulting in a motion of the object along a straight path
in the camera frame� thus� the object is most likely to
remain in the 	eld of view of the camera during the
visual servoing task�

The use of �D coordinates of the points of the ob�
ject� obtained from the image features� the estimated
depth and the camera parameters� is proposed too�
We demonstrate that it is a particular case of the 	rst
proposed scheme� Nevertheless� an exact value of the
velocity screw is obtained� provided that an additional
geometric property of the target object is met�

Both proposed approaches exhibit a better behavior
than the classic image�based one� since the trajectories
of the camera in the absolute frame are less elongated

when the change of orientation is high� Thus� the risk
of the robot going out of its joint limits is lowered�

Future work includes a comparative study of the
e�ciency and robustness of the proposed schemes and
the classic image�based and position�based visual ser�
voing approaches� particularly in face of camera cali�
bration errors�
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