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DYNAMICAL SYSTEMS COUPLED WITH MONOTONE
SET-VALUED OPERATORS: FORMALISMS, APPLICATIONS,

WELL-POSEDNESS, AND STABILITY∗

BERNARD BROGLIATO† AND ANEEL TANWANI‡

Abstract. This survey article addresses the class of continuous-time systems where a system
modeled by ordinary differential equations (ODEs) is coupled with a static and time-varying set-
valued operator in the feedback. Interconnections of this form model certain classes of nonsmooth
systems including sweeping processes, differential inclusions with maximal monotone right-hand side,
complementarity systems, differential and evolution variational inequalities, projected dynamical sys-
tems, some piecewise linear switching systems. Such mathematical models have seen applications
in electrical circuits, mechanical systems, hysteresis effects, and many more. When we impose a
passivity assumption on the open-loop system, and regard the set-valued operator in the feedback
as maximally monotone, we obtain a set-valued Lur’e dynamical system. In this article we review
the mathematical formalisms, their relationships, main application fields, well-posedness (existence,
uniqueness, continuous dependence of solutions), and stability of equilibria. An exhaustive bibliog-
raphy is provided.
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1. Introduction. The central object of this survey article is a class of dynamical
systems where a system of nonlinear differential equations is interconnected with set-
valued mappings as depicted in Figure 1.1. The resulting object, in general, is a
differential inclusion of the form:





ẋ = f(t, x) +G(t, x)w
w ∈ −F(t,Hx, Jw)
x(0) = x0,

(1.1)

where x : R+ → Rn is the state trajectory, f : I ×Rn → Rn and G : I ×Rn → Rn×m

are single-valued, H and J are constant matrices of appropriate dimensions. In (1.1),
w ∈ Rm is a solution of the inclusion w + F(t,Hx, Jw) ∋ 0, where F(t,Hx, Jw) is a
set-valued function and in Section 2, it will be shown that the multivalued mapping
F can take different forms and that, w can be obtained as a solution to an underlying
optimization problem. The framework of (1.1) originates from the study of Lur’e
systems [401], where a linear time-invariant system is coupled with a static nonlin-
earity in the feedback loop. The absolute stability problem, studied in the context
of such systems, relates to analyzing a class of nonlinearities such that the resulting
coupled system is globally asymptotically stable. It has been extensively used for
feedback control problems, see [392] for a survey. Studying the stability of such inter-
connections when the feedback loop is a “relation” (i.e., something more general than
a single-valued nonlinearity) was advocated in [573, 572, 574, 581, 582]. Imposing
certain sector bounds on the static nonlinearity, and requiring the (open-loop) linear
system to be passive (or the transfer matrix to be positive real), allows us to formulate
constructive stability conditions.
The approach adopted in this article for analyzing the differential inclusion (1.1) is
somewhat inspired by this underlying philosophy behind Lur’e systems [401, 575], so
that seeing the evolution equation as a sum of a vector field and set-valued mapping
with nice enough properties, makes the interconnection amenable for analysis. The
ease of analysis is not the only reason for opting the framework (1.1) as the central
object; it is also their broad applicability across various domains of applied mathe-
matics and engineering. As we will see, different mathematical models for evolution
processes can be written out in this form. These processes appear in numerous ap-
plications ranging from modeling physical phenomenon to synthesizing control laws
which are discontinuous or set-valued mappings of the state.
Our interest in writing this article mainly lies in studying the nonsmooth phenomenon
that arises in these models, which of course is motivated either by physical phe-
nomenon or by engineering control systems. In particular, the maximal monotonicity

ẋ = f(t, x) +G(t, x)w

−w ∈ F(t,Hx, Jw)
Hx

−

y = Cx

Fig. 1.1: Dynamical systems with multivalued nonlinearities in feedback.
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of multivalued mappings and the convexity of sets (or notions which are close to these
ones in a certain sense), are central properties, as well as the passivity of the vector
field f(t, x) for stability purposes. This is the reason why not all differential inclusions
will be, by far, considered in this article, but only specific classes. This article deals
with finite-dimensional systems, hence the state space is R

n. Clearly extensions to
infinite-dimensional systems and Hilbert or Banach spaces are worth investigating and
will usually constitute a qualitative “jump” in the analysis. However there is another
important qualitative “jump” on which we shall focus: relaxing convexity. When
nonsmooth dynamical systems are the subject, making such a step is not obvious.

The way this article is organized is as follows: In Section 2, we visit different classes
of differential inclusions which can be modeled within the framework of (1.1). These
include models ranging from sweeping processes of different order, maximal monotone
differential inclusions, evolution inequalities, complementarity systems, projected dy-
namical systems, and more related formalisms. In Section 3, we study the equivalences
between these models in an attempt to draw connections between approaches that ex-
ist for analyzing them. The applications of these models are then studied in Section 4.
We focus our attention on applications in electrical circuits and mechanical systems
(with and without friction), and also provide a list of other applications with refer-
ences which have been studied using the frameworks described in Section 2. Then, in
Section 5, we study the tools developed in the literature for proving the existence of
solutions of such systems, and in particular, we visit in detail the methods based on
constructing discretized solutions and the analysis carried out in proving the conver-
gence (with respect to the time-step) of these solutions. Lastly, in Section 6, we study
the stability of the dynamical systems from the control-theoretic perspective. We
highlight the interesting aspects that arise in stability of nonsmooth dynamical and
provide a brief account of the generalization of conventional control-theoretic methods
to set-valued systems. Useful mathematical tools from convex and nonsmooth analy-
sis, complementarity theory, dissipative systems, are provided in the appendices.

Notation and Abbreviations.

NK(x) Normal cone to the set K at point x
TK(x) Tangent cone to the set K at point x
T h
K(x) Tangent linearization cone to the set K at point x
∂ϕ Subdifferential of the function ϕ
ψ∗ Convex conjugate of the function ψ
ψS Indicator function of the set S
σS support function of the set S
dS(x) Euclidean distance of x from the set S, i.e., dS(x) = infy∈S |x− y|
dHaus(S1,S2) Hausdorff distance between the sets S1 and S2

K◦ The polar cone of the set K
K⋆ The dual cone of the set K
V (q) Velocity cone T h

Φ (q) at q ∈ Φ
proj[K;x] Orthogonal projection of x on the set K
AC Absolutely continuous
D/EVI Differential/Evolution variational inequality
DAE Differential-algebraic equation
DI Differential inclusion
FOSwP First order sweeping process
HOSwP Higher order sweeping process
LCCP/LCCS Linear cone complementarity problem/system
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LCP/LCS Linear complementarity problem/system
LSC Lower semicontinuous
MDI Measure differential inclusion
MFCQ Mangasarian-Fromovitz constraint qualification
MLCS Mixed linear complementarity system
NLCS Nonlinear complementarity system
PDS Projected dynamical systems
PWL Piecewise linear
RC(L)BV Right-continuous locally of bounded variation
SOSwP Second order sweeping process
In addition, we use the following conventional notation: bd(S) for boundary of the
set S; int(S) for interior of the set S; rint(S) for relative interior of the set S; cl(S)
for the closure of the set S; dom(f) and im(f) for the domain and range, respectively,
of a single-valued or set-valued function f ; Bnr (x) for the closed ball of radius r in Rn

centered at x; P ≻ 0 (or, P < 0) to denote that the matrix P is positive definite (or,
positive semi-definite), not necessarily symmetric; C0([0, T ],Rn) for the space of con-
tinuous functions from [0, T ] to Rn equipped with maximum norm; Lp([0, T ],Rn, dν)
for the space of functions f(·) with

∫
[0,T ] |f |

pdν <∞. For a matrix A ∈ Rn×m, Ai• is

its ith row, A•i is its ith column, AI• with I ⊆ {1, . . . , n} is the submatrix made of
rows indexed in I, A•I is the submatrix made of columns indexed in I. The reader
may consult Appendix A and Appendix E for definitions and further clarifications.

2. Modeling frameworks. In this section, we take the first step in interpreting
the utility of the system class proposed in (1.1). This is done by recalling the math-
ematical models of different classes of nonsmooth set-valued systems and recasting
them in the form of (1.1).

2.1. Moreau’s sweeping processes (SwP). The so-called system class of
sweeping processes was introduced by Jean Jacques Moreau in [434, 435, 436, 439].
The basic idea of these processes is to describe the movement of a point contained
inside a set, and as the set moves with time, the point is swept by it. The mathe-
matical model for describing this motion consists of a family of time-varying DIs and
comprises several subclasses which can be defined from the “order” of the sweeping
process, depending on how the underlying set is parameterized. In the remainder of
Section 2.1, we describe the basic structure of these different sweeping processes, and
a glimpse of how the analysis gets more complicated as the order increases.

2.1.1. First order sweeping process (FOSwP). The simplest class of sweep-
ing processes proposed in [434, 435, 436, 439] are now more commonly referred as those
of first order. In the simplest setting, we consider a time-varying set-valued mapping
S : R+ → Rn, such that S(t) ⊆ Rn is a closed non empty and convex set for each
t ≥ 0. We also assume some regularity for the set-valued mapping S with respect to
time in the sense that, there exists an AC function µ : R+ → R such that

dHaus(S(t1),S(t2)) ≤ |µ(t1)− µ(t2)|, (2.1)

where dHaus(S1,S2) denotes the Hausdorff distance between the sets S1 and S2. The
FOSwP (also called the perturbed sweeping process [237, 238]) corresponds to finding
a function x : R+ → R

n which satisfies the following set of inclusions:

{
x(t) ∈ S(t), for all t ≥ 0

ẋ− f(t, x) ∈ −NS(t)(x),

(2.2a)

(2.2b)
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for a given time-varying vector field f : R+ × Rn → Rn (originally Moreau studied
unperturbed FOSwP with f(t, x) ≡ 0). Under the stated assumptions on S(t), the
normal cone defines a maximal monotone mapping for each fixed t. A solution of
(2.2) corresponds to finding a function x, and a selection η : R≥0 → Rn such that
η(t) ∈ NS(t)(x(t)) and ẋ(t)−f(t, x(t)) = −η(t) holds for Lebesgue almost every t ≥ 0.
Roughly speaking, the meaning of (2.2) is that for each t ≥ 0, if x(t) ∈ int(S(t)) then
NS(t)(x(t)) = {0} and (2.2b) becomes an ODE ẋ = f(t, x). When x(t) ∈ bd(S(t)),
and ẋ(t) points outside S(t), it is possible to choose η(t+) that points strictly inside
the set S(t) and corrects the vector field so that x(·) does not violate the constraint
(2.2a), see Figure 2.1a. This is closely related to viability [62], and such systems are
sometimes called systems with reflection at the boundary [505, 506].

Remark 1. To simplify the presentation, in the sequel the normal and tangent
cones to a convex set K at x, will be denoted generically as NK(x) and TK(x) without
further details, except when it is necessary. See Appendix A for a summary on vari-
ous useful tools from Convex and Nonsmooth Analysis, in particular section A.1 for
normal and tangent cones. Also, it is understood that when solutions are AC, then
equalities or inclusions for the derivatives are satisfied Lebesgue almost everywhere.

This will not be repeated often to lighten the presentation (thus avoiding
a.e.
= ,

a.e.
∈ ,

a.e.
≥ ,

etc).
It is noted that under the absolute continuity condition on the mapping S(·) and

the fact that x(0) ∈ S(0), the resulting solution x(·) is an AC function. In case, the
regularity on S is relaxed in the sense that (2.1) holds with right-hand side replaced
by dµ(]t1, t2]), with µ being locally RCBV (see Appendix E), then it is still possible to
reformulate the FOSwP given in (2.2). In this case, we call a locally RCBV function
x : R+ → R

n a solution to FOSwP if there exists a positive measure dν (AC with
respect to dt+dµ), relative to which the Stieltjes (or differential) measure dx possesses
a density ẋ, i.e., dx = ẋ(t)dν, and (2.2b) is replaced by the Measure Differential
Inclusion (MDI)

dx

dν
(t)− f(t, x)

dt

dν
(t) = η(t), ν a.e. t ≥ 0, (2.3)

in which η(t) takes values in NS(t)(x(t)). In the RCBV case, x(·) may jump at

S
v(0)

NS(v)

f(x)
TS(v)

−NS(v)

(a) Vector fields of interest in FOSwP. (b) A SOSwP with velocity jump.

Fig. 2.1: Graphical description of first and second order sweeping processes.
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countably many time instants and ν has atoms at discontinuity times of ν [439, 427,
27, 238]. The MDI (2.3) can be rewritten compactly and equivalently as the measure
inclusion

dx − f(t, x)dt ∈ −NS(t)(x) (2.4)

by choosing ν = µ+ dt in (2.3) [238], where dx is the differential, or Stieltjes measure
associated with the BV function x(·) (see Appendix E and [427, 6] for a rigorous
definition of the inclusion of a measure in a convex cone, and [522, section 4.1] for the
interpretation of (2.3)). Comparing with the formulation presented in (1.1), we have

w = η, F(t,Hx, Jw) = NS(t)(x), G(t, x) = In. (2.5)

 A strong feature of the FOSwP and all its variants, is that the solutions, when they
exist, are continuous provided the set S(t) is continuous and the initial conditions are
properly chosen. In other words, jumps in the state x(·) can only be forced through
exogenous actions that make S(·) discontinuous, or with specific initial data. This is
in big contrast with the SOSwP and HOSwP of the next sections where state jumps are
autonomous and state-triggered. Another feature is the underlying complementarity
between two variables, depending on whether x(t) ∈ bd(S(t)) (then one may have
η(t) 6= 0), or x(t) ∈ int(S(t)) (in this case it follows that η(t) = 0 since one has
NS(t)(x(t)) = {0}). More details are given in section 3.4.

Generalisations: Many extensions of the basic FOSwP have been studied since
the original work of Moreau [512, 372]. Let us propose a short summary with the main
directions. The basic FOSwP could a prori be generalized in several directions: from
finite to infinite dimensions in Hilbert or Banach spaces, from convex to various kinds
of nonconvex sets S(t) (with variation described by AC, BV, or stochastic functions),
from time-varying S(t) to state-dependent (or state and velocity dependent) S(t, x),
with single-valued or set-valued perturbations f(t, x), and from the relative degree
-or order- one to higher orders (this last extension will be made clear later). Let
us describe few of these extensions such that the system remains in the FOSwP
framework. Notice that the following results focus mainly on existence and uniqueness
of solutions.
1. (Degenerate FOSwP) If, instead of x, the vector Hx is constrained by the set

S(t), for some operatorH (possibly set-valued, Lipschitz continuous and maximal
strongly monotone), then we work with NS(t)(Hx) in (2.2b), a setup which is
referred to as degenerate FOSwP [25, 369, 371, 522]. For instance we may have
H(x) = ∂ϕ(x) for some LSC convex proper function ϕ(·) (including the case
H = HT

< 0 if H ∈ R
n×n is a constant matrix), the difficulty here is that the

composition of two monotone operators is not monotone in general. The case
with NS(t)(Hx + Gη) is analysed in [524] and could be seen as an extension of
the basic degenerate FOSwP (see Section 3.4 for more comments).

2. (Non-convex S(t)) The first issue with non convex S(·), concerns the choice of
the normal cone. Consider for instance the set K3 in Example 10, Section A.1.2.
Clearly changing the normal cone definition will modify significantly the obtained
DI (in this particular case, Clarke’s normal cone is too big to be of any interest,
while Fréchet’s cone looks more appropriate). The first nonconvex FOSwP were
analysed in [543, 544, 545, 169], with S(t) = Rn \ int(K(t)), and K(t) ⊆ Rn

convex (or just Lispchitzean multifunction [169]) set with nonempty interior.
Clarke’s normal cone was used. The well-posedness is studied in [42, 38, 143,
204, 238, 241, 293, 530, 117, 444, 446, 504] assuming that S(t) is uniformly

7



prox-regular for each t ≥ 0 (hence any of the normal cones N p
S(t)(x), N̂S(t)(x),

N s
S(t)(x), or NC

S(t)(x) can be considered, see Section A.1.2). Prox-regularity is
a property of interest in nonconvex setup that is amenable for stability analysis
[522, 562], because, loosely speaking, it possesses some kind of local convexity
and normal cones are locally hypomonotone (see Definition A.2 (iii) (iv)). The
perturbation f(t, x) takes the form of a maximal monotone set-valued operator
A(x) in [38], hence modifying F(t, x) = A(x) + NS(t)(x), and it takes the form
∂V (x)+U(t, x) for some convex bounded function V (·) and multivalued mapping
U(·, ·) with closed values, in [535, 539], with polyhedral S(t) (a case also analysed
in [202] without perturbation). The possibility of Brownian S(·) with unbounded
variation, is pointed out in [204, Example 1]. Hausdorff-Lipschitzean set functions
S(·) may be considered [99], as well as positively α-far sets [295, 296, 338], with
an upper semicontinuous set-valued perturbation and state-dependent S(t, x) in
[296]. The FOSwP with f(t, x) ≡ 0 is shown to be equivalent to a time-varying
unconstrained DI in [295], the time-variation stemming from the variation rate
of the AC set S(t).

3. (State-dependent S(t, x)) The first contribution dealing with S(t, x) is in [370],
followed by [37, 170, 293, 27, 339, 293, 67, 186, 340], degenerate FOSwP with
prox-regular sets are studied in [25] in this framework. Convex compact Lips-
chitzean sets S(t, x) are considered in [186]. In [339] the set S(t, x) is supposed
uniformly subsmooth, and has Lipschitz-like and compactness properties (the
Clarke normal cone is considered), [37, 376] assume Lipschitzean sets, while in
[67, 186, 293], S(t, x) is assumed to be prox-regular and to vary in an AC way.
A fundamental assumption in state-dependent FOSwP is that S(t, x) has to be
Lipschitz continuous in both variables in the Hausdorff distance, with the x Lip-
schitz constant Lx satisfying 0 ≤ Lx < 1. As proved in [370] this is a necessary
condition for existence of solutions (this stems from the fact that x ∈ S(t, x) for
all t > 0 which may not hold if Lx ≥ 1 [370, Example 3.6]).

4. (Generalized FOSwP) The so-called generalized FOSwP is introduced in [338]
and takes the form: ẋ ∈ −g(x) NS(t)(h(x)) + F (t, x), x(0) ∈ h−1(S(0)), where
g(·) is a single-valued continuous function satisfying a linear growth condition,
h(·) is differentiable with bounded Jacobian, and ∂h

∂xg(x) ≻ 0. Particular forms
of generalized FOSwP have been studied also in [143, Section 4], with different
assumptions.

5. (Retarded FOSwP) FOSwP with time-delays in the perturbation f(t, x) are stud-
ied in [177, 117] (compact prox-regular S(t)), [294] (prox-regular S(t, x)), [174]
(AC and Lipschitz S(t)) [236, 235] (AC and prox-regular S(t)).

6. (Zero Order SwP) Another variant of the FOSwP may be found in [114]: ẋ ∈
−NS(t)(ẋ) (⇔ ẋ = proj[S(t); 0] from (A.6) in case S(t) is closed convex), and:
x ∈ −NS(t)(ẋ) (⇔ ẋ ∈ ∂σS(t)(x), see Section A.2.4 for this equivalence in case
S(t) is closed convex). This was extended in [27], with a FOSwP that takes the
implicit form (in finite dimensional setting): A1ẋ + A0x + F (t) ∈ −NS(t)(ẋ) for
some matrices A1 = AT1 < 0 and A0 = AT0 < 0, and S(t) bounded for all t (hence
NS(t)(·) is surjective). We see that this DI can be rewritten equivalently as: ẋ ∈
(A1+NS(t))

−1(−A0x−F (t)), so that its analysis relies heavily on the properties
of the time-varying operator (A1 + NS(t))

−1(·) (conditions under which this is
a single-valued operator for each t even with A1 < 0 are studied in [135] in the
finite-dimensional case). In particular the surjectivity of NS(t)(·), guaranteed by
the boundedness of S(t), allows to choose arbitrary initial condition x(0), because
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Im(A1+NS(t)) = dom((A1+NS(t))
−1) = Rn. The boundedness of S(t) is relaxed

in [39], where the surjectivity of the operator x 7→ A1x+NS(t)(x) is guaranteed
by other means. The case of state-dependent closed convex Lipschitzean set
S(t, x) is analysed in [24] (contrarily to the state-dependent FOSwP, the Lipschitz
constant Lx needs not satisfy Lx < 1). In [23] a further variant of the FOSwP:
ẋ ∈ −NS(t)(Aẋ + Bx) is analysed, with A = AT ≻ 0 and B = BT < 0 (in the
finite-dimensional setting), S(·) closed convex for each t and AC. This can be
rewritten equivalently as ẋ ∈ −(A + N−1

S(t))
−1Bx, hence this time the analysis

relies on the properties of the operator (A+N−1
S(t))

−1, where we recall thatN−1
S(t) =

∂σS(t) (see Section A.2.4). This is extended in [26] with state dependent S(t, x),
and in [341] who considers nonlinear perturbation f(t, x) and Aẋ + h(t, x) [341,
Theorem 5.1]. Roughly speaking, [23, 341] and [27] treat inverse problems, where
the normal cone is replaced by the support function. These last two systems may
be named Zero Order Sweeping Processes (ZOSwP), for a reason that will be
made clear in Section 3.5. In [65], the normal cone operator is replaced by a
general operator A(t)(·) that is maximal monotone for each t.

7. (Stochastic SwP) Stochastic FOSwP has been studied in [166, 167] (and also
in the framework of the stochastic Skorokhod problem), and more recently in
[175, 176, 204, 103, 225], where the stochasticity appears in the perturbation f(·)
[103, 175, 176] or in a prox-regular set S(·) [204, Section 5].

8. (Perturbation) Classical FOSwP involves single-valued perturbations. However
many articles consider set-valued perturbations f(t, x) [67, 65, 64, 169, 241, 296,
338, 444, 446, 535] (initiated in [425], see also [169] for references to the Séminaire
d’Analyse Convexe de Montpellier), integral perturbations are studied in [203,
119].

2.1.2. Second order sweeping process (SOSwP). Building up on the for-
malism given in (2.2) for modeling trajectories with constraints, J.J. Moreau also
introduced an extension in the form of SOSwP in [441, 442] to model Lagrangian
systems with unilateral constraints and impacts which induce velocity discontinuities.
We shall come back on Lagrangian systems in Section 4.2.1. However in its simplest
form (constant unit mass matrix), the SOSwP, with position variable q ∈ R

n
2 , and

the velocity variable v ∈ R
n
2 , is described as:





q(t) ∈ Φ, v(t) ∈ V (q(t)) for all t ≥ 0

q̇ = v Lebesgue almost everywhere

dv − F (t, q, v)dt ∈ −NV (q)(ve(t)),

(2.6a)

(2.6b)

(2.6c)

where ve(t) =
v(t+)+ev(t−)

1+e , x = (qT , vT )T is the system’s state, dv is the differential
measure of the right-continuous function v(·), e ∈ [0, 1] is a restitution coefficient. The
dynamics in (2.6) is an MDI, i.e., the left-hand side in (2.6c) is a measure included
in the normal cone. The admissible domain is the finitely represented set Φ = {q ∈
R

n
2 |h(q) ≥ 0}, where hi : R

n
2 → R, 1 ≤ i ≤ m, are continuously differentiable

functions such that ∇h(q) 6= 0 on bd(Φ). The tangent cone to Φ at q is denoted by
TΦ(q) and the closed convex polyhedral cone V (q) appearing in (2.6), is the tangent
linearization cone T h

Φ (q)1. That is (see (A.3)),

V (q) = {v ∈ R
n
2 |vT∇hi(q) ≥ 0, i ∈ I(q)} (= T h

Φ (q)),

1Here we keep the notation V (q) adopted by J.J. Moreau in his articles.
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and I(q)
∆
= {i ∈ 1, . . . ,m |hi(q) ≤ 0} is the set of indices of active constraints. Thus,

a SOSwP can be seen as a particular case of (1.1) with

F(t,Hx, Jw) = NV (q)(ve), f(t, x) =

(
v

F (t, q, v)

)
G(t, x) =

(
0
In

)
. (2.7)

In this case w ∈ R
n represents the generalized contact forces. If the unilateral con-

straints are properly defined with the signed gap functions, constructed from the so-
called local kinematics [4, 130], then w = ∇h(q)λn, λn ∈ Rm is the vector of Lagrange
multipliers associated with the unilateral constraints, and represents the contact forces
in the local frames. When q(t) ∈ int(Φ) then V (q(t)) = Rn ⇒ NV (q)(·) = {0}, when
q(t) ∈ bd(Φ) and ve(t) ∈ int(V (q(t)) then NV (q)(ve(t)) = {0}. Outside discontinuity
times, ve(t) = v(t+) = v(t) (solutions are right-continuous). The major difference be-
tween (2.2) and (2.6) is that the convex set is the tangent cone V (q), which depends
on the position q, while the normal cone is calculated at the velocity variable ve.
Solutions of (2.6) therefore possess an intrinsic non-regularity (v(·) jumps at impact
times when ∇h(q(t))T q̇(t−) < 0 and h(q(t)) = 0, see Figure 2.1b), while solutions of
(2.2) are continuous if S(·) is (even in case of state-dependent S(t, x) [37, 293, 370]).
As we shall see later, the sweeping process order is intimately related to the rela-
tive degree between two complementary variables which rule the contact/non contact
with bd(Φ) phases of motion. To get a quick glance into these complementarity vari-
ables for system (2.6), we introduce the outward linearization normal cone to Φ at

q, given by N h
Φ(q)

∆
= (V (q))◦, which by definition of V (q), is seen to be generated

by ∇hi(q), i ∈ I(q) (see Appendix A). If an element η ∈ N h
Φ(q) is represented as

η
∆
=
∑m

i=1 λn,i∇hi(q), then the underlying complementary problem is made of the
complementarity conditions

0 ≤ λn,i ⊥ hi(q) ≥ 0, 1 ≤ i ≤ m,

so that the function hi(q) and the multiplier λn,i represent the two complementary
variables. It also holds that NV (q)(ve) ⊆ N h

Φ(q) (see [130, Appendix B.2.2]), and so
we see from (2.6c) that the second time derivative of hi(q) contains λn,i. This can be
interpreted as a relative degree 2 for the underlying system with λn,i as input, and
hi(q) as output. Some details are provided in Sections 4.2.1 and Appendix C for rela-
tive degree issues. The rationale behind Moreau’s set in the right-hand side of (2.6c)
is further clarified in Section 4.2.1, see Figure 4.3 (b) where one sees that it imposes
a lexicographical inequality for the position and velocity constraints (see Appendix E
for a definition). See [130, Chapter 5], [4] and [427, 372, 443] for more details on the
SOSwP, its state jump mapping, its well-posedness and its time-discretization (which
we will review later in this article).

SOSwP with AC solutions. A different class of SOSwP is introduced in [168, 169]
(see [427, Chapter 5] for an exposition), as: ü ∈ −NS(u)(u̇), with S(u) Lipschitz
and bounded, and Lipschitz continuous solution (u(·), u̇(·)). An extension is analyzed
in [339]. It takes the form in the finite dimensional case: ü ∈ −B NS(t,u,u̇)(u̇) +
F (t, u, u̇) + Au, with F (·) set-valued with closed convex values, while the closed set
S(·) is uniformly subsmooth and satisfies Lipschitz-like and compactness properties.
Solutions are such that u(·), u̇(·) and ü(·) are Lebesgue integrable and u̇(·) is AC:
we are therefore in a totally different framework than (2.6). Results for this sort of
SOSwP can be found in [43] who extend the well-posedness analysis made in [171, 170]
to similar SOSwP with prox-regular, compact sets S(u), where F (t, u, u̇) is set-valued,
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not necessarily bounded. See also [47, 66] for similar studies, where S(u) is Lipschitz,
closed, prox-regular. The DI: ü ∈ −NS(t,u)(u̇) is analysed in [115], with Lipschitz
solutions, S(·, ·) prox-regular Lispchitz sets. Upper semicontinuous convex-valued
perturbations F (t, u, u̇) and convex or prox-regular sets S(t, u) are considered in [37,
40], convex compact Lipschitz multifunctions S(u), and a set-valued perturbation
with memory F (t, T (t)u) are analysed in [292], equi-uniformly subsmooth sets S(t, u)
(compact in the finite-dimensional case) are considered in [46], prox-regular AC and
Lipschitzean S(t, u) and Lipschitz perturbations with linear growth are studied in
[399]. Again, solutions of all these SOSwP are AC, or Lipschitz continuous, or BV
continuous. We will give an insight of the deep discrepancy between this kind of
SOSwP and (2.6), later in the article (see Section 3.7). Time-delays for such SOSwP
have been considered in [450, 117].

2.1.3. Higher order sweeping process (HOSwP). As a natural extension
of the FOSwP and SOSwP, the HOSP was introduced in [6]. Just like in SOSwP, with
q constrained to evolve in Φ, the measure η entered in the model equations in the
second derivative of q, we can think of an HOSwP, where some component of the state
is constrained but the complementarity variable only enters in the dynamics via some
higher-order derivative of the constrained variable. One way to formalize this idea,
is to consider the system ẋ = Ax + Bλ, Cx ≥ 0, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n

and to design a suitable set-valued mapping F(x) so that trajectories remain in the
admissible domain {x ∈ Rn|Cx ≥ 0}. To this aim, it is convenient to work in a
canonical state space with new state z = Wx, W ∈ R

n×n full rank, z1 = Cx, that
transforms the system to (see Appendix C):





ż1 = z2, ż2 = z3, . . . , żr−1 = zr

żr = CArW−1z + CAr−1Bλ

ζ̇ = A0ζ +B0z1

z1 ≥ 0,

(2.8a)

(2.8b)

(2.8c)

(2.8d)

where r̄ = (r, . . . , r)T ∈ Rm, 1 ≤ r and rm ≤ n, is the vector relative degree of
the triple (A,B,C), z = (zT1 , . . . , z

T
r , ζ

T )T , the ζ−dynamics in (2.8c) is the so-called
zero-dynamics which represents the system’s behaviour on the submanifold z1 = 0.
A detailed presentation of the functional framework for HOSwP would be much too
long. Let us mention that solutions are Schwartz’ distributions constructed from the
differentiation of RCLSBV functions (hence the HOSwP is basically a Distribution
Differential Inclusion (DDI)), whose degree as distributions depends directly on r [6,
Proposition 3]. This is easily seen as follows when m = 1: assume that z1(0) = 0,
z3(0) = z4(0) = · · · = zr(0) = 0 while z2(0

−) < 0. The only way to guarantee that
z1(t) ≥ 0 in a right-neighborhood of t = 0, is to impose z2(0

+) ≥ 0. This jump
propagates in the chain (2.8a) until (2.8b), showing that z3 is a Dirac measure, z4 is
a Dirac derivative, and so on, so that λ is a distribution of degree r + 1. However
an equivalent MDI formulation exists [6, Section 4.2] which we use next, for which
solutions are measures. The important point for us is that the chain of integrators in
(2.8a) and (2.8b) is constrained to satisfy an MDI of the form:





z1(t) ∈ Φm for all t > 0

dzi − zi+1(t)dt ∈ −NT i−1
Φm

(Zi−1(t−))(ze,i(t)), 1 ≤ i ≤ r − 1

dzr − CArW−1z dt ∈ −(CAr−1B) NT r−1
Φm

(Zr−1(t−))(ze,r(t))

(2.9a)

(2.9b)

(2.9c)
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where Zi = (z1, z2, . . . , zi), the tangent cones are defined as T i
Φm

(Zi) = TT i−1
Φm

(Zi−1)
(zi),

1 ≤ i ≤ r, Z0 = 0 and T 0
Φm

(Z0) = Φm, Φm = Rn+, ze,i(t) =
zi(t

+)+eizi(t
−)

1+ei
mimics the

variable ve in (2.6c), and the ei’s may be thought of as restitution coefficients in an
extended framework.

Example 1. Consider system (2.9) for the case m = 1. In this case, we observe
that, by definition, T 0

Φm
(Z0) = Φm = R+, and

T 1
Φm

(Z1) = T 1
Φm

(z1) =

{
R if z1 > 0,

R+ if z1 = 0

T 2
Φm

(Z2) = T 2
Φm

(z1, z2) =





R if z1 > 0

R if z1 = 0, z2 > 0

R+ if z1 = 0, z2 = 0.

(2.10)

In (2.9b) (2.9c), dzi is the differential measure associated with the function zi. From
(2.8) and (2.9) we have:

F(t,Hz, Jw) =




NT 0
Φm

(Z0(t−)(ze,1)

NT 1
Φm

(Z1(t−)(ze,2)

...
NT r−1

Φm
(Zr−1(t−)(ze,r)



, f(t, z) =




z2
...
zr

CArW−1z
A0ζ +B0z1




(2.11)

with w = (w1, . . . , wr)
T , and G(t, z) =




I(r−1)m 0
0 CAr−1B
0 0


 ∈ Rn×rm (the zero

dynamics is an ODE). In fact, it happens that outside the state reinitialization times,
one has w1 = w2 = . . . = wr−1 = 0 (that is, the first r − 1 multipliers or selections
inside the normal cones play a role only as distributions to keep the “output” inside
the admissible domain Φm). In other words, the measures dνi = dzi − zi+1dt =
χi(t)dt + dJi satisfy χi(t) ≡ 0 for all 1 ≤ i ≤ r − 1, where dJi is an atomic measure
with countable set of atoms generated by a right-continuous jump function Ji(·). In
the framework of (1.1) which is stated only outside state jumps, it is better to set
F(t,Hz, Jw) = (0T . . . 0T NT r−1

Φm
(Zr−1(t−)(ze,r)

T )T .

One major assumption for the well-posedness is that CAr−1B ∈ Rm×m is a Stieltjes
matrix. The inclusions in (2.9b) (2.9c) imply the componentwise lexicographical in-
equality (z1(t

+), . . . , zr(t
+)) < 0 [6, Remark 16]. Roughly speaking, in the same way

as Moreau’s set in the SOSwP (2.6c) takes care of rectifying the velocity (when needed)
in order to keep trajectories inside the position admissible domain Φ, the set-valued
right-hand side in the HOSwP takes care (when needed) of rectifying some derivatives
of z1 to keep z1 inside Φm. The above HOSwP framework has been extended to the
non-autonomous case in [132]. Globally, the well-posedness proof remains very close
to that of the autonomous case.

2.1.4. Comments. The SOSwP is taylored to nonlinear Lagrangian systems,
while the HOSwP essentially applies to linear invariant systems with linear constraints
(the product of distributions of degree ≥ 2 being mathematically unclear). However
it is apparent from (2.4), (2.6b) (2.6c), and (2.9b) (2.9c), that there is a logic which
prevails in the definition of the first order, second order and higher order sweeping
processes:
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• their right-hand sides comprise normal cones to tangent cones of increasing “or-
der”, and this “order” is directly related to the relative degree that can be defined
in an equivalent complementarity formalism (when it exists). Let us adopt the
above convention that for a set Φ we have T 0

Φ = Φ. In (2.2) the set-valued term
is NT 0

Φ (x)(x) with Φ = S(t), in (2.6) this is NTΦ(q)(v), and in (2.9) F(t,Hz, Jw)
contains a sequence of normal cones NT i

Φ(Zi) with Φ = Φm.

• As a consequence there is a common feature between (2.2), (2.6) and (2.9): their
set-valued right-hand sides define, for fixed t in (2.2) (b), fixed q in (2.6) (b), and
fixed Zi−1(t

−) in (2.9), maximal monotone mappings. Let S(t) be closed convex
in (2.2), let also CAr−1B ≻ 0 in (2.9c). Hence (A.6) applies. This has important
consequences at times of discontinuity in the state. Consider first the MDI (2.4).
Assuming that its solutions are right-continuous, at a state discontinuity time t,
the dynamics is equivalent to

x(t+)− x(t−) ∈ −NS(t)(x(t
+)). (2.12)

This is a generalized equation with unknown x(t+) whose solution is unique when
S(t) is closed convex as: x(t+) = proj[S(t);x(t−)], see (A.6) in Section A.2.2.
We note that depending on S(t) this projection may not be easy to compute,
but there are important cases for which it can be (see for instance Section 2.4.4).
Consider now (2.9b) (2.9c), at a discontinuity of zi (which is an atom of dzi) one
gets:

zi(t
+)− zi(t

−) ∈ −NT i−1
Φ (Zi−1(t−)(ze,i(t)), 1 ≤ i ≤ r − 1,

⇐⇒ zi(t
+) = −eizi(t−) + (1 + ei)proj[T

i−1
Φ (Zi−1(t

−)); zi(t
−)]

and zr(t
+)− zr(t

−) ∈ −(CAr−1B) NT r−1
Φ (Zr−1(t−))(ze,r(t))

⇐⇒ zr(t
+) = −erzr(t−) + (1 + er)proj(CAr−1B)−1 [T r−1

Φ (Zr−1(t
−)); zr(t

−)].

(2.13)
In (2.6c), at a velocity jump (which is an atom of dv) we obtain v(t+)− v(t−) ∈
−NV (q(t))(ve), hence v(t

+) = −ev(t−) + (1 + e)proj[V (q(t)); v(t−)]. One can say
that sweeping processes intrinsically define state jump mappings with the same
structure (independently of the fact, whether or not these mappings possess a
physical meaning).

• Jump maps in FOSwP with BV solutions can be extended from (2.12), by taking
into account ”intermediate” sets between S(t−) and S(t+) [488], in a way similar
to filling-in the jumps by vertical segments in discontinuous functions. This is in
fact already present in a particular case in the HOSwP at the level of the variable
z1 in (2.13).

• Let us apply the SOSwP to a linear Lagrangian system with h(q) = Cq, and
rewrite (2.6b) (2.6c) in an HOSwP framework with z1 = Cq and z2 = Cv. It
reads as dz1 = z2, dz2 − f(t, z1, z2) ∈ −NT 1

Φm
(Z1(t−))(ze,2): the absence of the

set-valued right-hand side NT 0
Φ (Z0(t−))(ze,1) is a consequence of Moreau’s viability

Lemma [130, Lemma 5.1] [442], which states that if q(0) ∈ Φ and v(t) ∈ V (q(t))
Lebesgue almost everywhere, then q(t) ∈ Φ for all t ≥ 0. Hence a jump in z1 (i.e.,
in the position q) could occur only initially if q(0−) 6∈ Φ: in Contact Mechanics
such a case is never considered for obvious physical reasons. Consequenlty there
is no need to resort to a non zero multiplier inside NΦ(z1) (see also [6, Remark
14]).

• In this section we have taken the point of view of the structure of the set-valued
right-hand sides to classify the sweeping processes of increasing order. As alluded
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to above, the notion of relative degree between two suitable complementarity
variables is also an underlying fundamental characterisitic, see Sections 3.4 and
4.2.1 for more details on this aspect for the FOSwP and SOSwP.

• The SOSwP in (2.6c) and the HOSwP (2.9b) (2.9c) could be written equivalently
as we did for the FOSwP in (2.3) with suitable measure dµ [427] [6, p.160].

• The notion of relative degree will be often met in this article. However in our set-
ting we will require that the so-called decoupling matrix (equal to CAr−1B, famil-
iar to Control scientists in the input/output linearization problem [553, p. 460])
not only be full-rank, but also possesses positivity-like properties (P-matrices and
variations [210], ≻ 0 and < 0 matrices, co-positive matrices, Stieltjes matrices
etc).

• Solutions usually do not depend continuously on the initial data in SOSwP and
HOSwP, except when the constraints satisfy some angle restrictions [464, 73, 130].
Solutions of the FOSwP, with prox-regular AC sets S(t), Lipschitz continuous
f(t, x) satisfying a linear growth condition, are such that the map x0 7→ xx0(·),
which associates with each x0 ∈ S(0) the unique solution of the FOSwP with
x(0) = x0, is Lipschitz continuous [237, Proposition 2].

• The set S(t) may take various forms: S(t) = S+u(t), S = {x ∈ Rn|Cx ≥ 0} [162],
S(t) = {x ∈ Rn|C(t)x + B(t) ≥ 0}, C(·) and B(·) AC [201], S(t) = ∩iSi + u(t),
Si = {x ∈ Rn|ki(x) ≥ 0}, 1 ≤ i ≤ m [161], S(t) = {x ∈ Rn|Ψ(t, x) ∈ S}, S
locally bounded, Ψ(t, ·) ∈ C2 [316], S(t) = {(x1, x2) ∈ R

2|(x1 − w1(t))
2 + (x2 −

w2(t))
2 ≥ 1}, wi(t) sample paths of Brownian motion with unbounded variation

[204], S(t) = {(x, y) ∈ R2|x2 + y2 ≥ r(t)}, r(t) = max(f(t), 12 ), f : [0, 1] → [0, 1]
the Cantor function [204].

• There is a close link between FOSwP and so-called Skorokhod problems. Indeed
in the deterministic case, the Skorokhod problem boils down to a FOSwP: −ẋ ∈
ḣ(t) + NS(t)(x), with S(t) = h(t) + K, where K is a fixed polyhedral set, and
h(·) is differentiable [365, 364].

• A last comment is, as alluded to above, that there is a drastic difference between
state dependent sets S(t, x) as in [293, 37, 370], and the sets in the SOSwP and
the HOSwP. Indeed in [293, 37, 370] S(t, x) is assumed to satisfy Lipschitz-like
continuity in both arguments, which does not hold for tangent cones.

2.1.5. Perspectives. The research about FOSwP and SOSwP is a very active
area, as witnessed by the number of recent articles cited in Section 2.1.1. Variants will
continue to be studied by changing the properties of the aforementioned basic ingre-
dients. Stochastic FOSwP could still offer open problems. It is however possible that
the major unexplored fields for the FOSwP, are stability and invariance of equilibria,
sets, and trajectories [300, 556], dynamical analysis (existence of periodic solutions
[172, 173, 343, 344], bifurcations and chaos), and Systems and Control aspects (op-
timal control and the maximum principle [54, 160, 162, 161, 200, 202, 201, 205, 316,
217, 536], controllability [122], observability, state observer design [522], trajectory
tracking, etc). An important issue concerns the extension of the design of observers
for time-dependent FOSwP [138, 522], to state-dependent FOSwP with right-hand
side NS(x,t)(x). Indeed the estimated set S(x̂, t) and the plant’s set S(x, t) differ,
in particular at eventual jump times, as well as the two normal cones. This creates
additional difficulty in the stability analysis. One path could be to use the distance
defined in (5.15), and a Lipschitz constraint on dhaus(S(x̂, t),S(x, t)). Clearly the
way the control input enters the dynamics (in the perturbation f(t, x, u), or in the
set S(t, u), or both) strongly influences the subsequent analysis. So-called Lyapunov
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pairs [556, 301, 300] (which are made of a pair of functions satisfying a dissipation-like
inequality similar to (D.2)), could be useful in this setting, though they have been used
mainly for well-posedness analysis. In summary, the dynamical and control-oriented
analysis of FOSwP: ẋ− f(t, x, u) ∈ −NS(t,u)(x), where u(·) is some feedback control,
is a source of many open problems. Time delays in FOSwP and SOSwP may, or may
not, be related to control issues, and seem to remain a largely open issue. Again, the
delays may appear at various places: in the perturbation f(t, x(t−τ1)), in the moving
set S(t−τ2, x(t−τ3)), in the normal cone argument NS(t)(x(t−τ4)), in the derivative
ẋ(t− τ5), giving rise to several classes of retarded differential inclusions. The analysis
in [115, 294, 450, 174, 236, 235] focus on delays in the perturbation. Finally, singular
FOSwP: P ẋ− f(t, x) ∈ −NS(t,x)(x), with P a singular matrix, and their relationship
with switching DAE and MLCS as in (2.25) below, is a topic of interest in some
hydraulic/thermodynamical models. Concerning the HOSwP, interesting extensions
could concern the consideration of vector relative degrees r̄ = (r1, . . . , rm)T , ri 6= rj
when i 6= j, study cases of globally well-posed nonlinear HOSwP (involving products
of distributions) relying on nonstandard analysis [101], analyse the case of mixed uni-
lateral and bilateral (equality) constraints, and analyze switching between HOSwPs
with varying state dimension (switching dynamic feedback controllers).

2.2. Maximal monotone differential inclusions. In the formalism of sweep-
ing processes, we saw that the set-valued right-hand side in the DIs is determined by
the normal cone operators. However, a more general class of such dynamical systems
allows us to make connections with differential inclusions where the set-valued map-
ping on the right-hand side is maximal monotone with respect to the state variable.
To see such a connection, consider the dynamical system

ẋ = f(t, x(t)) + η(t) (2.14a)

v(t) = Cx(t) +Dη(t), v(t) ∈ S(t), (2.14b)

〈v′−v(t), η(t)〉 ≥ 0, ∀ v′ ∈ S(t), (2.14c)

where S : [0,∞)⇒ Rn, with S(t) closed, convex, and nonempty, for each t ≥ 0. The
constraint in (2.14c) is a variational inequality (VI). The vector field f : [0,∞)×Rn →
Rn is Lebesgue integrable in time (the first argument), and globally Lipschitz in the
state variable (with possibly time-varying Lipschitz modulus) and D ∈ Rn×n is a
positive semidefinite matrix.
Recalling from section A.2.4 the relation that the support function σS(·) is the con-
jugate of the indicator function ψS(·), it is observed that

〈v′ − v(t), η(t)〉 ≥ 0, ∀ v′ ∈ S(t)
⇔ η(t) ∈ −∂ψS(t)(Cx(t) +Dη(t)) ⇔ Cx(t) +Dη(t) ∈ ∂σS(t)(−η(t))

⇔ Cx(t) ∈
(
∂σS(t) +D

)
(−η(t)) ⇔ −η(t) ∈

(
∂σS(t) +D

)−1
(Cx(t)).

(2.15)

Thus, if we introduce the operator F : [0,∞) × Rn ⇒ Rn, to be F(t, ·) = (∂σS(t) +
D)−1(C·), then system (2.14) can be equivalently written as

ẋ ∈ f(t, x)− F(t, x), (2.16)

with the initial condition x(0) ∈ dom(F(0, ·)). Let C = In. Then it is an easy exercise
to show that the operator F(t, ·) is maximal monotone for each t ≥ 0. Hence, we have
a class of DIs described by the sum of a Lipschitz vector field and a time-dependent
set-valued mapping, where the latter is maximal monotone with respect to the state
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of the system, for each t ≥ 0. By choosing F(t, x) = NS(t)(x), we see that (2.16) is a
generalization of the FOSwP with closed convex S(t).
The solution theory for DIs (2.16) with time-invariant maximal monotone operators
F : Rn ⇒ Rn, x 7→ F(x), has been extensively studied since the work of Brézis [123],
see e.g., [100]. Dealing with general time-varying maximal monotone DIs is more
complex. Some of the earlier works in this direction [123, 346, 470] only allow us to
deal with the inclusion ẋ ∈ −F(x)+γ x−b(t), where F(·) is maximal monotone, γ > 0
is a scalar, and b : [0,∞) → Rn is AC. Extensions to systems with γx replaced by the
vector field f(t, x) satisfying Lipschitz continuity in x and boundedness conditions on
the Jacobian may be found in [84, 86, 92]. Both articles [179, 121] relax the maximal
monotonicity and consider that F(x) = ∂g(x)−F (x) with g(·) proper convex LSC and
F (x) cyclically monotone (⇔ F (x) ⊆ ∂V (x) for some proper convex LSC V (·)). The
case when the right-hand side is of the form Γ(x)F(x) for some matrix function Γ(x) =
ΓT (x) < 0 for all x, is analysed in [17, 422, 421], for robust control applications. Here
the operator x 7→ Γ(x)F(x) is not necessarily monotone. The case when F(t, x) =
∂ϕ1(x) − ϕ2(x), ϕi(·) proper convex LSC functions, is analyzed in [537, 456], with
f(t, x) = A(t, x)u(t), u(t) ∈ U(t, x) for some set-valued mapping U(·) in [537]. It
is also worth mentioning the results in [126, 135] and [159], which deal with the
negative feedback interconnection of a passive dynamical linear system (A,B,C,D)
(see Definition D.1) and a maximal monotone operator M(·) (more specifically, [126,
135] consider M(·) = ∂ϕ(·) for a convex proper LSC ϕ(·)):





ẋ = Ax+Bλ
z = Cx+Dλ
λ ∈ −M(z),

⇔ ẋ ∈
(
A−B(D +M−1)−1C

)
(x). (2.17)

The link with (2.14) and (2.16) is easily made. Here w = λ and F(·) = M(·). It is
shown in [126, 135, 159] that such an interconnection defines a new operator that is
also maximal monotone. Therefore, this can be considered as a new operation that
preserves maximal monotonicity, in addition to the classical ones [97, Proposition
20.22, 20.23, Theorem 24.2]. This is treated in an infinite-dimensional framework in
[29, 28], and in a nonlinear case (Ax is replaced by A(x), A(·) Lipschitz) in [136].

Proposition 2.1. Assume that the system (Σ) represented by the quadruple
(A,B,C,D) is passive, and that the set-valued mapping M : Rn ⇒ Rn is maximal
monotone. Assume further that Im(C) ∩ rint(Im(D +M−1)) 6= ∅. Then the operator
x 7→ −

(
A−B(D +M−1)−1C

)
(x), obtained by the negative feedback interconnection

of the system (A,B,C,D) and M(·), is maximal monotone.
Thus the feedback passification of the controlled system with ẋ = Ax + Bλ, z =
Cx+Dλ in (2.17), allows one to recast the closed-loop system into maximal monotone
DIs.
The domain of the set-valued operator does not change with time in the above results.
The first real contribution in the literature with time-varying domains is observed in
the seminal work of J.J. Moreau [434, 436, 435, 439], as discussed in detail in previous
sections. The systems studied here within the umbrella of sweeping process, comprise
DIs with a special conic structure. Sweeping processes provide the first instance
in the literature of inclusion with a particular kind of maximal monotone operators
which depend on time, and the corresponding domain may vary. The analysis in
[348] deals with F(t, x) = ∂ϕ(t, x), ϕ(t, ·) proper LSC for each t, and f(t, x) = f(t).
Existence and uniqueness of AC solutions hold under some assumptions on its Yosida
approximation. The case F(t,Hx) for some strongly monotone operatorH = ∂φ, φ(·)
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continuous convex, is also treated in [348] (this is similar to the degenerate FOSwP
in Section 2.1.1). To generalize the work of sweeping process, [560] studied more
general evolution inclusions with time-varying domains, with the constraint that the
set-valued mapping F(t, ·) is just maximal monotone for each t ≥ 0, under certain
regularity assumption. The assumptions were later relaxed by [368], and further
relaxed in [124], replacing global estimates by local ones. Other results concerning the
case F(t, x) = ∂ϕ(t, ·) with ϕ(t, ·) proper convex LSC for each t, and with a set-valued,
convex or non-convex, possibly unbounded f(t, x) in (2.16), are obtained in [538, 540]
as a continuation of studies on polyhedral FOSwP with set-valued perturbations. All
the above systems have time-continuous (AC or else) solutions. Well-posedness of
(2.16) is proved in [524] under passivity-like conditions, in both cases of AC and LBV
solutions, hence allowing jumps, and relying on [368, Theorem 3]: this implies to
re-interpret (2.16) as an MDI, being ẋ a measure, in a similar way as done for the
FOSwP (see (2.3) and (2.4)). A more general case is studied in [64, Theorem 4.4]
with F(t, x) = NS(t)(x) and f(t, x) = H(t)(x) for some maximal monotone set-valued
operator H(·), dom(H(t)) ⊂ S(t) for each t, S(·) closed and AC set-valued mapping.
As alluded to above, one important class of such DIs is when F(x) = ∂ϕ(x) with
ϕ(·) proper, convex LSC [100]. Relaxing the convexity to other classes of functions
(for instance, prox-regular functions), is worth investigating. This has been done
mainly for sweeping process-like DIs, i.e., ϕ(x) = ψK(x) ⇒ ∂ϕ(x) = NK(x), with
K ⊆ R

n a prox-regular set [238, 415, 414, 105] (in this case the DI (2.16) is sometimes
called a deterministic Skorokhod problem [105]). In [338, section 7], the DI (2.16) is
analysed with F(t, x) = ∂ϕ(x), ϕ(·) Lipschitz (hence ∂ = ∂C is Clarke’s subgradient,
see Section A.2.1), and f(t, x) set-valued upper semicontinuous (see Appendix E).
Same “subdifferential” DIs were previously studied in [410] with f(·) proper LSC
[410, Proposition 3.1] or primal lower nice [410, Theorem 3.2]2. Interestingly, it is
shown in [31] [33, Corollary 4.1], that a DI as (2.16) with F(t, x) = F(x) maximal
monotone, f(t, x) = f(x) + m

r x, m > 0, is equivalent to the DI with F(t, x) = NS(x),
f(t, x) = f(x), with S an r-prox-regular set (the maximal monotone operator exists
which satisfies NS ∩ B(0,m) + m

r x ⊂ F(x) ⊂ NS + m
r x for all x ∈ S). Applications

exist with ϕ(·) regular [254]. Time-delays in f(t, x) are taken into account in [318].
Further extensions of (2.16) are proposed in [154], as:

{
Eẋ = Ax+Bλ
λ ∈ −M(Cx+Dλ),

(2.18)

whereM : Rn ⇒ R
n is a maximal monotone operator, E is a singular matrix. Under a

suitable passivity assumption on the matrix tuple (E,A,B,C,D) [130, Section 3.1.7],
this system can be equally described by an inclusion P ẋ ∈ −M̄(x) for some matrix
P < 0, and maximal monotone operator M̄(·). Lagrangian systems with singular
mass matrix and bilateral (holonomic) constraints, unilateral constraints [137], also
fall into this class. Quite similar singular DIs are studied in [245]. Notice that the
system (2.17) could be rewritten as a set-valued input/output system:

{
ẋ ∈

(
A−B(D +M−1)−1C

)
(x) +Br(t)

z ∈
(
C −D((D +M−1)−1C

)
(x)

(2.19)

where r(·) is a reference signal, and one wants to analyse the operator r 7→ z. One
may also consider a measured output y = Ex + Fλ ∈

(
E − F ((D +M−1)−1C

)
(x)

2Primal lower nice functions have subdifferentials -Fréchet, Clarke, proximal or Mordukhovich
are equal- which satisfy some hypomonotonicity property.
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(in some applications like circuits, see Section 4.1, λ may be a physical quantity).
Thus (2.17) gives rise to a family of set-valued I/O systems.
Further extensions of (2.16) are considered in [557] for hysteresis applications, and are
known as double inclusions: (∂ψK1)

−1(ẋ)+∂ψK2(x) ∋ u(t), or (∂ψK1)
−1(ẋ)+∂ϕ(x) ∋

u(t), K1 and K2 closed convex sets, ϕ(·) proper convex LSC function.

2.3. Differential variational inequalities (DVI). Another class of mathe-
matical models which could be embedded in the framework of (1.1) are the differ-
ential variational inequalities (DVIs). They comprise an ODE and a Variational
Inequality (VI), and were introduced in [462] and subsequently analysed and used in
[520, 527, 461, 388, 420, 347, 462, 298, 463, 389, 395, 394, 564, 565, 566]. By defini-
tion, for a given mapping Ψ(·), and a set K, we say that λ solves VI(K,Ψ), denoted
λ ∈ VI(K,Ψ), if λ ∈ K satisfies

〈λ′ − λ,Ψ(λ)〉 ≥ 0, ∀λ′ ∈ K. (2.20)

For the system class DVI, we are basically interested in studying the models where
the nonsmooth behavior results from the solution of a VI, and are described as [462]

{
ẋ = f(t, x) +G(t, x)w

w ∈ VI(K,Ψ(t, x, ·)),

(2.21a)

(2.21b)

and evidently, in comparison with (1.1), we have F(t, x, w) = −VI(K,Ψ(t, x, ·)). The
reason for choosing a vector field in (2.21a) which is affine in w, instead of a general
nonlinear function in w, is because as we increase the index of the DVI, w would be a
distribution in general, and nonlinearities in w would not be well-defined mathematical
objects in that case. The regularity of the solution to a DVI (2.21) is determined
by its index [520]. Under certain assumptions on the map Ψ(t, x, ·), the static VI in
(2.21b) has a solution w and the map (t, x) 7→ w(t, x) may be a single-valued Lipschitz
function. Indeed using (2.20) and the normal cone definition (see (A.2)), the static VI
is rewritten equivalently as the generalized equation 0 ∈ Ψ(t, x, w) + NK(w). Then
w can be replaced in (2.21a) by a single-valued function of x, resulting in an ODE:
this corresponds to the index 0 case. In case of index 1 DVIs, the mapping Ψ(·) is
independent of w, and one needs to compute the derivative of Ψ(·) to solve for w. In
such a case, the selection w is a possibly discontinuous function. The notion of index
in DVIs was introduced in [520] and is very close to the notion of relative degree in
complementarity systems (Section 2.4) and in HOSwP (Section 2.1.3).

Remark 2. In [462] it is mainly the case of index 0 that is analysed. This makes
the DVIs in [462], depart from the DVIs analysed in [62, Chapter 5, §6] which read:
〈ẋ − f(t, x), x − y〉 ≤ 0 for all y ∈ S, S a closed convex set, x(t) ∈ S for all t. This
in turn is equivalent to: ẋ − f(t, x) ∈ −NS(x), x(0) ∈ S. Letting Ψ(t, x, w) = w
in (2.21), K being a closed convex cone, and using (B.1) allows one to recover these
DVIs from (2.20). The DVIs in [62, Chapter 5, §6] are therefore closer to the maximal
monotone DIs of Section 2.2, see however Section 3.1 for more comments.
The results in [462] essentially rely on convexity of the time-invariant set K, with
Ψ(t, x, w) = F (w) + B(t, x), F (·) continuous, B(t, x) and G(t, x) are Lipschitz con-
tinuous, G(t, x) is bounded. Convexity is relaxed to prox-regularity in [293, Section
4] [238, 414, 415] for other classes of DVIs (in [293], K = K(t, x)). However [462]
consider Lipschitz continuous mappings G(t, x), while [293, 415] essentially assume
G(t, x) = I, one exception being generalized FOSwP [143, 338], which involve the
term g(x)NS(t)(h(x)) in the right-hand side, with various regularity conditions on
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both g(·) and h(·) [143, Section 4] [338, Section 4]. Constant time delays in the vec-
tor field (2.21a) are considered in [566]. DVIs of the second kind are considered in
[283, 14, 389, 395, 394], see Section 3.1 for more details. Other “natural” extensions of
DVIs consist of replacing the classical VI in (2.20) by other kinds of VIs like hemi-VI
[390], quasi-VI (this is the case of the SOSwP and HOSwP), see Section A.2.2 for
definitions, or to consider fractional order derivatives in (2.21a) [396, 347, 420].

2.4. Complementarity systems. Complementarity conditions in the finite-
dimensional setting of Lagrangian dynamics have been introduced by J.J. Moreau in
[432, 433], where he used Convex Analysis tools to analyze the extension of Gauss’
principle to mechanical systems subjected to unilateral constraints.

2.4.1. Linear Complementarity Systems (LCS). So-called LCS have been
introduced formally in [548] and analyzed subsequently in [304, 151, 307, 143]. They
take the form:





ẋ = Ax+Bλ+ E1u+ E2

0 ≤ λ ⊥ z = Cx+Dλ+ E3u+ E4 ≥ 0

State jump rule,

(2.22a)

(2.22b)

(2.22c)

where u : R+ → Rp is a control input, z and λ are complementary m-vector slack
variables. Clearly (2.22) is not a linear system: it is strongly nonlinear and nonsmooth
(one can interpret (2.22b) as a sort of nonsmooth constraint on x, see Section 3.12).
Recalling (1.1), the set-valued mapping F(t,Hx, Jw) is represented implicitly by the
complementarity conditions in (2.22b), with w = λ, G(t, x) = B, and J = D. An
important parameter in the description of the LCS is the relative degree r between
λ (seen as an input) and z (seen as an output), or the index of the transfer matrix
D+C(sIn−A)−1B [306] (see Appendix C for definitions). As we shall see later, this
is related to the order of the sweeping process and essentially determines the degree of
the solution seen as a distribution. Obviously r can take arbitrary values ≤ n in (2.22),
similarly as for the HOSwP in Section 2.1.3. Let us make a qualitative description
of the influence of r on the LCS’ dynamics, in case m ≥ 1. If r = 0, the state x is
unconstrained (the initial condition can be chosen in Rn), and λ ∈ SOL(LCP(Cx +
E3u + E4, D)) (see Definition B.1). If r ≥ 1, then z = Cx + E3u + E4, hence
x ∈ Φ = {w ∈ Rn|Cw + E3u+ E4 ≥ 0}: the state lives in a convex closed polyhedral
set. A closer analysis shows that when r = 1 and CB ≻ 0, then a bounded λ(t) is
always sufficient to keep the state in Φ, provided that x(0) ∈ Φ and u(·) is continuous3.
When r ≥ 2, state re-initializations are necessary to render Φ invariant, independently
of u. Hence the presence of (2.22c), that we will study in more details in Section 2.4.4.
Let us now analyse what happens on the constraint boundary. Suppose that z(t) = 0
for all t ∈ [t0, t1], t1 > t0; then for each t ∈ (t0, t1), assuming the right limit exists at

t, one has λ(t+) ∈ SOL(LCP(CArx(t) + E3u
(r) +

r−1∑

i=1

CAiE1u
(r−1+i)(t+)

︸ ︷︷ ︸
∆
=qr(x,u(t+))

, CAr−1B︸ ︷︷ ︸
∆
=Mr

)),

where u = (u, u̇, ü, . . . , u(r)) (we chose E2 = 0 to simplify the expression). The LCP
may be named the contact LCP(qr(x,u),Mr), stemming from 0 ≤ λ(t+) ⊥ z(r)(t+) ≥
0.

3State jumps, if they exist, are due to discontinuities in u(·).
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 In LCS the leading Markov parameter (or decoupling matrix) has to be more than
non singular: complementarity requires that it has to satisfy some positivity con-
straints (P-matrix, copositivity).

Thus let us assume that Mr is a P-matrix. Another feature of LCS, lies in the
following. Assume again that the system evolves on the constraint boundary, that
is z(t) = 0 for every4 t ∈ [t0, t1], t1 > t0. Whether or not z(t) becomes positive
in a right-neighborhood of t1, can be tested through the lexicographical inequal-
ity (z(t1), ż(t

+
1 ), z̈(t

+
1 ), . . . , z

(i)(t+1 ), . . .) < 0 (see Appendix E). On such an interval,
however, λ(t) is the solution of the contact LCP(qr(x,u(t)),Mr). Assume for sim-
plicity that m = 1. (i) If qr(x(t1),u(t

+
1 )) > 0 then λ(t+1 ) = 0 and z(r)(t+1 ) > 0:

the system quits the constraint boundary in a right-neighborhood of t1. (ii) If
qr(x(t1),u(t

+
1 )) < 0 then λ(t+1 ) > 0 and z(r)(t+1 ) = 0: the system stays on the

constraint boundary in a right-neighborhood of t1. (iii) If qr(x(t1),u(t
+
1 )) = 0 then

λ(t+1 ) = 0 and z(r)(t+1 ) = 0: this is the degenerated mode of the contact LCP, which is
more delicate to analyse. One way to tackle this issue is to consider the canonical form
in (2.8a)-(2.8c) extended to the case with non-zero u(·) (see also Appendix C) and
the higher order derivatives of the “output” z1 = z. Let us assume that all variables,
including u(·), are analytic on (t0, t1) and also in the right-neighborhood of t1. Using

the fact that z1(t) = 0 on (t0, t1) implies z
(i)
1 (t) = 0 for all i ≥ 1 and all t ∈ (t0, t1), we

obtain that qr(x,u) = Āζ + B̄u, and ζ̇ = A0ζ+G0u, for some Ā, B̄, G0, and A0 is in

(2.8c). Therefore z
(r+i)
1 (t+) = ĀAi0ζ(t)+ B̄u(i)(t+)+

∑i−1
j=0 ĀA

j
0u

(i−j−1) +Mrλ
(i)(t),

i ≥ 0. If λ(j)(t+1 ) = 0 and z
(r+j)
1 = 0 for all j < i, one can form the contact

LCP(qir(ζ,u
(i)),Mr): 0 ≤ z

(r+i)
1 (t+) ⊥ λ(i)(t+) ≥ 0 and compute its solution. One

can proceed iteratively starting with i = 1 until one finds an i such that λ(r+i)(t+1 ) > 0

or z
(r+i)
1 (t+1 ) > 0. Otherwise, if such an index does not exist, all contact LCPs are

degenerated and the systems continues to “graze” the constraint boundary.

 The crucial fact here is that all the contact LCPs hence built have the matrix Mr.
If Mr is a P-matrix, they all are well-posed. Another feature is that even if u(t) = 0
for all t, the zero dynamics state ζ plays a specific role in the system’s behaviour.
This shows that LCS are different from systems with “virtual” unilateral constraints
which have to be respected using a control action u(·) solely [528]. In LCS with r ≥ 1,
u(·) can be used to control the system inside Φ, but the invariance of Φ is guaranteed
by the multiplier λ, which is in general a distribution.

Remark 3. The above analysis leads naturally to so-called dynamical complemen-
tarity problems (not to be confused with dynamical complementarity systems) used in

[549, 398]. What we described is a way to find a solution to: (z1, ż1, . . . , z
(i)
1 , . . . , ) = 0

and (λ, λ̇, . . . , λ(i), . . .) ≻ 0 (sustained contact), or (z1, ż1, . . . , z
(i)
1 , . . . , ) ≻ 0 and

(λ, . . . , λ(i), . . .) = 0 (detachment), or (z1, . . . , z
(i)
1 , . . . , ) = 0 and (λ, . . . , λ(i), . . .) = 0

(grazing contact). Lexicographical inequalities are ubiquitous in the analysis of sys-
tems which evolve on the boundary of some domain of their state space [6, 528,
532, 569]. They are closely related to the so-called semi-observability cones {x ∈
Rn|(Cx,CAx, . . . , CAn−1x) < 0} [461, 156], which stem from the observation that
(z, ż, . . . , z(n)) = (Cx,Cẋ, . . . , Cx(n)) < 0, and are used to state the (local) invariance
of conic cells [156, Lemma 2.3].

Remark 4. Since we have assumed analycity in a right-neighborhood of t1, we
could also carry out the analysis using Taylor expansions of z1(t) and of λ(t). From

4It is assumed that solutions have left and right limits everywhere.
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(2.22b) and letting h = t− t1 > 0 it follows that:

0 ≤ z(t) = z(t1)+hż(t
+
1 )+

h2

2
z̈(t+1 )+ . . . ⊥ λ(t) = λ(t+1 )+hλ̇(t

+
1 )+

h2

2
λ̈(t+1 )+ . . . ≥ 0

(2.23)
For h small enough both inequalities imply lexicographical inequalities as the above
ones.
In general an LCS as in (2.22) is a set-valued system. Exceptions are if the funda-
mental operator x 7→ (D +NR

m
+
)−1(Cx + E3u + E4), obtained from (2.22a) (2.22b),

using (B.1) and the material in Section A.2.4, is single valued (see conditions in
[135, Propositions 1, 2, 3, Corollary 1] [136] and [26, Lemma 3.4] which guarantee
that this operator is single-valued Lipschitz continuous, under positive-definiteness-
like conditions on D), or if the set B SOL(LCP(K,Cx + E3u + E4, D)) = Bλ with
λ ∈ −(D+NRm

−
)−1(Cx+E3u+E4), is a singleton [156, 240]. The basic consistency

condition for this operator to make sense, is Im(C+E3u(t)+E4)∩Im((D+NR
m
+
)) 6= ∅,

using the fact that dom((D+NR
m
+
)−1) = Im(D+NR

m
+
). In case of (2.22), a sufficient

condition for the single-valuedness is that D is a P-matrix (⇒ r = 0, see Appendix C
and Theorem B.3), so that the LCP in (2.22) (b) has for any Cx+E3u+E4 a unique
solution that is Lipschitz continuous in Cx + E3u + E4 [210, Theorem 7.3.10]. In
this case (2.22) (a) (b) is an ODE with Lipschitz continuous right-hand side, hence
it is well-posed. In fact the well-posedness with C1 solutions holds if and only if
B SOL(LCP(Cx + E3u + E4, D)) is a singleton [462, Proposition 5.1] [157]: this is
a very interesting point, that the well-posedness of the static feedback loop term in
(1.1), implies the well-posedness of the whole dynamics. The case D = 0 and CB is
a strict semicopositive matrix (see Theorem B.4), is studied in [510]. In case r ≥ 1,
solutions gets less regular and may be AC if r = 1, or Bohl distributions if r ≥ 2 [307]
(which are a particular case of the Schwartz’ distributions constructed in [6] for the
HOSwP in Section 2.1.3). In such a case (2.22a) has to be rewritten as an equality
of distributions (in a similar way to the HOSwP in Section 2.1.3), and (2.22b) has to
be given a meaning at the state jumps.

2.4.2. Nonlinear Complementarity Systems (NLCS). A class of NLCS is
introduced as:





ẋ = f(x, λ, u, t)

0 ≤ λ ⊥ z = Z(x, λ, u, t) ≥ 0

State jump rule.

(2.24a)

(2.24b)

(2.24c)

We have F(t,Hx, Jw) = NRm
+
(z), w = λ. The case f(x, λ, u, t) = f(x) + g(x)λ,

Z(x, λ, u, t) = h(x), f(·), g(·), h(·) smooth vector fields, is studied in [549], with
local existence and uniqueness of smooth solutions. See also [462, Theorem 5.2] for
local existence of smooth solutions, under a relative degree 0 condition. The case
f(x, λ, u, t) = a(x) + Bλ + e(x, u), Z(x, λ, u, t) = c(x) + g(u), a(·), e(·) continuous,
g(·) locally Lipschitz, c(x) = B∇V (x) for some V ∈ C3(Rn;R+), is studied in [143],
with global existence and uniqueness of AC or RCLBV solutions. The uniform relative
degree between the “input” λ and the “output” z (when it exists) is once again shown
to play a crucial role in the system’s dynamics. Passivity-like conditions of the form

cT (x) = ∂V
∂x

T
(x)B for some function V ∈ C3(Rn;R+) with Hessian ∂2V

∂x2 (x) ≻ 0, allow
to recover a FOSwP with a prox-regular set S(t) [143]. This is extended in [338,
Theorems 9.3, 9.5] where some regularity assumptions are relaxed, global existence of
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AC solutions is shown, and f(x, λ, u, t) = f(t, x) + g(x)λ, while (2.24b) is extended
to a CCP: K⋆ ∋ λ ⊥ z = h(x) + d(t) ∈ K, K a closed convex cone. Optimal
control formulations are used to numerically solve some classes of NLCS in [576], using
Fischer-Burmeister complementarity functions to design the objective function. One
important example of NLCS are complementarity Lagrangian systems, see Section
4.2.1. NLCS have the intrinsic mathematical difficulty that products of distributions
are not defined, except in very particular cases. This certainly puts strong restrictions
on the classes of NLCS which can be studied.

2.4.3. Perspectives and Extensions. Let K ⊆ Rm be a non empty convex
cone, the complementarity conditions in (2.22b) can be extended to a linear cone
complementarity problem (LCCP) as: K⋆ ∋ λ ⊥ z = Cx+Dλ+E3u+E4 ∈ K, where
K⋆ is the dual cone, yielding a Linear Cone Complementarity System (LCCS) [157].
The LCCP defines a set-valued operator, and we have F(t,Hx, Jw) = ∂ψK(z), w = λ.
Going a step further, K being a closed convex cone, λ ∈ −∂ψK(z) ⇔ z ∈ NK◦(−λ),
hence Cx + E3u + E4 ∈ (D + NK◦)(−λ) ⇔ λ ∈ −(D + NK◦)−1(Cx + E3u + E4),
which provides an alternative form for F(t,Hx, Jw). Note that in (1.1), the set-
valued element w can be described by w ∈ (Im + F(t,Hx, Jw))−1(0), and in case of
LCCS we have (Im +F(t,Hx, Jw))−1(0) = (Im +NK(Cx+E3u+E4 +D·))−1(0) =
(D+NK⋆)−1(−Cx−E3u−E4) = −(D+NK◦)−1(Cx+E3u+E4). Just like LCS, an
LCCS is therefore fundamentally a set-valued system, except for particular cases. The
basic idea in [135, 136] is as follows: since an LCCS can be viewed as an LTI system
with a set-valued mapping −w ∈ ∂ψK(Cx+Dλ+Gu+H) for some closed convex cone
K, in negative feedback, we may consider mappings −w ∈ ∂ϕ(Cx+Dλ+E3u+E4)
with ϕ(·) a convex, LSC proper function (in (2.22) we have ϕ = ∂ψRm

+
, or ϕ = ∂ψK).

Thus F(t,Hx, Jw) = ∂ϕ(Cx+Dλ+E3u+E4). Proceeding similarly as for LCS, we
get λ ∈ −∂ϕ(z) ⇔ z ∈ ∂ϕ⋆(−λ), consequently Cx+E3u+E4 ∈ (D+∂ϕ⋆)(−λ) ⇔ λ ∈
−(D+∂ϕ⋆)−1(Cx+E3u+E4). Hence F(t,Hx, Jw) = (D+∂ϕ⋆)−1(Cx+E3u+E4).
Depending on ϕ(·), D, C, E3 and E4, this may be equivalent to a FOSwP, or to
a maximal monotone DI as in (2.16), or to an ODE with Lipschitz right-hand side.
We note that LCS can also be seen as switching DAEs, where the switches are state
dependent and ruled by complementarity conditions. Further extension is in [159]
where a general maximal monotone operator (not necessarily the subdifferential of
a convex LSC function) is considered. Possible future generalizations could be to
replace convex functions ϕ(·) by prox-regular functions [492], as done for FOSwP in
[204, 238, 530, 143]. One important issue lies in the fact that in the non convex
case, the biconjugate (ϕ⋆)⋆ may not equal ϕ, so that manipulations used to invert the
set-valued part may no longer be valid (one path could be to use the results in [31]).
Other extensions which have not been tackled, could be: consider a mixed LCP instead
of an LCP in (2.22) (b), yielding the MLCS:





ẋ = Ax+B1λ1 + B2λ2 + E1u+ E2

A1λ1 +A2λ2 + E5x+ E6 = 0

0 ≤ λ ⊥ z = Cx+D1λ1 +D2λ2 + E3u+ E4 ≥ 0

State jump rule.

(2.25a)

(2.25b)

(2.25c)

(2.25d)

Inserting PWL characteristics in dynamical systems, yields such MLCS (see [125,
Examples 4-7], and Section 3.15). If the linear equation in (2.25b) can be inverted
for λ1 or for λ2, then we are back to (2.22). But the MLCP (2.25b), (2.25c) may
have solutions without (2.25b) being invertible. In any case, the notion of relative
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degree between z and λ for the dynamics (2.25a)-(2.25c) is unclear in general. Since
LCPs are central in the analysis of LCS, it is expected that MLCPs and their well-
posedness could be central for MLCS. It could be interesting to investigate the proper-
ties of particular dynamical structures (systems with various PWL interconnections:
in sandwich, forward block, negative feedback, etc) and of classes of PWL mappings.
However it is noteworthy that physical systems like circuits, are usually represented
by a set of evolution equation and constraints, far more complex than (2.22) or even
(2.25), see [2, Section 5.1]. As another extension one may consider that C = C(u)
in (2.25c), which has a different effect on the state space partitioning than E3u (see
Section 3.4). Getting back to LCS, open issues are in delay systems (as for FOSwP,
the delay can act at different places: the vector field in (2.22a), λ in (2.22a) or/and
in (2.22b), z in (2.22b)) (see [107] for preliminary results), time-varying LCS with
A(t), B(t), C(t), D(t) (see Section 3.4 for a possible path), and control-related is-
sues (optimal control has been tackled in [287, 555, 554], yielding MPEC problems,
with applications in process control [484, 96], trajectory tracking, etc). It could be
of interest to study the relationships between optimal control of FOSwP tackled in
[54, 160, 162, 161, 200, 202, 201, 205, 316, 217, 536], which rely on the convergence of
a suitable time-discretization or of a regularization of the normal cone, and the results
in [555, 554], which rely on [287]. Further extensions are state-dependent switching
LCS, and singular LCS (with P ẋ in the left-hand side of (2.22a) or (2.25a) for a sin-
gular P , see also the circuit in (4.7) for more general P ). Let us mention also a new
kind of LCS defined in an implicit way, see Section 3.5.

Example 2. Let us illustrate how MLCS (more generally MNLCS) arise naturally
in so-called optimization-constrained differential equations [148, 373, 51], which take
the form:

ẋ = f(t, x) + b(z)
z = argminh1(z̃, x) ≥ 0

h2(z̃, x) = 0

F (z̃). (2.26)

In atmopsheric chemistry applications, F (·) is a non convex nonlinear objective func-
tion, h1(·) is linear, h2(·) is nonlinear [373]. Using the KKT necessary conditions, it
follows that there exists two multipliers λ1 and λ2 such that:

ẋ = f(t, x) + b(z)
∇F (z)−∇h1(z, x)λ1 +∇h2(z, x)λ2 = 0
0 ≤ λ1 ⊥ h1(z, x) ≥ 0, h2(z, x) = 0.

(2.27)

where ∇h1(z, x) = ∂h1

∂z (z, x)T and ∇h2(z, x) = ∂h2

∂z (z, x)T . Let now b(z) = Bz,
h1(z̃, x) = H1z̃ + H̄1x, h2(z̃, x) = H2z̃ + H̄2x, f(t, x) = Ax, and F (z̃) = 1

2 z̃
TMz̃,

M =MT ≻ 0. Then (2.27) becomes:

ẋ = Ax+BM−1H1λ1 −BM−1H2λ2
0 ≤ λ1 ⊥ H1M

−1HT
1 λ1 −H1M

−1HT
2 λ2 + H̄1x ≥ 0

H2M
−1HT

1 λ1 −H2M
−1HT

2 λ2 + H̄2x = 0.
(2.28)

The analogy with (2.25a)–(2.25c) is obvious. The MLNCS (2.27) is a nonlinear ver-
sion.

2.4.4. State Discontinuities in LCS. It is noteworthy that the mathematical
formalisms in (2.22a) (2.22b) and (2.24a) (2.24b) are meaningful only at times where
the multiplier λ and the variable z are functions of time (in case λ jumps, one may
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work with right limits). As alluded to above, there are cases where state jumps are
necessary. Then ẋ is a Schwarz’ distribution and so are λ and z. The SOSwP and
HOSwP formalisms in (2.6) and (2.9) accomodate for such situations and are valid
for all t ≥ 0, being formulated in terms of measures or distributions. As explained in
Section 2.1.4, they both include a suitable state jump rule. However in LCS one has
to complete the dynamics with a suitable state jump which re-initializes, if needed,
the state x at times of switches between different modes of the complementarity
conditions, enabling the integration in another mode. When a change of mode is
detected, the state is projected onto the consistent subspace of the DAE corresponding
to the new mode, see [307, Sections 4.2, 4.3, 4.4]. This is quite similar to what is done
in exogenously switching DAEs [525, 391]. One additional analytical difficulty with
LCS is however the mode selection issue [307, Section 5, Remark 6.11], that is not
present in exogenously switching DAEs.

Remark 5. We may make two comments about HOSwP and LCS. First, in
the HOSwP the state jump rule automatically follows from a suitable projection on
a convex set, without further calculations (because the dynamics has been put in a
suitable form). Second the HOSwP chooses automatically a mode (and can thus be
time-discretized with a suitable event-capturing time-stepping scheme [6, Section 5]).
On the contrary the LCS is formulated with an event-driven philosophy (integrate
until an event is detected, apply a state jump and start again the integration until
another nonsmooth event is detected, see [307, Algorithm 7.1]). See Section 3.9 for
more information on the relations between HOSwP and complementarity systems.

There is one important case where state jump rules can be explicitly given and calcu-
lated easily: dissipative LCS [151, 155], with main application in circuits (see Section
4.1). State jumps in passive electrical circuits with set-valued electronic components,
and in dissipative LCS are analysed in [2, 143, 149, 151, 155, 256, 284].

Definition 2.2. [284] Let us consider the dynamics in (2.22), and suppose that
(A,B,C,D) is passive in the sense of Definition D.1, with storage function V (x) =
1
2x

TPx, P = PT ≻ 0. For any x(t−), the state after the discontinuities, i.e., x(t+),
is given by the solution of the generalized equation :

P (x(t+)− x(t−)) ∈ −NK(x(t+)), (2.29)

where K
∆
= {z ∈ Rn | Cz + E3u(t

+) + E4 ∈ Q⋆D}, with Q
⋆
D the dual cone of QD =

{z ∈ Rm | z ≥ 0, Dz ≥ 0, zTDz = 0}. Moreover the constraint qualification (CQ)
E3u(t) + E4 ∈ Q⋆D + Im(C) holds.

Notice that QD is a closed convex cone, and that K is a polyhedron for each t.
The similarity between (2.29) and (2.12) is clear. The CQ guarantees that the LCP:
0 ≤ λ ⊥ w = Cx+Dλ+E3u+E4 ≥ 0, has a solution whenever D < 0. It also implies
that K is a convex cone. The inclusion in (2.29) is very close to that in (2.12): the
relationships between LCS and FOSwP will be analysed further in Section 3.4. As we
pointed out in Section 2.1.4, computing a projection (even on a convex set) may not
be obvious in practice. The next lemma clarifies this.

Lemma 2.3. [143, 155, 284] Under the conditions of Definition 2.2, the following
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equivalences hold:

P (x(t+)− x(t−)) ∈ −NK(x(t+)) ⇐⇒

P (x(t+)− x(t−))(x(t+)− y) ≥ 0, for all y ∈ K ⇐⇒

x(t+) = argminx∈K
1
2 (x− x(t−))TP (x− x(t−)) ⇐⇒

K ∋ x(t+) ⊥ P (x(t+)− x(t−)) ∈ K⋆ ⇐⇒

x(t+) = projP [K;x(t−)] ⇐⇒





P (x(t+)− x(t−)) = CTσ

v = Cx(t+) + E3u(t
+) + E4

Q⋆D ∋ v ⊥ σ ∈ QD

⇐⇒





x(t+)− x(t−) = Bσ

v = Cx(t+) + E3u(t
+) + E4

Q⋆D ∋ v ⊥ σ ∈ QD.

⇐⇒

{
v = Cx(t−) + E3u(t

+) + E4 + CBσ

Q⋆D ∋ v ⊥ σ ∈ QD.

(2.30)
Moreover, if the constraint qualification E3u(t) + E4 ∈ Q⋆D + Im(C) is satisfied, then
the set K 6= ∅ and the projection is unique. Finally if 0 ∈ K, the state jump law is
dissipative since it secures V (x(t+))− V (x(t−)) ≤ 0.

Several formulations in (2.30) are good candidates for numerical computations. See
Remark 11 for further informations about state jumps in LCS. Clearly the mappings
in (2.30) are very close to the FOSwP mapping in (2.12), and could be extended along
the lines of the HOSwP or [488].

2.5. Projected dynamical systems (PDS). This class of systems was appar-
ently introduced in [310, 311] and has been analysed afterwards in [62, 449, 232, 192,
327, 584]. Let K ⊆ Rn be a closed convex non empty set. A projected dynamical sys-
tem (PDS) is given as one of the following equivalent formulations, with f : Rn → Rn

and g : R+ → R
n two mesurable functions [133]:

(a) ẋ = proj[TK(x);−f(x) − g(t)]

(b) ẋ = limδց0
proj[K;x+δ(−f(x)−g(t))]−x

δ

(c) ẋ = −f(x)− g(t)− proj[NK(x);−f(x)− g(t)]

(d) ẋ = −f(x)− g(t)− 〈v,−f(x)− g(t)〉v, with v =
proj[NK(x);−f(x)−g(t)]

||proj[NK(x);−f(x)−g(t)]||
.

(2.31)
At this stage, equivalence just means that the four right-hand sides in (2.31) are
identical: (2.31) (a) ⇔ (2.31) (b) is proved in [313, Proposition III.5.3.5], (2.31) (a)
⇔ (2.31) (c), (2.31) (c) ⇔ (2.31) (d) are proved in [133, Corollary 1]. Let us consider
(2.31) (a). If x ∈ Int(K) ⇒ TK(x) = R

n, one gets ẋ = −f(x) − g(t): the system
moves freely insideK. If x ∈ bd(K), then the vector field is projected onto the tangent
cone, hence it points inside K (see Figure 2.2 for an illustration in the plane). Let us
illustrate further in a scalar case, the difference with a simple projection on a constant
set. LetK = R+, then using (2.31) (a) and (A.1), we obtain ẋ = −f(x)−g(t) if x > 0,
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ẋ = max(0,−f(x) − g(t)) if x = 0. This is sometimes denoted ẋ = [−f(x) − g(t)]+x
[190, 244].
Let us denote the right-hand side of (2.31) (a) as F (t, x). It is natural at this stage to
make the link with Aubin’s and Nagumo’s viability theory [62], since by construction
F (t, x) ∈ TK(x) almost everywhere. Notice however that one projects onto TK(x),
not on K itself: hence F (t, x) may be discontinuous (as we shall see in Section 3.8,
PDS are equivalent also to particular differential inclusions, and one should certainly
better employ ∈ rather than = in (2.31), see [62, Equation (23) p.217]).

x1

x2

TK(x1) = R2

F (t, x1) = −f(x1)− g(t)

TK(x2)

−f2(x2)− g(t)

proj[TK(x2);−f2(x2)− g(t))] = {0}

−f1(x2) − g(t)

−f3(x2)− g(t)F1(t, x2)

F3(t, x2)

K

Fig. 2.2: Projected dynamical system in the plane.

Remark 6. A set-valued upper semicontinuous, compact convex valued f(x)
is considered in [311]. The extension of (2.31) (a) to non convex sets K, using
Clarke’s tangent cone T C

K (x) which is convex (see Section A.1.1), hence securing a
unique projection, is doable. It is also possible to project in a non Euclidean metric
[303]. The basic PDS in (2.31)(a), was generalized by replacing f(x) with an upper
semicontinuous set-valued mapping with non empty, compact and convex values F :
K ⇒ Rn in [209], with K tangentially regular set (see Section A.1.1).
Another class of projected systems is introduced in [106, 111], withK = {x ∈ Rn|Ax+
b = 0}, ϕ(·) and φ(·) proper convex closed functions, ǫ(·) is AC and decreasing, ǫ(t) > 0
for all t ≥ 0, as:

ẋ ∈ −x+ proj [K;x− ∂ϕ(x)− ǫ(t)∂φ(x)] . (2.32)

This is some kind of extension of the so-called global projective dynamics, defined as
[468, 571, 258, 291]:

ẋ = proj[K;x− γf(x)]− x, (2.33)

for some single-valued function f(·), γ > 0 andK a closed convex set. On the contrary
the projected systems in (2.31) may be called local projective dynamics, since the
tangent cone has a local nature.

2.6. Switching systems. Switching systems are widely studied in control sys-
tems, and may take various forms, some of which we review now. Roughly speaking,
one splits the state space Rn into p ≤ +∞ closed cells Ri such that: int(Ri)∩int(Rj) =

26



∅ for all i 6= j, ∪1≤i≤p Ri = Rn. In each cell one assigns a vector field fi(x, t), and
we define ẋ = f(x, t), with f(x, t) = fi(x, t) if x ∈ Ri, 1 ≤ i ≤ p. If x belongs to
the boundary between several cells, in general fi(x, t) 6= fj(x, t) for i 6= j: the total
vector field obtained by concatenating the vector fields fi(x, t) may be discontinuous
at boundaries. When the vector fields fi(x, t) are linear, one speaks of a PWL system.
The first issue is then to determine whether or not this switching system (a trajectory
could a priori cross a boundary bd(Ri) and enter another cell, or stay in the boundary
between several cells (one then speaks of a sliding-motion)) is well-posed: usually the
existence of solutions problem is expedited using Filippov’s convexification method
(though this is not the only way to deal with it, the complementarity approach being
another one in some cases, see Section 3.11), however the uniqueness issue is far more
constraining. Several approaches exist in the abundant literature, and many different
descriptions of PWL systems exist [378, Chapter 2, Figure 2.9].

2.6.1. Filippov’s differential inclusions. This type of DIs has been intro-
duced in the context of robust sliding-mode control, that yields set-valued controllers
[248, 249, 542]. It is a convexification of discontinuous vector fields, where the dis-
continuities may appear at submanifolds of codimension ≥ 1 which correspond to
the boundaries between the cells. A fundamental concept of Filippov’s DIs is that of
attractive sliding surfaces and sliding modes which play a significant role in robust
feedback control. The general formulation of Filippov’s set-valued right-hand side is:

F (x, t) = conv{ lim
x′→x

f(x′, t), t is constant, (x′, t) ∈ R
n+1 \ (∪1≤i≤pbd(Ri))}, (2.34)

where conv denotes the closure of the convex hull. An equivalent definition is given by
F (x, t) =

⋂
ǫ>0,meas(Z)=0 conv{f(B(x, ǫ)\Z, t)}, with f(B(x, ǫ)\Z, t) = {f(y, t)|y ∈

B(x, ǫ)\Z}, B(x, ǫ) is the ball of center x and radius ǫ. Thus Filippov’s DI considers
only the values of the vector fields fi(x) outside the switching surfaces, and takes the
convex hull of these values when the system’s state evolves on the switching surface.
In int(Ri) it reduces to a single point f(x, t), at the intersection of several boundaries
Rik , k = 1, ..., p′ ≤ p, it is a segment, or a convex polygon, or a convex polyhedron
[455, Section 2.2.1]. Therefore, Filippov’s DIs differ from PWL systems studied in
[326, 325] because they provide a model that “forgets” the values that the single-
valued vector fields may possess on the boundaries between the cells, and replaces it
with a convex set. On the contrary PWL systems in [326, 325, 534] keep the value
of each vector field fi(x) on the boundaries (this is a modeling step). Solutions of
PWL systems will therefore be understood as Caratheodory solutions without left-
accumulations of switching times [266, Definition 12.1], and are different from AC
solutions for Filippov’s DI, or locally analytic solutions [480, Remark 2]. See [326, 325]
and [266, Section 12] for well-posedness studies of PWL systems. Alternatives to
Filippov’s convexification of discontinuous vector fields, are Aizerman-Pyatnistskii
[44, 45, 404, 405], Utkin [542] and Krasovskii [515] regularizations, that give rise to
various types of DIs [249, Section 4]. Equivalency holds under some conditions [591,
Theorem 14] [515, 317], but in general they do not provide the same right-hand sides
[7].

Remark 7. Most of Filippov’s and PWL systems do not fall into the Lur’e class
of systems analysed in this article, because their set-valued right-hand side F (x) fails
to define a maximal monotone operator (consequently in general Filippov’s framework
yields non unique solutions on codimension ≥ 2 sliding surfaces). Few of them do,
anyway (see Section 2.6.2). Also we shall see in Section 3.14 that they can be useful
for the study of mechanical systems with a single unilateral constraint.
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 It is noteworthy that both switching systems and Filippov’s DIs (or other regu-
larizations), are very general formulations for which it may not be always obvious to
perform numerical analysis and simulations. This is one reason why it is important to
examine when they can be equivalently rewritten as more tractable dynamical systems,
like LCS or else for which powerful time-discretizations exist [7].

2.6.2. Ideal relay (signum) systems. Ideal relay (without hysteresis, may be
named as well set-valued signum systems) are systems of the form [149, Chapter 7]
[305]:





ẋ = Ax+Bλ+ E1u

λ ∈ −Sgn(z)

z = Cx+Dλ+ E3u+ E4,

(2.35a)

(2.35b)

(2.35c)

where Sgn(z) = ∂(|z1|+ |z2|+ . . .+ |zm|), ∂ is the subdifferential of convex analysis
(see Section A.2.1), and we have λ = w ∈ Rm, z ∈ Rm, F(t,Hx, Jw) = Sgn(Cx+Dλ),
G(t, x) = B, H = C, J = D. One sees that the signum set-valued function separates
the state space into cells Rj = {x ∈ R

n|zi > 0, i ∈ I+(u), zi < 0, i ∈ I−(u)}
for some index sets I+(u) and I−(u). The fundamental operator is thus equal to
(Im + Sgn(Cx + E3u + E4 + D·))−1(0), which can be expressed more explicitly as
shown in Remark 12 later. The relative degree between z and λ happens to play once
again a crucial role in the well-posedness (uniqueness of solutions) [480, 397]: relative
degree ≥ 3 may result in strange behaviours like infinity of AC solutions starting with
reversed accumulation of switching instants (a phenomenon similar to what happens
in mechanical systems with unilateral constraints and non analytic external forces
[130, Section 2.4.3.1]). Positivity conditions (leading Markov parameter CAr−1B ≻ 0
[480], or the transfer matrix of (A,B,C,D) being a P-matrix [397]) are crucial for the
existence and uniqueness of so-called forward solutions (which are analytic solutions in
a right-neighborhood of the initial time). As recalled in Remark 12, whenD = DT ≻ 0
the relay system is an ODE with Lipschitz right-hand side. When D = 0, (2.35)
becomes a DI whose right-hand side is compact convex for all x, and can be recast
into Filippov’s DIs (see Section 2.6.1). When D < 0 one may assume a special
block diagonal structure for D (and use for instance [135]), or that the quadruple
(A,B,C,D) is passive in the sense of Definition D.1. Relay systems with a delay acting
in the signum function or/and the vector field have been studied in [257, 451], where
the set-valuedness plays no role, however. See Section 3.10 for further developments
on relay systems.

The systems in (2.35) are linear in λ. There are other classes of relay systems, non-
linear in λ, as the ones studied in [404, 405, 7] for gene regulatory networks models.
These relay systems involve products of signum (or step) multifunctions.

2.6.3. Hysteresis Operators. Hysteresis operators are present in many phys-
ical systems and also in feedback control, see e.g., [27, 110, 360, 366, 558, 577], a
classical reference being [557]. Among the earliest results on the stability of Lur’e sys-
tems with hysteresis feedback loop, let us mention the Russian school [80, 573, 574],
more recently [359, 469, 335, 457]. There are different models of hysteresis, few of
them depicted in Figure 2.3: (a) the square (y can move in both directions on the
vertical segments, solid arrows) and the completed relay (y can move only in one
direction on the reachable vertical segments, dashed arrows), (b) the play operator
((u, y) can move in both directions everywhere in the graph) [71], (c) a zig-zag oper-
ator [378], (d) and the relay hysteresis, or delayed relay operator [557, Section IV.1]
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(the system cannot stay on the dashed vertical branches, but jumps over them in one
direction only). In cases (a) (b) (c), the couple (u, y) can attain any point of the
graph. The square and the zig-zag can be viewed as static set-valued operators u 7→ y
(the simplest example may be the relay multifunction y ∈ sgn(u) of Section 2.6.2), or
as examples of non monotone set-valued operators (hence there is no way to express
these as subdifferentials of convex functions). However the derivative u̇ usually comes
into play in hysteretic phenomena [558], as in the Duhem hysteresis that writes down
[335] [558, Section 1.2] [557, Chapter V] :

ẏ = f1(y, u)max(0, u̇) + f2(y, u)min(0, u̇), (2.36)

where f1(·), f2(·) and u(·) are continuously differentiable in both arguments, u(·) is
AC. The hysteresis is a mapping (u, y0) 7→ y = Φ(u, y0), y(0) = y0. Notice that
choosing f1 = 0 and f2 = 2, and a suitable sequence of signs of u̇ (u̇ > 0, then
u̇ < 0, then u̇ > 0), one obtains zig-zag-like graphs in the (u, y)-plane. Vertical
segments are however not possible since they would imply unbounded f1(·) or f2(·).
Interestingly enough, Duhem operators possess dissipativity properties which can be

0 0

(b) (c)

0

(a)

y

u

y

u

y

u

Fig. 2.3: Hysteresis operators.

used in Lur’e systems and absolute stability framework, extending the celebrated
Kalman-Yakubovich-Popov Lemma [139] to such set-valued feedback loops [335, 457,
469]. The double inclusions alluded to at the end of Section 2.2, are another kind of
hysteresis models [557].

Remark 8. The so-called backlash hysteresis operator that is widely used in Sys-
tems and Control [334], is a form of static model of mechanical clearance, neglecting
dynamical effects. If all dynamical effects (like impacts) are modeled, one ends up with
a mechanical system with unilateral constraints, impacts and possibly friction, which
can be recast into (4.9) below (see [130, Remark 5.15] for the model of mechanical
clearance within the SOSwP).

3. Relationships between various formalisms. Starting from (1.1) we see
that 0 ∈ w+F(t,Hx, Jw) ⇔ w ∈ (Im+F(t,Hx, J ·)−1(0). Therefore the nonsmooth
system (1.1) can be equivalently rewritten as the DI:

ẋ− f(t, x) ∈ (Im + F(t,Hx, J ·)−1(0).

Characterizing the operator on the right-hand side is crucial to understand our sys-
tems, and their relationships. Some relationships between some nonsmooth for-
malisms as those presented above, have been analysed in various articles [308, 266,
143, 133, 229, 462]. We review them deeply in the next sections.
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3.1. Maximal monotone DIs, complementarity systems, FOSwP, and
DVIs. Let the set K be closed non empty and convex. We notice at once that the
DVIs in (2.21) can be equivalently rewritten as:





ẋ = f(t, x) +G(t, x)w
z = Ψ(t, x, w)
z ∈ −NK(w),

(3.1)

since the inequality in (2.20) is equivalently rewritten as Ψ(λ) ∈ −NK(λ). In case z =
Cx+Dw+g(t), we see that the DVI is equivalent to the DI: ẋ ∈ f(t, x)−G(t, x)(D+
NK)−1(Cx + g(t)). The DVI is thus a particular DI, where the presence of the
“input” term G(t, x) prevents in general maximal monotonicity of the operator x 7→
G(t, x)(D +NK)−1(Cx) for each t. Consequently the results on maximal monotone
DIs as (2.16) may not apply, one exception being when passivity-like input-output
constraints are imposed [143, Section 4]. Let K be a closed convex cone, then using
(B.1) and letting D = 0 yields (D + NK)−1(Cx + g(t)) = NS(t)(Cx) with S(t) =
K⋆ − g(t). In this case one recovers a particular form of FOSwP (and a generalized
FOSwP if G(t, x) 6= In). However FOSwP are formulated in the more general context
of closed convex sets S(t).

Remark 9. The signum multifunction with sgn(0) = [−1, 1] is related to the
normal cone N[−1,1](·) in the following sense: we have N[−1,1](x) = ∂ψ[−1,1](x), and
sgn(y) = ∂ψ∗

[−1,1](y), where ψ
∗(·) = σ[−1,1](·) = | · | is the support function of [−1, 1]

(see Section A.2.4). Thus relay systems (2.35) and inclusions in normal cones to
hypercubes have set-valued parts which are conjugate one to each other. We may
consider the following system: ξ̇ = AT ξ + CT ζ, λ = BT ξ + Dζ, ζ ∈ −N[−1,1]m(λ).
Then this system and (2.35) (let us take E1 = 0, E3 = 0, E4 = 0 for simplicity) are
rewritten respectively in an equivalent way as the DIs:

{
ξ̇ ∈ AT ξ + CT (D + ∂ψ∗

[−1,1]m)−1(−BT ξ)

ẋ ∈ Ax+B(D + ∂ψ[−1,1]m)−1(−Cx),
(3.2)

which we consider as dual one to each other, the second system being a DVI, the first
one being similar to (2.14) (see (2.15)). A next step is to consider a control input
u in the x-dynamics and a measured output y in the ξ-dynamics, and to investigate
their Systems and Control properties.
A variety of problems that can be recast as DVIs, are presented in [462]. The setK can
take various forms (this is obviously true also for the FOSwP, or maximal monotone
DIs with F(t, x) = NS(x)), for instance K = [a, b]×K̄×S ⊂ R1+p+m, where a, b ∈ R,
K̄ ⊆ R

p is closed convex, and S = {v ∈ R
m|Av+B = 0} for some constant A ∈ R

l×m,

B ∈ Rl. Then NK((z1, z2, z3)) =




N[a,b](z1)
NK̄(z2)
NS(z3)


, NS(z3) = Im(AT ). Thus it is

possible to include equality constraints h(t, x) ∈ S by properly choosing both K and
Ψ(t, x, w) (this is, anyway, the case for all inclusions into normal cones). Let us now
assume that K is finitely represented, i.e., K = {z ∈ Rm|hi(z) ≥ 0, 1 ≤ i ≤ p} for
some continuously differentiable functions hi : R

m → R. If the functions hi(·) satisfy
a constraint qualification like the MFCQ (see Section A.1.3), then the normal cone is
equal to its linearization cone, and we can rewrite equivalently the DVI as an NLCS
(2.24).
Consider now the DI in (2.17). If M(·) = N−1

K (·) = σK(·), then (2.17) can be recast
into (3.1), hence into (2.21). If M(·) = ∂ϕ(·) for some proper convex LSC ϕ(·) has
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a PWL graph, then from the algorithm in [551] one can rewrite (2.17) as an MLCS
(2.25).

Example 3. Let us consider a simple mechanical system with Coulomb friction:
mq̈+cq̇+kq ∈ −µ ∂|q̇+f(t)| = µ sgn(−q̇−f(t)), µ > 0, k ≥ 0, c ≥ 0, f(·) continuous.
This belongs to the class of relay systems in (2.35), so that the equivalent rewriting
(3.12) below, applies. Thus using (B.1), the dynamics is equivalently rewritten as: ẋ =

Ax +

(
0
µ
m

)
+

(
0 0

− 2µ
m 0

)
w, w ∈ −NR2

+
(h(x,w)), h(x,w) =

(
−x2 − f(t)

1

)
+

(
0 1
−1 0

)
w, x = (x1, x2)

T , x1 = q, x2 = q̇. This fits with (3.1), with h(x,w) =

Ψ(t, x, w) and using (B.1), noting that (R2
+)
⋆ = R2

+. On the other hand, the dynamics
can also be written as: mq̈ + cq̇ + kq = λ, 〈λ, v − q̇ − f(t)〉+ ϕ(v) − ϕ(q̇ + f(t)) ≥ 0
for all v ∈ R, ϕ(·) = µ | · |, and it can also be written in a complementarity form, see
Section 3.10.
This example shows that the same system, can be written either as a DVI, or as a
DVI of the second kind, or as an LCS. Same holds for slightly more complex systems
(controlled with a PID input) as in [108]. However in general this manipulation is
not doable. The generalization of DVIs towards DVIs of the second kind (called
differential mixed VI in [389]) has been considered in [283] (see [14, Section 3.2] [278,
Section 5.2]), in a more general setting in [389], in an infinite-dimensional context in
[395, 394]. As alluded to in Remark 2, inspection of [462, Theorem 6.1], shows that it
is mainly the cases with relative degree zero systems, which are considered in [462] for
well-posedness issues (with AC solutions). Hence SOSwP and HOSwP are excluded,
as they would require to define measure or distribution DVIs.

3.2. FOSwP, SOSwP, EVIs and QVIs. Evolution (or dynamical) VIs and
sweeping processes are known to be close formalisms [512], mainly due to the fact that
the normal cone to a convex set, can be expressed in a variational way, see e.g. (A.2).
This was actually one of the original manipulations made to express elasto-plastic
problems, as a FOSwP. The next equivalences follow from the definition of a normal
cone to a closed convex set. To start with, it is clear that the FOSwP in (2.2) can be
equivalently written as:

{
x(t) ∈ S(t), for all t ≥ 0
〈ẋ− f(t, x), x′ − x〉 ≥ 0 for all x′ ∈ S(t),

(3.3)

which is an evolution variational inequality (EVI). Let S(t) be closed convex for each
t. Using the conjugate function ∂ψ∗

S(t) = ∂σS(t), the FOSwP is recast into a DI as

(2.17): ẋ ∈ f(t, x) + (0 + ∂ψ∗
S(t))

−1(x). The FOSwP with state-dependent set S(t, x)

yields evolution QVIs (see (A.7) in Section A.2.2). The SOSwP in (2.6) can in turn
be written as: {

q(t) ∈ Φ, v(t) ∈ V (q(t)), for all t ≥ 0
〈dv − f(t, q, v), v′ − ve〉 ≥ 0 for all v′ ∈ V (q),

(3.4)

which is an evolution measure QVI. The SOSwP of the form: ü ∈ −B NS(t,u,u̇)(u̇) +

F (t, u, u̇) + Au (see Section 2.1.2) also yields a kind of QVI, where the set K(x)
∆
=

S(t, u, u̇) in (A.7) has quite different properties than the tangent cone V (q) (the main
discrepancy being the compactness). See Section 3.7.

Remark 10. What we name EVI is not to be confused with EVIs as in [213, 214,
195], which are VIs that vary with time, whose solutions thus represent time-varying
equilibria (trajectories) of our EVIs which are dynamical systems.
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3.3. FOSwP and compact DIs. Under some basic assumptions, it is possible
to show that the FOSwP is equivalent (in the sense that both dynamical systems have
the same set of solutions) to a DI of the form: ẋ ∈ −|v̇(t)|∂CdS(t)(x), x(t) ∈ S(t) for
all t ≥ 0, where v(·) is AC and is such that |d(x,S(t1))− d(x,S(t2))| ≤ |v(t1)− v(t2)|
for all x ∈ R

n and all t1, t2, ∂C is the Clarke subdifferential (see Section A.2.1). This
is known as the reduction method of FOSwP, and it is proved in [529] when S(t) is
convex, extended in [530] for Fréchet normally regular5 and prox-regular sets, using
techniques similar to the convex case, see also [113, Theorems 2.4, 2.5]6, and in [295]
for α-far and AC sets. The set-valued right-hand side of the new DI is compact, and
is contained in the normal cone to S(t) (thus, it is a “smaller” inclusion). This can
be used to prove existence of solutions to the FOSwP. Related results are presented
in [122] where FOSwP are approximated with suitably controlled ODEs.

3.4. Complementarity systems, FOSwP, relay systems and maximal
monotone DIs. To begin with, let us consider the FOSwP in (2.2), and assume that
for each t, S(t) is a closed convex cone. Then using (B.1), we can rewrite (2.2) as

{
ẋ− f(t, x) = η
S(t) ∋ z = x(t) ⊥ η(t) ∈ S⋆(t),

(3.5)

which is a cone complementarity system, with relative degree r = 1 between the
“output” z and the “input” η (directly from the relative degree definition in Appendix
C).
Notice that using (B.1) with K = K⋆ = Rm+ and choosing M(·) = ∂ψRm

+
(·), it follows

that (2.17) is an LCS as in (2.22). Apparently the equivalence between maximal
monotone DIs as in (2.16) with f(t, x) = f(x) = Ax linear, F(t, x) = F(x) time
invariant, and LCS, has been first shown in [126], under a positive real condition [139]
on the transfer function D+C(sI −A)−1B, s ∈ C. A key state space transformation
was introduced in [126], assuming the existence of P = PT ≻ 0 such that PB = CT ,
then defining z = Rx with R = RT ≻ 0, R2 = P (which is a consequence of (D.1)
when D +DT = 0). It allows one to use the chain rule from Convex Analysis when
F(x) = B∂ϕ(x) for a convex proper LSC ϕ(·).
 This transformation has been used afterwards in [9, 11, 12, 20, 28, 36, 31, 39, 33,
134, 135, 136, 138, 143, 159, 280, 375, 386, 522, 524], extended in [523, 159] and in
[143, Section 4] for the nonlinear case.
Let the quadruple (A,B,C,D) of the LCS in (2.22) be passive (see Section D). Let D
be full rank (⇒ D ≻ 0, see (D.1)), then the vector relative degree r̄ = (0, 0, . . . , 0)T ∈
Rm, and as pointed out in Section 2.4.1, in this case the LCS is an ODE with Lipschitz
vector field, applying (B.1) and (A.6) (the complementarity conditions partition the
state space into polyhedral cells whose boundaries depend on u through G). Let
D = 0, then PB = CT ⇒ CB = BTPB < 0. It follows that ż = C(Ax + Bλ +
E1u+ E2) +E3u+ E4 = CBλ+ CAx + CE1u+ CE2. Thus CB is the input/ouput
decoupling matrix. If the pair (C,A) is observable (⇒ P ≻ 0 [139, 155]) and B has
full column rank, then CB ≻ 0 and r̄ = (1, 1, . . . , 1)T ∈ Rm. A characterization of
passive systems via their transfer matrix H(s) = D + C(sI − A)−1B index7 is also
possible, showing that their total index is one [306, Theorem 3.14]. Let us assume

5i.e., N̂S(t)(x) = NC
S(t)

(x) for all x ∈ S(t) and all t, see Section A.1.2 for normal cones definitions.
6Both results in [530] and [113] were in fact submitted at the same date.
7The index and the relative degree are intimately related, though no formal proof of their exact

relationships seems to be available in the Systems and Control literature.
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therefore that D = 0 and PB = CT , P = PT ≻ 0, then, as shown in [143] the LCS
(2.22) can be rewritten equivalently as the FOSwP:

−ξ̇ +RAR−1ξ +RE1u+RE2 ∈ NΦ(u(t))(ξ) (3.6)

where R2 = P , ξ = Rx, Φ(u(t))
∆
= {Rx|x ∈ K(t)}, K(t)

∆
= {x ∈ R

n|Cx + E3u(t) +
E4 ≥ 0}, both convex polyhedral time-varying sets. The transformation mainly relies
on the use of the chain rule in Proposition A.3 and on (B.1). The regularity of
Φ(·) depends on the regularity of u(·). As shown in [143, Proposition 3.2], under the
constraint qualification Im(C)−Rm+ = Rm, one has u ∈ locally AC ⇒ Φ ∈ locally AC,
u(·) is right-continuous⇒ Φ(·) is right-continuous, and u ∈ RCLBV ⇒ Φ ∈ RCLBV .
The set of discontinuity times of ξ(·), is included in that of u(·) (a fact also proved in
[151] in the context of passive LCS). It is then easy to apply (2.12) and Lemma 2.3
to characterize state jumps.

Remark 11. Passive LCS (2.22) with D = 0 satisfy PB = CT , see (D.1).
Hence they can be recast into (3.6). This, together with the fact that passive LCS with
D ≻ 0 are ODEs with Lipschitz right-hand side, implies that LCS (2.22) with right-
continuous u(·) (or with G = 0) can have state jumps only initially, a fact noticed in
[151]. This follows also using (3.6) and the definition of K(t). Moreover the set of
state jumps times is included in the set of discontinuities in u(t) (or in K(t)). We
infer that passive LCS with right-continuous u(·), have (except initially) the property
that a bounded multiplier λ(t) is sufficient to integrate them and keep the state x inside
the admissible domain (when D = 0).
In a more general setting, one may assume that ker(D+DT ) ⊂ ker(PB−CT ) for some
matrix P = PT < 0. This is a necessary condition for passivity [155, 159]. The above
material can then be extended to non zero feedthrough matrices D [524], giving rise to
some extension of the degenerate FOSwP (see Section 2.1.1). However the normal cone
argument still depends on η, hence the transformed system is not a FOSwP: it is a DI
as in (2.16), with a matrix B premultiplying Φ(t, x), and v = Cx+Dη, in (2.14b) [524]:
the assumption ker(D+DT ) ⊆ ker(PB −CT ) is key to recover a maximal monotone
DI, see also Section 5.3.1. In [143, Section 3.3] a special block-diagonal structure for
D < 0 was assumed, and the LCS could be recast after splitting the complementarity
variables, into a cone LCS which lends itself to a FOSwP formulation (a similar idea
was used in [135]).
Another way to prove the link between FOSwP and complementarity systems (not
necessarily LCS) is as follows, as shown by Moreau [443]. Consider (2.2). Assume

that S(t)
∆
= {x ∈ Rn|h(x, t) ≥ 0} for m differentiable functions hi : R

n × R+ → R

and that the MFCQ holds for S(t) for each t (see Section A.1.3). Thus NS(t)(x) =
{w ∈ Rn|w = −

∑
i∈I(x,t) λi∇hi(x, t), λi ≥ 0}, with I(x, t) = {i|hi(x, t) = 0}. We

thus obtain w = −∇h(t, x)λ with λj = 0 for all j 6∈ I(x, t), so (2.2b) is rewritten
equivalently as the NLCS: ẋ − f(t, x) = ∇h(x, t)λ, 0 ≤ λ ⊥ h(x, t) ≥ 0. Letting
z1 = h(x, t), we obtain ż1 = ∇h(x, t)T∇h(x, t)λ + ∇h(x, t)T f(t, x) + ∂h

∂t (x, t). If
the constraints are functionally independent in a neighborhood of x0, the decoupling
matrix∇h(x, t)T∇h(x, t) is positive definite, showing that in essence the FOSwP has a
uniform vector relative degree r̄ = (1, . . . , 1)T ∈ Rm at x0. This allows us to state that
the optimal control problem formulated for DIs as (2.16) and with F(x) = NS(x) and
S finitely represented [206, 205, 217], can be interpreted as optimal control of a class
of complementarity systems. Whether or not this covers [555] is an open question.

Example 4. Consider the scalar FOSwP: ẋ ∈ −N[t,t+1](x), x(t0) ∈ [0, 1]. This is
equivalently rewritten as the LCS: ẋ = λ1−λ2, 0 ≤ λ1 ⊥ x−t ≥ 0, 0 ≤ λ2 ⊥ t+1−x ≥
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0. Here I(x, t) = {1} or {2} or ∅, but never {1, 2}. Let x(t0) =
1
2 , then x(t) = x(0)

for all t ∈ [t0, t1] with t1 = 1
2 . At t1 one has 0 ≤ λ1(t) ⊥ λ1(t)−1 ≥ 0, and employing

the material in Section 2.4.1, one finds that 0 ≤ λ1(t) ⊥ ẋ(t) − 1 = λ1(t) − 1 ≥ 0,
hence λ1(t) = 1 for t ≥ t1. Thus x(t) = t for all t ≥ 1

2 , and the other constraint is
never attained.

Remark 12 (Relay Systems). It is noteworthy that we can apply the same
transformation as above to the ideal relay system in (2.35), assuming that D = 0
and PB = CT , P = PT ≻ 0, and we obtain the differential inclusion ζ̇ −RAR−1ζ −
RE1u ∈ −R−1CT∂f(CR−1ζ) = −∂g(ζ), where f(z) = |z1|+. . . |zn|, ζ = Rx, and g(·)
is convex proper LSC (under a basic constraint qualification such that the chain rule in
Proposition A.3 holds, we thus conclude about the uniqueness of AC solutions, hence
extending [480, Theorem 2]). Therefore ∂g(·) is maximal monotone and the relay
system fits with (2.16) with time-invariant F(x). Finally notice that (2.35)(b) with
z = Cx+Dλ+E3u+E4 (we add a control inside the relay multifunction), is equivalent
to Cx+E3u+E4 +Dλ ∈ N[−1,1]m(−λ) ⇔ λ ∈ −(D+ ∂ψ[−1,1]m)−1(Cx+E3u+E4)
which is another equivalent expression of the fundamental operator for this Lur’e
system. Applying [135, Propositions 1, 2, 3, Corollary 1] we can deduce conditions
such that λ is a Lipschitz continuous function of Cx+E3u+E4, and the relay system
is an ODE with Lipchitz right-hand side. For instance, D = DT ≻ 0 implies that
λ = projD[[−1, 1]m;−D−1Cx], where (A.6) and the support function definition are
used (see Section A.2.4): the relay system (2.35) is an ODE with Lipschitz continuous
right-hand side in this case. It becomes clear that relative degree zero and one relay
systems and LCS, belong to the same family of dynamical systems, a fact which may
also be noticed by rewriting the signum multifunction in a complementarity formalism
[149, §7.5.1], see Section 3.10.

A general link between FOSwP with time-invariant prox-regular S (hence locally hy-
pomonotone normal cone mapping, see Definition A.2) and DIs with maximal mono-
tone right-hand side as (2.16), is made in [23, Corollary 4.1] (the maximal monotone
operator is not constructed explicitly, however).

Let us end this section with time-varying systems. Consider first the case where
C = C(u) in (2.22b), with E3 = 0 and D = 0. We get 0 ≤ λ ⊥ z = C(u)x +
E4 ≥ 0, equivalently using (B.1): λ ∈ −∂ψRm

+
(C(u)x + E4). If we assume that

B = B(u) = C(u)T , we obtain using the chain rule (apply Proposition A.3 with the

suitable assumptions) that: ẋ−Ax ∈ −NΦ(u(t))(x) with Φ(u(t))
∆
= {x ∈ Rn|C(u(t))x+

E4 ≥ 0}. The set Φ(u(t)) in (3.6) is a moving fixed-shape polyhedral set, while this
one is a “fixed” moving-shape polyhedral set, both being convex for each u(t) (if
non empty). These two FOSwPs will certainly possess quite different controllability
properties. Let us now consider a time-varying LCS with (A(t), B(t), C(t), 0) and
matrix functions E1(t), E3(t) in (2.22), with sufficient smoothness. Assume that
there exists P (t) = PT (t) ≻ 0 such that P (t)B(t) = CT (t) for all t (this is satisfied by
passive systems with D(t) = 0 and observable pair (A(t), C(t)) for all t [52, Lemma 3]
[139, Lemma 3.66]). Let z = R(t)x, with R(t) = RT (t) ≻ 0 and R2(t) = P (t) for all t.
Applying the chain rule (see Section A.2.3, and doing suitable assumptions not given

here), one obtains the FOSwP: ż−
(
Ṙ(t)R(t) +R(t)A(t)R−1(t)

)
z−R(t)E1(t)u(t) ∈

−∂ψS(t,u(t))(z), where S(t, u(t)) = {w ∈ Rn|C(t)R−1(t)w + E3(t)u(t) ≥ 0}. One has
to analyse further the conditions such that the set S(t, u(t)) varies in a suitable way
(AC, BV, or else), so that existence of solutions may be proved. Finally it is clear
from the above that the analysis of time-delay FOSwP may be used in the framework
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of complementarity systems.

3.5. ZOSwP, complementarity systems, projected systems. Consider the
ZOSwP as defined at the end of Section 2.1.1 [27]: A1ẋ + A0x ∈ −NS(t)(ẋ), A1 <

0. Let rank(A1) = p ≤ n, hence one obtains a kind of differential-algebraic DI,
different from (2.18) in two aspects: time-variation and the presence of ẋ in the
normal cone. Assume that S(t) is a cone for each t. Doing as in (3.5), we can write the
complementarity condition: S(t) ∋ ẋ ⊥ z = A1ẋ + A0x ∈ S⋆(t). The relative degree
r = 0 between this output z and its complementary variable ẋ if p = n. Otherwise the
relative degree interpretation requires further analysis (in a sense, the loss of relative
degree zero is compensated for by the surjectivity of the normal cone when S(t) is
bounded, in [27]). The case when S(t) is just closed convex, but finitely represented, is
treated now, showing that this ZOSwP yields a new kind of LCS, that may be called an
implicit complementarity system. Assume that h(x, t) = B(t)x+g(t) for some regular
enough B : R+ → Rm×n and g(·), and that the MFCQ holds for each t for the family
{hi(x, t)}1≤i≤m. Then NS(t)(ẋ) = {w ∈ Rn|w = −B(t)Tλ, 0 ≤ λ ⊥ B(t)ẋ+g(t) ≥ 0},
see Section A.1.3. Thus this ZOSwP is rewritten as: A1ẋ + A0x = B(t)Tλ, 0 ≤ λ ⊥
z = B(t)ẋ+ g(t) ≥ 0, which is a kind of implicit LCS as long as rank(A1) = p < n (if
p = n one can easily recover a time-varying LCS with D(t) = B(t)A−1

1 B(t)T ). Such
a ZOSwP was introduced in [39], where a circuit example is also given.

Let us now focus on the ZOSwP: ẋ ∈ −NS(t)(Aẋ + Bx) [23]. Proceeding as above
and in (3.5), this is equivalent to: ẋ = λ, S(t) ∋ z = Aẋ+Bx ⊥ λ ∈ S⋆(t) when S(t)
is a cone for each t. The relative degree is r = 0 when A has full rank. The following
holds (which is similar in spirit to Proposition 3.2 appearing later).

Proposition 3.1. Let S(t) be closed convex and non empty for each t. As-
sume that A = AT ≻ 0, and let v ∈ Rn, x ∈ Rn be two vectors. Then the
following holds: (a) v ∈ −NS(t)(Av + Bx) ⇔ (b) v ∈ −(A + ∂σS(t))

−1(Bx) ⇔
(c) v ∈ (A + NS̃(t))

−1(0) ⇔ (d) v ∈ −A−1Bx + A−1projA[S(t);Bx] ⇔ (e) v ∈

−(∂(f + σS(t)))
−1(Bx), where S̃(t)

∆
= {w ∈ Rn|Aw ∈ S(t) \ {Bx}}, f(v) = 1

2v
TAv,

σS(t)(·) is the support function of S(t) (see Section A.2.4).

Proof. Using the material in Section A.2.4, the first equivalence follows imme-
diately. Multiplying both sides of (a) by A and using the symmetry, one obtains
Av ∈ −A∂ψS̄(t)(Av), with S̄(t) = {z ∈ Rn|Az + Bx ∈ S(t)}. Using the chain rule in
Proposition A.3, one gets Av ∈ −∂ψS̃(t)(v), which proves (a) ⇔ (c). Notice that we

can rewrite (a) as Av+Bx−Bx ∈ −ANS(t)(Av +Bx), then using (A.6), (d) follows
equivalently. (e) is just a rewriting of (b) using [97, Corollary 16.38].

Once the well-posedness has been shown, then all the above inclusions define equiva-
lent DIs, in a similar way to Theorem 3.3. It is interesting to compare the formalisms
in Proposition 3.1, with PDS in Section 2.5, and the formalisms in (3.8). We do
not discuss here the advantages/drawbacks of these formalisms. One guesses that (d)
may be more amenable for numerical simulation, and also for well-posedness [341,
Theorem 4.2]. If one assumes that S(t) is finitely represented, then the link with LCS
can be done and the projection can be calculated.

3.6. Degenerate FOSwP, complementarity systems. Let S(t) be closed
convex for each t, and be finitely represented, that is S(t) = {x ∈ R

n|h(t, x) ≥ 0},
h : R × Rn → Rm. Let us consider a degenerate FOSwP [369, 371, 522] of the
form ẋ − f(t, x) ∈ −NS(t)(Hx), with H = HT ≻ 0 (hence the mapping x 7→ Hx
is maximal strongly monotone). Performing the variable change y = Hx we obtain
ẏ − Hf(t,H−1y) ∈ −H NS(t)(y). It is not possible here to redo the same transfor-
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mation as we did in Section 3.4 to get (3.6), because the normal cone argument is
y, not Hy. Nevertheless, assume that the Mangasarian-Fromovitz constraint quali-

fication (MFCQ) is satisfied for the differentiable mappings h̄i(t, y)
∆
= hi(t,H

−1y),
then NS(t)(y) is equal to its linearization cone (see Section A.1.3), and we have
NS(t)(y) = {z ∈ Rn|z = −∇h̄(t, y)λ, 0 ≤ λ ⊥ h̄(t, y) ≥ 0}. The degenerate FOSwP is
thus equivalent to the NLCS:

{
ẏ −Hf(t,H−1y) = −H ∇h̄(t, y)λ
0 ≤ λ ⊥ h̄(t, y) ≥ 0.

(3.7)

See also [522, Section 3.1.2] for related results about LCS.

3.7. SOSwP and complementarity systems. We will see in details the rela-
tionships between the SOSwP in (2.6), and Lagrangian complementarity systems, in
Section 4.2.1. Let us deal here with SOSwP: ü − f(t, u, u̇) ∈ −NS(u)(u̇), where S(u)
is supposed to possess some properties (among these, compactness for all u [43]). Let
us assume that S(u) = {v ∈ Rn|C(u)v + D(u) ≥ 0}, for some C : Rn → Rm × Rn,
D : Rn → Rm. The set S(u) being polyhedral (in the space of velocities u̇), one has
NS(u)(u̇) = {z ∈ Rn|z = CT (u)λ, 0 ≤ λ ⊥ C(u)u̇+D(u) ≥ 0}, see Section A.1.3. Thus
we obtain an NLCS (2.24): ü− f(t, u, u̇) = CT (u)λ, 0 ≤ λ ⊥ z = C(u)u̇+D(u) ≥ 0.
Differentiating z once gives ż = C(u)CT (u)λ+ d

dt (C(u)) + . . ., showing that basically
the relative degree is equal to one (at least, the decoupling matrix C(u)CT (u) < 0
and 6= 0). In case of the SOSwP in (2.6), the relative degree is always > 1, because
the “output” (the complementarity variable z) is not the same: it is a constraint on u,
not on u̇, because the tangent cone V (q) (which plays the role of S(u)) has a switching
structure, that is seen through the presence of an active constraints index set, see the
definition of T h

K(x) in Section A.1.3. More details are in Section 4.2.1. This little
analysis shows intuitively why both kinds of SOSwP are not the same.

3.8. Projected dynamical systems, DIs and complementarity systems.
Consider the PDS in (2.31). Let us introduce the differential inclusions, VIs and QVIs
and complementarity system, where K ⊆ Rn is closed convex non empty:

(a) − ẋ ∈ f(x) + g(t) +NTK(x)(ẋ),
(b) − ẋ ∈ f(x) + g(t) +NK(x),
(c) (x, ẋ) ∈ K × TK(x) and 〈ẋ+ f(x) + g(t), y − ẋ〉 ≥ 0 for all y ∈ TK(x),
(d) Let K = {x ∈ Rn|hi(x) ≤ 0, 1 ≤ i ≤ m} : −ẋ = f(x) + g(t) +∇h(x) λ,

0 ≤ z = −h(x) ⊥ λ ≥ 0,
(e) x(t) ∈ K and 〈ẋ+ f(x) + g(t), y − x(t)〉 ≥ 0, for all y ∈ K,

(3.8)

where the functions hi(·) are supposed to be continuously differentiable. The dynam-
ics in (3.8) (a) has an implicit form, like the ZOSwP in [23] (see Proposition 3.1).
This is however not a complementarity system with relative degree r = 0, since it
is equivalent under some constraint qualification (see Theorem 3.3), to (3.8) (d). If
the functions hi(·) are linearly independent in a neighborhood of some x0, then the
matrix ∇hT (x0)∇h(x0) is invertible so that r = 1 locally. This shows that project-
ing on TK(x), modifies significantly the dynamics compared with the formalisms of
Proposition 3.1. The following results hold.

Proposition 3.2. [133, Corollary 2] Given two vectors x = x(t) ∈ K and
ẋ = ẋ(t) ∈ Rn, the following three statements are equivalent:
(i) The PDS in (2.31) holds;
(ii) The implicit differential inclusion in (3.8) (a) holds;
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(iii) The differential inclusion in (3.8) (b) holds, together with the following two equiv-
alent properties:

(iii)1 −ẋ(t) = f(x(t)) + g(t) + proj[NK(x(t));−f(x(t)) − g(t)].
(iii)2 the vector −ẋ(t) is of minimum norm in f(x(t)) + g(t) +NK(x(t)).

The proof uses Moreau’s two cones Lemma, as well as (A.6). From (iii)2, if x(t) ∈
int(K), then −ẋ(t) = f(x(t)) + g(t), while if x(t) ∈ bd(K), there exists a selection
λ(t) ∈ NK(x(t)) such that λ(t)+f(x(t))+g(t) has minimum norm: this is what (iii)1
says, that λ(t) = proj[NK(x(t));−f(x(t)) − g(t)]. It clearly appears from Proposi-
tion 3.2 that the equivalent form of (2.31) is the implicit DI in (3.8) (a). The DI in
(3.8) (b) is equivalent to the PDS if and only if it has the so-called slow solution (with
minimal ẋ). Proposition 3.2 uses only geometrical arguments. We note that the QVI
(3.8) (c) is just a rewriting of the normal cone in (3.8) (a), while the VI (3.8) (e) is a
rewriting of the normal cone in (3.8)(b) in terms of subgradients from Convex Anal-
ysis. The NLCS in (3.8) (d) is the rewriting of the normal cone in a complementarity
framework, and is equivalent to (3.8) (b) under a constraint qualification guarantee-
ing that NK(·) = N h

K(·) (see Section A.1.3). Results similar to Proposition 3.2 are
presented in [303, Lemma 4.5,Corollary 6.8], when K is just tangentially regular (see
Section A.1.1), and the projection is made in a non Euclidean metric M(x). Let us
now state a result that involves solutions of the evolution problems.

Theorem 3.3. [133, Theorem 1] Assume that g ∈ L1(R+,R
n, dt), f(·) is contin-

uous over R
n and hypomonotone. Then for any initial condition x(0) = x0 ∈ K, the

DI (3.8) (b) has a unique solution x(t) on R+, which is slow: ẋ(t) is of minimal norm
in the set f(x(t)) + g(t) +NK(x(t)). Under these conditions, the systems in (2.31),
(3.8) (a) and (3.8) (b) have the same unique solution, which satisfies ẋ(t) ∈ TK(x(t)).
Under the MFCQ, the same holds for the NLCS (3.8) (d).

Hypomonotonicity is defined in Section A.2.1, the MFCQ is defined in Section A.1.2.
The MFCQ is sufficient for proving the equivalence with the NLCS. Indeed the NLCS
is equivalent to (3.8) (b) where NK(x) is replaced by its linearization cone N h

K(x),
which in turn is equal to NK(x) under the MFCQ, see Section A.1.2. Slow (or
lazy) solutions play a significant role in our systems, a well-known fact for DIs as in
(2.16) with maximal monotone F(x) [62, Chapter 3, Theorem 1]. See also [242] when
K is closed convex, and the close link with viability [62]. Notice that the element
of minimum norm in a non empty convex set K(t, x) is equal to proj[K(t, x); 0] =
argminξ∈K(t,x) ||ξ||. This allows one to give a further formulation of a PDS, using
Theorem 3.3, as: ẋ = proj[{f(x) + g(t)} + NK(x); 0]. The last property ẋ ∈ TK(x)
makes a clear link with viability [62].

Remark 13. Part of these equivalency results may be found in [308] and [62,
Theorem p.217]. Comparing (2.31) (a) and (4.11) one sees that there is a similarity
between PDS and SOSwP. As long as K is convex closed, (3.8) (b) fits with maximal
monotone DIs in Section 2.2: it is precisely this property that is used to prove that
the solution is slow, relying on [123, Proposition 3.4]. When K is a prox-regular set,
the equivalence between (2.31) (a) and (3.8) (b) is shown in [300, Lemma 2.7] and
[505, Proposition 5]. The minimal norm property of Theorem 3.3 holds in this case
also [300, Proposition 2.10] [374, Theorem 3.2].

Remark 14. DIs of the form ẋ ∈ −x+ proj[K;x − ∂φ(x) − ǫ(t) ∂ξ(x)], x(0) =
x0 ∈ K, are studied in [106] for the sake of optimization problems, with φ(·) and
ξ(·) convex continuous functions, K ⊆ Rn, ǫ(t) > 0 and limt→+∞ ǫ(t) = 0. Still
using the same tools we find that this can be rewritten equivalently as the implicit
DI: ẋ ∈ −x + f(x) − NK(ẋ + x): this does not fit with maximal monotone DIs of
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Section 2.2, nor with the above projected systems. Their well-posedness with slow AC
solutions is proved in [106, Theorem 1].
As alluded to in Remark 6, the right-hand side of (2.31) (a) makes sense for much
larger classes of sets K if one uses Clarke’s cone T C

K (x). What about Proposition 3.2
and Theorem 3.3, with non convex sets (e.g., prox-regular sets), and set-valued vector
fields ? Notice that minimum norm solutions are present in DIs like (3.8) (b) with
prox-regular sets K [33, Theorem 4.2] [61, Theorem 10.1.1] (because the Bouligand
tangent cone to prox-regular sets is LSC) [374].

3.9. HOSwP, complementarity systems, VIs. As for the SOSwP, there is a
natural link between HOSwP in (2.9) and complementarity systems, due to the basic
link between normal cones to polyhedral sets and complementarity conditions. It can
be shown [6, Theorem 1] that 0 ≤ z1(t

+) ⊥ dνr({t}) ≥ 0 for all t, where dνr is the
measure inside the set NT r−1

Φm
(Zr−1(t−)(ze,r(t)) in (2.9c). This measure is in fact the

measure part of the distributional multiplier λ in (2.8). We see consequently that
the HOSwP formalism incorporates complementarity between λ and z1, and can be
considered as the right formulation of autonomous LCS (2.22) with arbitrary relative
degree. Contrary to (2.22b) which is mathematically meaningful only outside state
jump times, the HOSwP complementarity holds everywhere (and this has crucial
consequences on its time-discretization via an event-capturing time-stepping scheme
[6, Section 5]). The HOSwP is rewritten in a complementarity formalism as follows:




Dx = A{x} +Bλ
0 ≤ w(t) = Cx(t) ⊥ χr(t) ≥ 0, ∀t that is not an atom of dνi, 1 ≤ i ≤ r
0 ≤ w(t+) ⊥ dνr({t}) ≥ 0, ∀ t,

(3.9)

where D denotes distributional derivative, dνi is a measure, and χr(·) are defined in
Section 2.1.3. As shown in [6], the HOSwP can be formulated as a special kind of
QVI, using the normal cone definition (A.2) in Section A.1.2. In other words, the
inclusions in (2.9b) are equivalent to: Find ze,i(t) ∈ T i−1

Φm
(Zi−1(t

−)) such that

〈dzi − zi+1(t)dt, y − ze,i(t)〉 ≥ 0, for all y ∈ T i−1
Φm

(Zi−1(t
−)), 1 ≤ i ≤ r − 1, (3.10)

while the one in (2.9c) reads: Find ze,r(t) ∈ T r−1
Φm

(Zr−1(t
−)) such that

〈dzr −CAr−1W−1z(t)dt, y− ze,r(t)〉CAr−1B ≥ 0, for all y ∈ T r−1
Φm

(Zr−1(t
−)). (3.11)

Finally let us note that HOSwP are closely related to switching DAEs [132].

3.10. Relay systems and LCS. We have seen in Remark 12 that the relay
system (2.35) with full rank D, can be recast into particular DIs which under some
conditions are ODEs. As shown in [149, Chapter 7] [305, 397], relay systems (2.35)
with E3 = 0 and E4 = 0, can be rewritten as an LCS as follows:





ẋ = Ax+ E1u+Be+ (−2B 0)λ̃ = Ax+ E1u+ F̃ + B̃λ̃

z̃ =

(
za

zb

)
=

(
−C
0

)

︸ ︷︷ ︸
∆
=C̃

x+

(
−De
e

)

︸ ︷︷ ︸
∆
=Ẽ4

+

(
2D Im
−Im 0

)

︸ ︷︷ ︸
∆
=D̃

(
λa

λb

)

︸ ︷︷ ︸
∆
=λ̃

0 ≤ λ̃ ⊥ z̃ ≥ 0,

(3.12)

with e = (1, 1, . . . , 1)T ∈ Rm, za and zb ∈ Rm, B̃ ∈ Rn×2m, C̃ ∈ R2m×n. This is a
consequence of rewriting the set-valued signum function in a complementarity frame-
work [130, Equation (5.122)]. Notice that (3.12) can be rewritten in a DI formalism
as the x-dynamics in (3.2) (with added input u = Ẽ4).
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Lemma 3.4. Suppose that PB = CT for some P = PT ≻ 0, and that D < 0 in
(2.35). Equivalently P

2 B̃ = C̃T and D̃ < 0.
The proof is led by simple calculations. It shows that the passivity properties of
(A,B,C,D) in (2.35) transport to (A, B̃, C̃, D̃) in (3.12). The results in Section 3.4
yielding the FOSwP (3.6) do not apply to (3.12) since D̃ is never zero. Lemma
3.4 proves that {ker(D + DT ) ⊂ ker(PB − CT )} is equivalent to {ker(D̃ + D̃T ) ⊂
ker(P2 B̃− C̃T )}, so the results in [524, Theorem 1, Corollary 2] can be used to analyse

the relay LCS in (3.12). The fundamental operator for (3.12) is x 7→ λ̃ ∈ (D̃ +
∂ψR2m

+
)−1(−C̃x−Ẽ4). Conditions under which it is single valued Lipschitz continuous

can be studied using [135, Propositions 3, Corollary 1]. We see that the relative degree
between z̃ and λ̃ is zero since D̃ has full rank. However at most D̃ < 0 (even if D ≻ 0)
so that the LCP: 0 ≤ λ̃ ⊥ z̃ ≥ 0 may have zero or several solutions, see [130, Theorem
5.7, Proposition 5.18, Example 5.11]. Nevertheless, it is found by inspection that this
LCP is feasible (choose λa = e and λb ≥ 0 such that λb > Cx−De), thus it is solvable
[210, Theorem 3.1.2], and its solution set is convex polyhedral with a minimum norm
element [210, Theorem 3.1.7]. It can be verified that if Cx + De ≥ 0, then λa = e
and λb = Cx+De is a solution, while if Cx+De ≤ 0 then λa = λb = 0 is a solution.
Thus if m = 1 there is always one solution for any x. This short analysis shows that
the LCS (3.12), may not be the best formulation for relay systems (see Remark 12
for the case D = DT ≻ 0).

Remark 15. This is in fact a particular instance of relationship between a system
where F(·, ·, ·) in (1.1) is PWL (possibly set-valued with “vertical” branches), and
complementarity systems. The resulting complementarity problem may not be an LCP
however, but something more complex, see [125, Examples 4-7] and Section 3.15.
Interestingly enough the ξ-dynamics in (3.2) can also be recast into an LCS frame-
work. Indeed the hyperbox [−1, 1]m = {λ ∈ Rm|C̄λ + e ≥ 0}, C̄ ∈ R2m×m,
e = (1, 1, . . . , 1)T ∈ Rm. The rows of C̄ are of the form C̄2i• = (0, . . . , 0,−1, 0, . . . , 0)
for 1 ≤ i ≤ m, and C̄(2i+1)• = (0, . . . , 0, 1, 0, . . . , 0) for 0 ≤ i ≤ m − 1. Then

N[−1,1]m(λ) = {ζ ∈ R
m|ζ =

∑2m
i=1 αiC̄

T
i•, 0 ≤ αi ⊥ C̄i•λ + 1 ≥ 0}. Thus we get an

equivalent representation of the system as:
{
ξ̇ = AT ξ + CT C̄Tα
0 ≤ α ⊥ C̄BT ξ + C̄DC̄Tα+ e ≥ 0.

(3.13)

3.11. PWL systems and complementarity systems. In the first paragraph
we show how to construct a PWL system (a subclass of the switching systems pre-
sented in Section 2.6) from a relative degree zero LCS. In the second paragraph, we
show how to pass from a PWL system, to an intermediate nonlinear relay system,
then an NLCS.

From LCS to PWL systems. Let us consider that D in (2.22) is a P-matrix. A
basic complementarity theory result states that λ is a PWL function of Cx+E3u+E4

[210], i.e., λ = f(Cx+E3u+E4) with f : Rm → Rm Lipschitz continuous and PWL.
Hence the LCS is the PWL system: ẋ = Ax+Bf(Cx+E3u+E4) +E1u+E2. This
means that the state space can be splitted in cells within which the vector field is
constant (see [266, Example 7.4] for a planar example). A very simple illustrating
example is: ẋ = λ, 0 ≤ λ ⊥ z = x+ u + λ ≥ 0. If x+ u ≥ 0 then ẋ = 0, if x + u ≤ 0
then ẋ = −x− u. Here, the complementarity conditions define two cells partitioning
R: x ≥ −u and x ≤ −u. Thus we see that the state space’s cells depend on the
control u through the matrix E3. They can also depend on u through C = C(u) as
pointed out in Section 2.4.3, for instance we may set 0 ≤ λ ⊥ z = ux+ h ≥ 0. Such
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a dependency is rarely considered in the literature on PWL systems, though it may
have crucial consequences on various issues (well-posedness, stability, stabilization,
controllability, optimal control, etc). Another example is as follows:

Example 5. Consider the complementarity condition in (2.22) with m = 2,

C = I2, E3 = I2, E4 = 0, u(t) = (u1(t), u2(t))
T , and D =

(
2 1
1 1

)
(so D is a

P -matrix). The following cases are in range.
1. λ1, λ2 > 0 and x1 + 2λ1 + λ2 + u1(t) = 0, x2 + λ1 + λ2 + u2(t) = 0. Then,

the complementarity problem has the unique solution λ = (x2 − x1 − u1(t) +
u2(t), x1 − 2x2 + u1(t) − 2u2(t))

T if x ∈ R1(t) where R1(t) = {x ∈ R2| x1 <

−u1(t), u1(t)− u2(t) + x1 < x2 < min
(
x1−u1(t)+2u2(t)

2 ,−u2(t)
)
}, and R1 =

{x ∈ R2| x1 < 0, x2 ∈
(
x1,

x1

2

)
} if u1(·) = u2(·) = 0.

2. λ1 > 0, λ2 = 0 and x1 + 2λ1 + u1(t) = 0, x2 + λ1 + u2(t) ≥ 0. The comple-

mentarity problem has the unique solution λ =
(
−x1+u1(t)

2 , 0
)T

if x ∈ R2(t)

where R2(t) = {x ∈ R
2| x1 < −u1(t), x2 >

x1

2 + u1(t)
2 − u2(t)}.

3. λ1 = 0, λ2 > 0 and x1 + λ2 + u1(t) ≥ 0, x2 + λ2 + u2(t) = 0. The comple-
mentarity problem has the unique solution λ = (0,−x2 − u2(t))

T if x ∈ R3(t)
where R3(t) = {x ∈ R2| x2 < u2(t), x1 > x2 + u2(t)− u1(t)}.

4. λ1 = λ2 = 0 and x1 + u1(t) ≥ 0, x2 + u2(t) ≥ 0. The complementarity
problem has the unique solution λ = (0, 0)T if x ∈ R4(t) where R4(t) = {x ∈
R2| x1 > −u1(t), x2 > −u2(t)}.

The mapping x 7→ λ(x, u(t)) is PWL and continuous, the four cells are depicted in
Figure 3.1 in the case u(·) = 0.

x1 = x2

x2 = x1

2

R1

R2

R3

R4

x1

x2

O

Fig. 3.1: The four regions in Example 5, with u(·) = 0.

 Thus one can say that LCS with D a P-matrix (⇒ r = (0, . . . , 0)T ) naturally
represent some classes of PWL systems with continuous PWL vector field.

It is also known that LCCS (see Section 2.4.3) with K a polyhedral convex cone, are
conewise PWL systems (i.e., a switching system where the cells Ri = {x ∈ Rn|Cix ≥
0} are convex cones, and fi(x) = Aix) [157, 462].

From PWL systems to complementarity systems. The reverse question is less sys-
tematic, i.e., given a switching system as in Section 2.6, with possible vector field
discontinuities, what is its representation as a complementarity system ? Some an-
swers are given in [266, Section 11] [7, 226, 378, 149, 551, 156]. A systematic way to
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pass from a one-dimensional continuous PWL curve, to a complementarity problem,
is provided in [551] (an example is treated in Section 3.15, see (3.19), see also [125,
Examples 4-7]). The algorithm in [378, Section 2.6.3] allows one to pass from a con-
tinuous switching PWL vector field, to a function with nested absolute values, which
can in turn be written via complementarity relations. The most intuitive idea, used
in [4, 7, 226] (see also [518]) is to associate with each cell, a step function which plays
the role of a discrete Boolean function. Let us start with a simple case.

Proposition 3.5. Let x ∈ Rn, A1 and A2 ∈ Rn×n, a1 and a2 ∈ Rn, H ∈ R1×n,
h ∈ R. The dynamical complementarity system:





ẋ = 1
2 (A1 +A2)x+ 1

2 [(A2 −A1)x+ a2 − a1]λ+ 1
2 (a1 + a2)

Hx+ h = λ1 − λ2
0 ≤ 1 + λ ⊥ λ1 ≥ 0
0 ≤ 1− λ ⊥ λ2 ≥ 0,

(3.14)

is equivalent to the relay system: ẋ ∈ 1
2 (A1+A2)x−

1
2 [(A2−A1)x+a2−a1]sgn(Hx+

h)+ 1
2 (a1+a2), and they both represent the Filippov convexification (2.34) of the PWL

switching system: ẋ = A1x + a1 if Hx + h > 0, ẋ = A2x + a2 if Hx + h < 0. If
A1x+ a1 = A2x+ a2 when Hx+h = 0, then the switching system is equivalent to the
LCS:

{
ẋ = A1x+ a1 +Bλ
0 ≤ λ ⊥ z = Hx+ h+Dλ ≥ 0

(3.15)

with D > 0, A2 = A1 −
1
DBH, a2 = a1 −

1
DBh.

The proof of the first equivalence relies on the fact that the set of complementarity
conditions in (3.14), is equivalent to −λ ∈ sgn(Hx+ h) [130, §5.4.4.2], then checking
that the right-hand side is the convex hull of the two vector fields when Hx+ h = 0.
The second equivalence follows by solving the LCP. We see that the relay system in
Proposition 3.5 fits neither with (2.35), nor with (2.16), and is a kind of bilinear relay
system. The extension of Proposition 3.5 to p cells is proposed in [266] when n = 2. An
interesting issue is to analyse the case of switching systems with exogeneous switching
times, obtained by setting h = h(t) which could rule the switches between Hx(t) +
h(t−) > 0 and Hx(t) + h(t+) < 0. Various results on systems as in Proposition 3.5
can be found in [534] (relationships between Caratheodory and Filippov’s solutions,
uniqueness, Zeno behaviour).
Another class of PWL systems which can be easily transformed into complemen-
tarity systems, is made by max-min systems, i.e., systems involving max(0, ·) and
min(0, ·) functions. Networks with unilateral interactions [408] belong to this class,
and some hysteresis models use such operators as well [366]. Let us consider the
next example taken from [408, Equation (4)]: ẋ1 = max(0, x3 − x1), ẋ2 = (x1 −
x2) + min(0, x3 − x2), ẋ3 = max(0, x1 − x3). From the equivalence z = max(0, u) ⇔
{z = λ and 0 ≤ λ ⊥ λ− u ≥ 0} [587, 378], and z = min(0, u) = −max(0,−u), one
can rewrite equivalently the system as the LCS:





ẋ =




0 0 0
1 −1 0
0 0 0


 x+




1 0 0
0 −1 0
0 0 1


λ

0 ≤ λ ⊥ λ+




1 0 −1
0 −1 1
−1 0 1




︸ ︷︷ ︸
∆
=C

x ≥ 0.
(3.16)
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This LCS has D = I3, and is thus trivially well-posed, being a PWL system with
continuous Lipschtiz vector field, as in Example 5. We can rewrite (3.16) as another
ODE with Lipschitz vector field using (A.6) and (B.1): λ = proj[R3

+;−Cx]. The case
z = max(0, u, v) = max(max(0, u), v) is treated similarly. Define z1 = max(0, u) ⇐⇒
{z1 = λ1 and 0 ≤ λ1 ⊥ λ1 − u ≥ 0}. Then z = max(z1, v) ⇔ z = v +max(0, z1 − v)
⇐⇒ {z = v + λ and 0 ≤ λ ⊥ λ− z1 + v ≥ 0}. Thus a network with the dynamics
[408, Equation (20)]: ẋ1 = max(0, x3 − x1) + max(0, x2 − x1), ẋ2 = max(0, x1 −
x2), ẋ3 = max(0, x1 − x3, x2 − x3), can also be recast into the LCS framework.
The so-called (static, see Remark 8) backlash hysteresis contains functions like y =
max(u,min(v, w)) = max(u,−max(−v,−w)) [333, Section 6], which can be rewritten
as y = w − λ1 + λ2, 0 ≤ λ1 ⊥ λ1 + v − w ≥ 0, 0 ≤ λ2 ⊥ −λ1 + λ2 − u + w ≥ 0,
indicating a strong link with LCS.

Remark 16. Is the relay framework amenable for such min-max systems ? One

idea, that we follow again below, is to set z = u 1+sgn(u)
2 , which yields the desired result

that z = max(0, u). Direct extension towards max(u, v) = u 1+sgn(u−v)
2 + v 1−sgn(u−v)

2
seems more problematic, since at u = v it yields z ∈ [0, 2u] or [2u, 0]. Hence the
resulting right-hand side is strictly larger than max(u, v) in u− v = 0.
Consider now that the state space is separated into four regions (cells) with four
different vector fields fi(x): (R1) with f1(x): h1(x) < 0, h2(x) < 0, (R2) with f2(x):
h1(x) < 0, h2(x) > 0, (R3) with f3(x): h1(x) > 0, h2(x) < 0, (R4) with f4(x):
h1(x) > 0, h2(x) > 0. An LCS with complementarity conditions as in Example 5,
defines such regions. Following [4, Section 7.1], let us rewrite the systems as:

ẋ ∈ 1−sgn(h1(x))
2

1−sgn(h2(x))
2 f1(x) +

1−sgn(h1(x))
2

1+sgn(h2(x))
2 f2(x)

+ 1+sgn(h1(x))
2

1−sgn(h2(x))
2 f3(x) +

1+sgn(h1(x))
2

1+sgn(h2(x))
2 f4(x),

(3.17)

where sgn(·) is the set-valued signum function. Such a procedure can be extended
to m regions [226, Equation (4.2)], then each term on the right-hand side involves

the product of m step functions σ+(x)
∆
= 1+sgn(x)

2 and σ−(x)
∆
= 1−sgn(x)

2 . Due to the
products of step functions in the right-hand side of (3.17), the mere mathematical
meaning of such a DI is not straighforward. We can associate with each step func-
tion a set of complementarity conditions as in (3.14). However we see that this will
necessarily involve products of multipliers like λ in the dynamics: what we obtain
is far from a gentle LCS, it is an NLCS (2.24) where the vector field in (2.24a) is
nonlinear in λ. Thus giving a precise mathematical meaning to the vector field on
the boundaries between the cells Ri is mandatory, especially if these surfaces are at-
tractive of codimension ≥ 2 and give rise to sliding modes (as defined by Filippov)
which are undetermined in the sense that Filippov’s convexification does not yield
a unique vector field on such surfaces (it is noteworthy that the right-hand side of
the DI in (3.17), is Filippov’s convexification (2.34) everywhere except on the codi-

mension 2 surface Σ
∆
= {x ∈ Rn|h1(x) = h2(x) = 0} (see for instance [226] for an

analysis of this issue, based on a suitable regularisation inside Σ which allows one to
choose a particular selection of the set-valued right-hand side). Let us briefly review
the approach taken in [7] to relate (3.17) to complementarity systems. It consists
first of interpreting the DI (3.17) as an Aizerman-Pyatnitskii’s DI (AP-DI) [44, 45],
instead of a Filippov’s DI (an idea also used in [404] who in passing study the rela-
tionships between a class of nonlinear relay systems and DIs). Let f(x, u) be given,
with f : Rn × Rp → Rn continuous in both x and u, u : Rn → Rp is discontinuous.
At points of discontinuities, it is assumed that ui ∈ Ui(x) and uj ∈ Uj(x), i 6= j, vary
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independently. The right-hand side of an AP-DI is defined as G(x)
∆
= {y ∈ Rn|y =

f(x, u), ui ∈ Ui(x), 1 ≤ i ≤ p}. In general G(x) is not convex, and it is usually tempt-
ing to use instead H(x) = conv(G(x)). For (3.17) the AP-DI right-hand side is con-

structed as follows. Let us rewrite (3.17) as: ẋ ∈
∑4

1 fi(x)gi(σ
±(h1(x)), σ

±(h2(x)),

where g1(σ
±(h1(x)), σ

±(h2(x))
∆
= σ−(h1(x))σ

−(h2(x)), g2(σ
±(h1(x)), σ

±(h2(x))
∆
=

σ−(h1(x))σ
+(h2(x)), and so on. Notice that σ−(x) = 1 − σ+(x), so that ẋ ∈

f(x) +
∑4

1 fi(x)g
+
i (σ

+(h1(x)), σ
+(h2(x)) for suitable g+i (·) and f(x). Thus letting

σi ∈ [0, 1], i = 1, 2, the AP-DI right-hand side is equal to f(x) +
∑4

1 fi(x)g
+
i (σ1, σ2),

replacing every occurence of σ+(h1(x)) by σ1 and every occurence of σ+(h2(x)) by σ2:

G(x) = {z ∈ Rn|z = f(x) +
∑4

1 fi(x)g
+
i (σ1, σ2), σ1 ∈ σ+(h1(x)), σ2 ∈ σ+(h2(x))}.

Under some conditions on the functions fi(·) and g+i (·) (which are satisfied for the
models studied in [7]) one has G(x) = conv(G(x)) = F (x) with F (x) in (2.34), and
the existence of AC solutions follows. Our point is however here to exhibit an NLCS

from (3.17). First of all let us notice that for any scalars σ and h: σ ∈ 1+sgn(h)
2 ⇔

2σ − 1 ∈ sgn(h) ⇔ h ∈ N[−1,1](2σ − 1) ⇔ h ∈ N[0,1](σ), where we used material from
Section A.2.4. We can therefore rewrite equivalently the DI in (3.17) as:

{
ẋ = f(x) +

∑4
1 fi(x)g

+
i (σ1, σ2)

hi(x) ∈ N[0,1](σi), i = 1, 2.
⇔





ẋ = f(x) +
∑4

1 fi(x)g
+
i (σ1, σ2)

hi(x) = ξ1,i − ξ2,i
0 ≤ ξ1,i ⊥ σi ≥ 0
0 ≤ ξ2,i ⊥ −σi + 1 ≥ 0, i = 1, 2.

(3.18)

Letting λ
∆
= (σ1, σ2, ξ1,1, ξ2,1, ξ1,2, ξ2,2)

T , the dynamics in the right-hand side of (3.18)
is an NLCS with an added equality of the form H(x, λ) = 0 in (2.24), which we
could name a mixed NLCS. This idea can be used to recast the operator [ω]+z = ω
if ω > 0 and z > 0, and [ω]+z = 0 otherwise, into NLCS: the cells Ri, 1 ≤ i ≤ 4,
are the quadrants of R2, and f1(ω, z) = ω while fi(ω, z) = 0 for 2 ≤ i ≤ 4, hence
[ω]+z = σ+(ω)σ−(z)ω and is the Filippov’s convexification of the switching PWL
vector field. Such operators are used in [244, 268, 190, 302] for the sake of designing
dynamical systems whose equilibria are the solutions of optimization problems (we
saw in Section 2.5 the relation with projected dynamics and this operator), in [579]
for instant model predictive control.
 An open question is how to relate LCS with D a P-matrix, and DIs as in (3.17).
In other words, under which conditions can one construct an LCS with a D that is a
P-matrix, starting from the generic formulation in (3.17), with arbitrary number of
cells ?

3.12. Complementarity systems and nonsmooth DAEs. It is well known
that a complementarity condition between two scalar variables: 0 ≤ λ ⊥ z ≥ 0
is equivalent to φ(λ, z) = 0 where φ : R2 → R is any complementarity function
[4, Definition 12.53]. The most well-known C-function is φ(λ, z) = min(λ, z), but
there are many other ones [4, p.386] [240, Section 1.5.1], some of which are non-
differentiable, and some are differentiable (everywhere). Extending this to λ ∈ R

m

is easy, getting a vector C-function Φ(λ, z). Then any complementarity system may
be seen as a DAE: ẋ = f(x, λ, u, t) subject to Φ(λ, z) = 0. The topic of nonsmooth
DAEs is important in process and chemical engineering applications [516], and its
relationships with complementarity systems still deserves further studies.

3.13. Maximal monotone DIs and convex processes. A so-called convex
process, as introduced in [491, Section 39], is a DI: ẋ ∈ A(x), with A : Rn → Rm,
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such that Graph(A) is a convex cone: A(αx) = αA(x) for all α > 0 and x ∈ dom(A),
A(x1) + A(x2) ⊂ A(x1 + x2) for all x1, x2 ∈ dom(A) (clearly, normal cones and
signum set-valued functions do not satisfy the latter). Typical examples are [513, 274]:
A1(x) =Mx+K, M a constant matrix, K ⊂ Rn a convex cone, of A2(x) =Mx+K1

if x ∈ K2, A2(x) = ∅ if x 6∈ K2, K1, K2 convex cones. If dom(A) = R
n and the graph

is closed, the process is said strict closed convex, in which case A(·) is a Lipschitzian
set-valued map [513, Theorem 2.12]. Consider A2(·) with K1 = 0 and K2 = R+,
M = m ∈ R. Consider also ẋ ∈ A3(x) = −NR+(x) +mx, which belongs to the class
of systems considered in Section 2.2. One has Graph(A2) = {(x, y) | y = mx, x ≥
0} ⊂ Graph(A3) = {(x, y) | y = mx, x ≥ 0} ∪ {(0, y), y ≥ 0}; however, Graph(A3) is
non convex and hence the process ẋ ∈ A3(x) is not convex. Convex processes are also
in general non monotone. We infer that convex processes do not belong to the class
of set-valued systems analysed in this article. The concept of monotone process also
exists [490], that is not to be confused with DIs with maximal monotone in Section
2.2.

3.14. Mechanical systems with impacts and Filippov’s DIs. Simple me-
chanical systems with a single unilateral constraint (or constraints orthogonal in the
kinetic metric, see Section 5.4.2) and dissipative impacts with Newton kinematic law
[130], can be recast into a class of DIs which may be interpreted through Filippov’s
approach [590, 329, 332]. This is known as the Zhuravlev-Ivanov transformation, see
[130, Section 1.4.3]. Since the obtained DI involves the set-valued signum function, it
can also be recast into complementarity systems, using the material in Section 3.10.
Thus one passes from a system with AC positions and LBV velocities (a measure DI),
to a system with AC solutions. This is one of the many nonsmooth state transforma-
tions, which allow one to decrease the system’s nonsmoothness (see [130, Section 1.4]
for a short survey).

3.15. Hysteresis operators, DIs, complementarity systems, FOSwP.
Many hysteresis operators such as rheological models made of assemblies of springs,
dashpots and Coulomb dry friction elements, lend themselves to a representation with
maximal monotone operators [558] [130, Section 2.3]. This has been shown in the case
of complex assemblies in [91, 90, 87]. Hence, when inserted in dynamics, they give rise
to DIs as in (2.16). Following the procedure in [551], the description of the graphs in
Figure 2.3 (a) (solid arrows), (b) and (c) is systematic. For instance, the square has
the representation:





(
u
y

)
=

(
−ǫ
−1

)
+Mλ1 +Nλ2

0 ≤ λ1 ⊥ λ2 ≥ 0, E(λ1 − λ2) = e

(3.19)

with M =

(
−1 0 0 0 0 0
0 0 0 0 0 0

)
, N =

(
0 2ǫ 0 −2ǫ 0 1
2 0 0 0 −2 −2

)
, E =




1 −1 0 0 0 0
1 0 −1 0 0 0
1 0 0 −1 0 0
1 0 0 0 −1 0
1 0 0 0 0 −1



, e = (1 2 3 4 5)T , which is a mixed LCP. It yields

when inserted in a dynamics, a system as in (2.25). The zig-zag operator in Fig-
ure 2.3 (b) can also be written via complementarity [378, equation (2.26)]. This is
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quite different from the completed relay operator (dashed arrows in Figure 2.3 (a)),
see [558, Section 1.4.1]. In [71, Theorem 2.1] [557, Chapter III], it is shown that
the so-called play operator of hysteresis in Figure 2.3 (a), with parallelogram instead
of square shape, fits within the FOSwP: ẏ ∈ −N[−ρ+u(t),ρ+u(t)](y), and with time-
varying LCS (using the normal cone linearization cone, Section A.1.2). Let us now
deal with Duhem model. It is an exercise to transform the Duhem operator dynamics
(2.36) into the NLCS (2.24):





ẋ1 = f1(x1, x2)λ1 + f2(x1, x2)λ2
ẋ2 = v
0 ≤ λ1 ⊥ z1 = λ1 − v ≥ 0
0 ≤ λ2 ⊥ z2 = λ2 + v ≥ 0,

(3.20)

where v = u̇, hence x2(·) = u(·) if x2(0) = u(0). Due to the form of the comple-
mentarity conditions, λ1 and λ2 are piecewise continuous, Lipschitz functions of v, so
that (3.20) is a kind of nonlinear system, PWL in the input. The Duhem hysteresis
operator (2.36) can be modified to a constrained version, and thus can be written as a
VI, equivalently as a DI into the normal cone NS(u)(y) to a set S(u) = [γr(u), γl(u)],

γr(·) and γl(·) are continuous and non decreasing, γr(u) ≤ γl(u) for all u [558, Section
1.2.1]. Then y(t) ∈ S(u(t)) for all t ≥ 0. One then obtains from [558, Equation
(1.26)]:





ẋ1 − f1(x1, x2)λ1 − f2(x1, x2)λ2 ∈ −NS(x2)
(x1)

ẋ2 = v
0 ≤ λ1 ⊥ z1 = λ1 − v ≥ 0
0 ≤ λ2 ⊥ z2 = λ2 + v ≥ 0.

(3.21)

The system in (3.21) is a mixture between a FOSwP with state dependent set S(x),
and complementarity conditions. The complementarity conditions make a perturba-
tion f(t, x, v) in (2.2b), which is PWL in v. The multifunctions in Figure 2.3 (a) and
(b) can be represented with complementarity relations, since their graph is PWL [551].
The case of the delayed relay hysteresis in Figure 2.3 (c) is more complex, because the
vertical segments cannot be reached by any pair (u, y). Further studies on hysteresis
(the rate independent play operator) and the FOSwP are in [353, 354, 362, 361], where
the so-called stop operator X : W 1,1([0, T ];Rn) → W 1,1([0, T ];Rn), u 7→ x, has the
dynamics ẋ +NS(x) ∋ u̇, x(t) ∈ S for all t ≥ 0; it has Lipschitz continuous solutions
x(u).
Let us end this section with the double inclusion [557, Section VI.3]: (∂ψK1)

−1(ẋ) +
∂ψK2(x) ∋ u(t), K1 ⊆ Rn and K2 ⊆ Rn closed convex sets. This is rewritten as
ẋ ∈ ∂ψK1 (−∂ψK2(x)) + ∂ψK1(u), which is close to a degenerate FOSwP [369, 371].
Assume the sets are cones. Using (B.1) and after few manipulations, one obtains
the cone LCS: ẋ = η(x) + γ(u), K1 ∋ u ⊥ −γ(u) ∈ K⋆

1 , K2 ∋ x ⊥ µ(x) ∈ K⋆
2 ,

K1 ∋ µ(x) ⊥ −η(x) ∈ K⋆
1 . Letting λ = (γ, µ, η)T , one sees that the matrix D in the

variable z of the complementarity conditions as in (2.22), is singular for such systems.

3.16. Conclusions. All the introduced formalisms are closely related one with
each other. Even in case of equivalence, each framework may possess its own advan-
tages and drawbacks. For instance complementarity systems usually lend themselves
very well to numerical simulation, because of efficient LCP solvers [4, 240]. They can
also easily handle classes of PWL systems with time-varying, or control-dependent
cells (see Example 5 in Section 3.11). It is also easy to consider control-dependent

45



constraint-sets in the FOSwP. Normal cones are convenient for stability issues, being
maximal monotone operators. Maximal monotone operators encompass classes of in-
finite dimensional systems, while such extensions are less clear for other formalisms.
It is possible that the field of application of each formalism, is -and will remain- one of
the most important challenges for our systems. The question of generality of a math-
ematical model, is crucial: what is the degree of generality, above which a formalism
becomes useless, because it is intractable for analysis, control, numerical simulation ?
Most of the above formalisms could be embedded into:

P (t, x)ẋ ∈ F (t, x)−G(t, x) (g(t, x) +Mt,x)
−1

(h(t, x)) (3.22)

with a matrix P constant and full-rank, F (·) may be set-valued, Mt,x(·) maximal
monotone for each t and each x, or with a relaxed property (Mt(·) = ∂ϕt(·) with
ϕt(·) non convex function). One could also consider switching systems where the
dynamics in each cell is a DI as (3.22). The case of varying singular matrix P (t, x),
possibly set-valued, is also worth investigating, and its relationships with switching
DAE with state-dependent switching times, as well as mixed LCS, should be studied.
See (4.7) for a motivating example involving P (x, ẋ). The usefulness of such exten-
sions has to be justified either by an application field, or by the ability to bring new
theoretical results. It seems that systems with time delays have been analyzed only in
the framework of FOSwP, with delay in the perturbation f(·, ·). Finally as alluded to
in Section 2.1.5, singular FOSwP, MLCS, switching DAEs, singular DIs as in (2.18)
and their relationships, whose analysis remains largely open, deserve attention.

4. Applications. Let us describe some applications of the foregoing mathemati-
cal formalisms. In view of the above developments, all these models can be interpreted
as in (1.1).

4.1. Electrical circuits. Electrical circuits have been studied in a set-valued
framework in various articles and books [93, 256, 507, 552, 152, 21, 2, 11, 135, 9, 19,
27, 378, 546, 377, 12, 278]. The dynamics of electrical circuits with ideal, set-valued
components (diodes, Zener diodes, transistors) can be recast into LCS as in (2.22)
(a fact known since at least [377] building on earlier works by van Bokhoven and
Leenaerts, see [378] and references therein), or as FOSwP (a fact noticed for the first
time in [125, Section IV]), or as DVIs. Roughly speaking, circuits with ideal diodes are
passive LCS with relative degree between z and λ equal to zero or one (from Theorem
D.2 they have a transfer matrix with total index 1, and a supply rate λT z = 0). Let us
illustrate this with the circuits depicted in Figures 4.1 and 4.2. Roughly speaking, the
set-valued part comes from the voltage/current law of the diodes, while the smooth
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part of the dynamics represents RLC dynamics.

Fig. 4.1a:

(
ẋ1
ẋ2

)
=

(
0 − 1

C
1
L 0

)(
x1
x2

)
+

(
0 − 1

C
1
C 0

0 0 0 0

)

︸ ︷︷ ︸
=B1

λ

0 ≤ λ ⊥ z =




0 0
0 0
−1 0
1 0




︸ ︷︷ ︸
=C1

(
x1
x2

)
+




1
R

1
R −1 0

1
R

1
R 0 −1

1 0 0 0
0 1 0 0




︸ ︷︷ ︸
=D1

λ ≥ 0

x1 = vL, x2 = iL, λ = (−vDR1,−vDF2, iDF1, iDR2)
T

y = (iDR1, iDF2,−vDF1,−vDR2)
T .

(4.1)

Fig. 4.1b:




ẋ1
ẋ2
ẋ3


 =




−2
RC

1
RC 0

1
RC

−2
RC

1
R

0 0 0






x1
x2
x3


+




0 1
RC

0 0
1
C 0


λ

0 ≤ λ ⊥ z =

(
0 0 1
−2
RC

1
RC 0

)


x1
x2
x3


+

(
0 0
0 1

R

)

︸ ︷︷ ︸
=D2

λ ≥ 0

x1(t) =
∫ t
0 i1(s)ds, x2(t) =

∫ t
0 i2(s)ds, x3 = v2

λ1 = −i3, λ2 = v1.

(4.2)

Fig. 4.1c: ẋ = −R
L x+ 1

Lλ
0 ≤ λ ⊥ z = x− i(t) ≥ 0
λ = v.

(4.3)

Fig. 4.2a:

(
ẋ1
ẋ2

)
=

(
0 1
−1
LC

−R
L

)(
x1
x2

)
+

(
0
−1
L

)

︸ ︷︷ ︸
=B4

λ+

(
0
1
L

)
u(t)

0 ≤ λ ⊥ z =
(
0 −1

)
︸ ︷︷ ︸

=C4

(
x1
x2

)
≥ 0

x1(t) =
∫ t
0
i(s)ds, x2 = i, λ = v.

(4.4)

Fig. 4.2b:

(
ẋ1
ẋ2

)
=

(
−1
RC 1
−1
LC 0

)(
x1
x2

)
+

(
−1
R
−1
L

)
λ+

(
0 1

R
−1
L

1
L

)
u(t)

0 ≤ λ ⊥ z =
(

1
RC −1

)( x1
x2

)
+

1

R︸︷︷︸
=D5

λ+
(
0 −1

R

)
u(t) ≥ 0

x1(t) =
∫ t
0 i1(s)ds, x2 = i2, λ = v, uT = (u1, u2).

(4.5)
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Fig. 4.1d:

(
ẋ1
ẋ2

)
=

(
0 1
−1
LC

−R
L

)(
x1
x2

)
+

(
0
−1
L

)
u(t) +

(
0
1
L

)
v

v ∈ −∂g(x2)

x1(t) =
∫ t
0 i(s)ds, x2 = i.

(4.6)

The first five circuits’ dynamics can be recast into (2.22) with feedthrough matrices
satisfying: D1 < 0, D1 full rank, D1 6= DT

1 and D1 6= −DT
1 , D2 = DT

2 < 0, D3 =
D4 = 0, D5 = DT

5 ≻ 0. Thus they may be analysed with different tools, starting
with the developments in Section 3 (for instance, the circuit in Figure 4.1 (b) fits
within the framework of [135] and (2.17), the one in Figure 4.1 (c) can be recast as
a FOSwP, while the one in Figure 4.2 (b) is an ODE with Lipschitz right-hand side).
The circuit in Figure 4.1 (d) has two ideal Zener diodes mounted in series, each one
satisfying v1 ∈ ∂g1(i1) and v2 ∈ ∂g2(i2), with gi(x) = Uix if x ≥ 0, gi(x) = −Vix
if x ≤ 0, Ui > 0, Vi > 0. Thus the assembly has the voltage/current set-valued law
v ∈ ∂g(i) with g(x) = (U1 +V2)x if x ≥ 0, g(x) = −(U2 +V1)x if x ≤ 0. The function
g(·) being proper convex continuous, the dynamics of the last circuit fits within (2.16)
with F(t, x) = F(x). Zinc oxide varistors also possess a voltage/current law of the
same type. The circuit in Figure 4.2a also fits within this class of maximal monotone
DIs, since PB4 = CT4 for any P = diag(p11, L) with p11 > 0 (the change of state
variable ξ = Rx, pointed out in Section 3.4, can be applied to obtain a DI as (3.6)
with fixed set Φ). Circuits with both Zener and ideal diodes can also be put under
the same umbrella, see [2, Fig. 1.16] [278, Fig. 5.2], with a set-valued right-hand side
mixing subdifferentials of indicator functions and relay-like functions. It is noteworthy
that all the presented circuits, satisfy (Ai, Bi, Ci, Di) is passive (see Section D), hence

the framework in [151] may apply provided

(
Bi

Di +DT
i

)
has full column rank [151,

Assumption 3.1]. The above circuits naturally yield, using the material in Section
3.4, FOSwP where the control input acts in both the vector field and in the set S, as
in (3.6).

These circuits are academic examples, further examples can be found in [139, Example
3.152] [2, Equation (5.64)] [155, Equation (21)] for circuits with D 6= 0, D +DT = 0
and PB = CT . If one considers electronic components with more complex PWL
voltage/current laws (like tunnel diodes which have a characteristic similar to the zig-
zag in Figure 2.3 (b), memristors, Schmidt triggers with characteristic as in Figure
2.3 (c), operation amplifiers that yield signum multifunction or its inverse N[−1,1](·),
negative resistance converters, etc), then extensions of LCS as in (2.25) may have to
be considered, see [125, Example 7], see also Cuk, buck, and delta-sigma converters
in [2, Chapters 7, 8]. A big difference with usual control systems where one normally
considers independent inputs (thus m ≤ n and B has full column rank) is that here λ
has the dimension of the number of nonsmooth components in the circuit, so that one
may have in practical examples m≫ n (in (4.1) one has n = 2 and m = 4). The case
of nonlinear resistors R(i) (varistors) and nonlinear inductances L(i) is of interest,
because it allows to illustrate a non trivial P (x) in (3.22). Consider the circuit in
(4.5), with R = R(i) (see [479] for an example with R(i) = R0 + R1i

2 + R2i
4),

L = L(i) [1, pp.11-273–11-274], so that the voltage at the bounds of the resistor is
given by R(i)i, while the inductance voltage is L(i) didt . The dynamics of this circuit

48



with such varistor is written as:




R(ẋ1, x2)ẋ1 −R(ẋ1, x2)x2 = u2(t)−
1
cx1 − λ

L(x2)ẋ2 = − 1
Cx1 − λ+ u1(t)− u2(t)

0 ≤ λ ⊥ −ẋ1 ≥ 0.
(4.7)

This gives rise to a system as in (3.22) with P = P (x, ẋ). The dynamics in (4.7) is
a differential algebraic implicit LCS (more complex that the ZOSwP seen in Section
3.5). The circuit in (4.2) yields also this type of dynamics. It is noteworthhy that
even in the absence of nonsmooth ingredients, ODEs with powers of the derivatives
require specific analysis [243]. Capacitors with polynomial nonlinearities can also be
considered [379, 243], which may possess also a hysteretic voltage/charge law [409],
hence adding another source of nonsmoothness in the dynamics.
Let Uns ∈ Rm−1 and Ins ∈ Rm be vectors which collect the voltages and the currents
at the m ports of the nonsmooth elements of a circuit. A general formulation of the
nonsmooth elements is as follows [2, Chapter 4]:





y = gns(Ins, Uns, x, t)
0 = hns(Ins, Uns, x, t)
0 ∈ G(x, y) + F (x, y)

(4.8)

with F : R
n×n

⇒ R
m a set-valued mapping, G : R

n×n → R
n is a continuously

differentiable mapping. The dynamics of circuits with nonsmooth elements is usually
obtained after a so-called Modified Nodal Analysis and insertion of (4.8), and results in
a complex nonsmooth dynamical system mixing equalities and inclusions [2, Equation
(4.3)]. Clearly the tools which are reviewed in this article are not sufficient to analyse
nonsmooth circuits in their full generality. But they can prove to be quite useful for a
first analysis or control design.

Remark 17. Let us notice in passing that dissipativity of (A,B,C,D) guarantees
under mild assumptions that the LCP 0 ≤ λ ⊥ Cx + Dλ ≥ 0, possesses a solution
along the dynamical system’s solutions, even if D < 0 as in (4.1). This follows from
[29, Theorem 1] which guarantees the maximal montonicity of the system’s right-hand
side, or using [151] (see Proposition 2.1). Then further properties hold [130, Theorem
5.7, Proposition 5.18] [210]. Notice also that when D+DT = 0 and D 6= 0, the change
of state variable used to get (3.6) no longer applies.

Remark 18. What is the motivation to use such nonsmooth models for elec-
tronic components ? As shown in [407], exponential models of diodes may lead to
extremely stiff ODEs for which the Newton-Raphson algorithm fails (see [2, Chapter
7] for comparisons between several integrators, including commercial ones based on
spice models, or using enumeration of all modes). Some circuits may also have tra-
jectories with sliding modes, in such a case the set-valued nonsmooth models can be
simulated in a very efficient way with suitable event-capturing time-stepping methods.
Finally set-valued nonsmooth models may simplify the study and help analysing some
issues (for instance, discontinuity with respect to initial data, or non uniqueness of
solutions, may just mean high sensitivity with respect to parameters and initial data
which could not be easily detected and understood using smooth stiff models). The
above set-valued nonsmooth models also yield compact formalisms which avoid de-
signers to carry useless ballast, a fact which makes the analysis easier when a very
large number m of nonsmooth elements is considered, implying a number of modes
increasing exponentially with m.

4.2. Multibody mechanical systems with unilateral contact.
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Fig. 4.1: RLC circuits with ideal and Zener diodes, current and voltage sources.
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Fig. 4.2: RLC circuits with an ideal diode and voltage sources.

4.2.1. Perfectly rigid frictionless bodies. Multibody mechanical systems dy-
namics can be written either in the Newton-Euler, or in the Lagrange formalisms. In
any case, unilateral constraints represent the signed distances between bodies at po-
tential contact/impact points. They are introduced with gap functions hi(q) ≥ 0,
1 ≤ i ≤ mu, where mu is the number of unilateral constraints. In most of real (in-
dustrial) applications, bilateral constraints gi(q) = 0, 1 ≤ i ≤ mb, are also present,
here we shall assume that coordinates have been reduced in a suitable way. Contact
forces associated with the constraints are introduced through Lagrange multipliers
λn,i. In many instances, a contact model based on the complementarity conditions
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hi(q)λn,i = 0, together with non-negativity λn,i ≥ 0, is used [130, 478, 272, 442, 385].
This is a contact model that stems from very general and natural physical assump-
tions, see [130, Section 5.4.1]. This is compactly written as 0 ≤ λn ⊥ h(q) ≥ 0, which
holds componentwise due to non-negativity. Therefore we obtain a complementarity
Lagrangian system with perfect unilateral constraints [381, 130]:





M(q)q̈ + C(q, q̇)q̇ + g(q) = E(q)u +∇h(q)λn

0 ≤ λn ⊥ z1 = h(q) ≥ 0

Impact mapping,

(4.9a)

(4.9b)

(4.9c)

where the generalized force ∇h(q)λn stems from the principle of virtual work [130,
478, 272]. Since the complementarity conditions are equivalently written as λn ∈
−∂ψR

mu
+

(h(q)), we get ∇h(q)λn ∈ −∇h(q)∂ψR
mu
+

(h(q)). By the nonsmooth analysis

chain rule (see Section A.2.3, or [492, Theorem 10.6] [143, Theorem B.3, Corollary
B.2]), we obtain ∇h(q)λn ∈ −∂(ψR

mu
+

◦ h)(q) = −∂ψΦ(q), with Φ = {q ∈ R
n
2 |h(q) ≥

0}. Thus (4.9) (a) (b) is equivalent to the inclusionM(q)q̈+C(q, q̇)q̇+g(q)−E(q)u ∈
−NΦ(q).

Remark 19. We have led the calculations abruptly, however some assumptions
have to be made so that this all makes sense. Firstly let us assume that the gap func-
tions are continuously differentiable, and with ∇hi(q) 6= 0 for all i such that hi(q) = 0
(active constraints). From a mechanical point of view, this means that the contact
force at contact i influences the motion. For the differentiation of (ψR

mu
+

◦h), we may

apply Proposition A.4 in Section A.2.3. We may thus check the sufficient condition
(A.12), which boils down to Im(∇h(q)T )+R−(R

mu

+ −h(q)) = R
mu : the independency

of the mu constraints guarantees this condition. We may also consider the affine
function Rn → Rm: w 7→ h(q)+∇h(q)Tw: if its range cannot be separated from R

mu

+

the condition (A.10) holds. Once this is done, one has to determine which type of
normal cone we are working with. Under suitable conditions on ∇h(q), the set Φ may
be prox-regular so that the Fréchet, basic, Clarke and proximal normal cones are iden-
tical (see Section A.2.1). The normal cone may then be any of these ones. Under a
constraint qualification like the MFCQ, these normal cones admit a representation us-
ing the active constraints gradients and multipliers (here the contact forces) satisfying
complementarity conditions, see Section A.1.2. Then NΦ(q) = N h

Φ(q). We suppose
that this is the case in the following, since it allows us to link the complementarity
formalism in (4.9) and the differential inclusion formalism of the SOSwP.
Moreau’s SOSwP goes a step further, and imposes an inclusion as in (2.6c):

−M(q)dv − C(q, v)v dt− g(q) dt+ E(q)u dt ∈ NV (q)(ve) ⊆ NΦ(q), (4.10)

which under the conditions discussed in Remark 19, is equivalent to (4.9) (a) (b) (c)
with Newton’s impact law in a complementarity form and a unique global restitution
coefficient [273, 130]. Using (B.1), one sees that λ ∈ −NV (q)(ve) is equivalent to
V (q) ∋ ve ⊥ λ ∈ (V (q))⋆ = −N (q) (compare with (3.5): now the cones depend on
q, so that the SOSwP normal cone reduces the index, in a sense), where V (q) and
N (q) are both closed convex polyhedral cones (see Section 2.1.2). At an impact time
the dynamics (4.10) becomes algebraic: M(q)(v(t+) − v(t−)) ∈ −NV (q)(ve), that is
a generalized equation close to (A.6). Relatively simple manipulations using (A.6)
allow one to obtain that (compare with (2.13))

v(t+) = −ev(t−) + (1 + e)projM(q)[V (q); v(t−)]. (4.11)
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Several other formulations of the velocity reinitialization can be derived [130, Equa-
tions (5.60) (5.61)], in a way similar to (2.30). The expression in (4.11) prepares well
for calculations. As we will see below, it can be formulated using a complementarity
problem, that can be solved numerically.

Remark 20. Why not going a step further, and imposing an inclusion in the set
−NTV (q)(q̇)(q̈) in (4.10)? This is one way to extend Gauss’ principle to systems with
unilateral constraints [130, Remark 5.1]. But this is not amenable at impact times.

We have seen in foregoing sections that the relative degree between the complemen-
tary variables, is a crucial system’s parameter. Consequently, let us examine the
relative degree r̄ ∈ Nmu between λn and z1 = h(q) in (4.9) (a) (b). Let M(q) ≻ 0.
Differentiating we get dz1

dt = ∇h(q)T q̇, so that:

d2z1
dt2

= Du(q)λn −∇h(q)TM(q)−1[C(q, q̇)q̇ + g(q)− E(q)u] +
d

dt
(∇h(q)T )q̇

︸ ︷︷ ︸
∆
=F (q,q̇,u)

. (4.12)

The matrix Du(q)
∆
= ∇h(q)TM(q)−1∇h(q) < 0 is the Delassus’ matrix8, which cor-

responds in Control Theory to the input-ouput decoupling matrix of the input-ouput
linearization process. If the constraints are independent, then Du(q) ≻ 0 and the
vector relative degree r̄ = (2, 2, . . . , 2)T ∈ Rmu . Obtaining the canonical form (2.8)
is not straightforward for nonlinear systems (in particular the zero-dynamics in (2.8)
(c)), and requires conditions which we do not recall here [145]. In the linear invariant
case, the existence of a relative degree is necessary and sufficient for the existence of a
change of state that brings the system into (2.8). Let us assume that a global diffeo-
morphic change of coordinates exists (q, q̇) = Z(z1, z2, ξ), z1 = h(q), z2 = ∇h(q)T q̇,
which allows us to rewrite (4.9) (a) with λn as the input and z1 as the output in the
canonical form:





(a) ż1 = z2
(b) ż2 = D̃u(z1, ζ)λn + F̃ (z1, z2, ζ, u)

(c) ζ̇ = Ξ(ζ, z1)
(d) 0 ≤ λn ⊥ z1 ≥ 0,

(4.13)

where F̃ (·) = F ◦Z(·), D̃u(·) = Du◦Z. The dynamics in (4.13) (c) is the zero-dynamics
of the input/output system. The canonical form (4.13) shows that at an impact, one
part of the state (including velocity components) is continuous, since ζ(·) and z1 are
continuous. In the new coordinates, Moreau’s set is equal to NV (q)(z2,e) ⊆ NRm

+
(z1),

V (q) = Ṽ (z1) = {v ∈ Rn|vi ≥ 0, i ∈ I(z1)}.

Example 6. Let us consider a flexible mechanical system made of five masses
related by springs and subject to two unilateral constraints, as in Figure 4.3 (a). To
simplify the presentation we assume that all five masses are equal to M > 0, and all
springs stiffnesses are equal to k > 0. The masses coordinates are qi, 1 ≤ i ≤ 5, thus
n = 10, and the two unilateral constraints defining the normal form “outputs” are
q5 ≥ 0, q3 ≥ 0, thus mu = 2, r̄ = (2, 2)T . The dynamics is given in the original and

8In the honour of Etienne Delassus, who was the first to systematically investigate existence and
uniqueness of solutions to contact complementarity problems [221].
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canonical forms by:





Mq̈1 = k(q4 − q1) + k(q2 − q1)
Mq̈2 = k(q3 − q2) + k(q1 − q2)
Mq̈3 = k(q2 − q3) + λ2
Mq̈4 = k(q1 − q4) + k(q5 − q4)
Mq̈5 = k(q4 − q5) + λ1.

and





ż11 = z12
ż12 = k

M (ξ5 − z11) +
λ1

M
ż21 = z22
ż22 = k

M (ξ3 − z21) +
λ2

M

ζ̇ = Aζζ +Bζz1,

(4.14)

where z11 = q5, z
2
1 = q3, z1 = (z11 , z

2
1)
T ∈ R2, z2 = (z12 , z

2
2)
T ∈ R2, CAB = I2,

ζ = (q1, q̇1, q2, q̇2, q4, q̇4)
T ∈ R6, Aζ =




0 1 0 0 0 0
− 2k
M 0 k

M 0 k
M 0

0 0 0 1 0 0
k
M 0 − 2k

M 0 0 0
0 0 0 0 0 1
k
M 0 0 0 − 2k

M 0



, Bζ =

(
0 0 0 0 0 k

M

0 0 0 k
M 0 0

)T
. The zero dynamics contains the dynamics of masses

1, 2, 4, connected by linear springs.

Linear mechanical systems satisfy the input/output passivity constraint PB = CT ,
P = PT ≻ 0, only if the output is the velocity ż1. Thus the manipulations done in
Section 3.4 to get (3.6), cannot be performed since the complementarity involves z1.
Moreau’s set in (4.10) allows one to cope with this issue, with a kind of index (or
relative degree) reduction from 2 to 1, for given q (but, the complete system still has
a relative degree 2).

Moreau’s set and complementarity. Let us investigate the link between Moreau’s
set NV (q)(ve), and complementarity. First it follows from (B.1) that the inclusion
into Moreau’s set can be equivalently rewritten as the CCP: V (q) ∋ ve ⊥ ∇h(q)λn ∈
−(V (q))◦ = −N h

Φ(q). Let us now analyze deeper the consequences of imposing the
inclusion of the dynamics in Moreau’s set. Using (4.12) we have in the right-hand
side of (4.13) (b) the inclusion: −Du(q)λn ∈ −∇h(q)TM(q)−1NV (q)(ve). Using the
material in Section A.1.2 (first the definition of the tangent cone linearization cone,
then the definition of the normal cone to a convex polyhedral set), we can calculate

that NV (q)(ve) = {v ∈ R
n|v = −

∑
i∈K(ve)

λi∇di(ve), λi ≥ 0}, where K(ve)
∆
= {i ∈

I(q) | di(ve)
∆
= vTe ∇hi(q) = 0} ⊆ I(q) is the set of position active constraints which

are also active at the velocity level. We therefore obtain −∇h(q)TM(q)−1NV (q)(ve) =∑
i∈K(ve)

λi∇h(q)
TM(q)−1∇hi(q). From the definition of the index sets, it follows∑

i∈K(ve)
λi∇h(q)TM(q)−1∇hi(q) = Du(q)λn with: λn,i = 0 if hi(q) > 0, and if

hi(q) = 0, then 0 ≤ λn,i ⊥ ∇hi(q)T ve ≥ 0. Thus Moreau’s set implies a two-stage
process for the calculation of the contact forces multiplier. This is illustrated in
Figure 4.3 (b) with the two index sets for different velocities and positions. This, in
passing, shows how the impact law in the SOSwP is related to the classical Newton’s
impact law. Outside impacts ve = v

a.e.
= q̇. At an impact time t it can be shown

[273] [130, Proposition 5.15] using similar tools that 0 ≤ pn,i(t) ⊥ hi(q(t))
T ve(t) ≥ 0,

i ∈ I(q(t)), where pn,i(t) is the density of the measure λn,i with respect to the Dirac
measure: λn,i = pn,i(t)δt. Using the impact dynamics, a complementarity problem is
constructed from which the post-impact velocity and the impulse can be calculated.
We see that the SOSwP implies (zi1, z

i
2) < 0, and that the index sets I(q) and K(ve)

reflect this lexicographical inequality.
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Fig. 4.3: (a) Mechanical system with two constraints, (b) SOSwP.

 It follows from Sections 3.4 and 4.2.1, that an important characteristic of the
FOSwP is that its underlying dynamics has a relative degree r̄ with r equal to 0 or 1,
while the SOSwP has a relative degree with r = 2. The HOSwP has relative degree
with r ≥ 3. The relative degree r̄ strongly influences the space of solutions, see Section
5.

Remark 21. Most of systems of interest in practice and industry, are subjected
to both unilateral and bilateral constraints, that is one should add to (4.9b) a set of
equality constraints g(q, t) = 0. Strangely enough mixed unilateral-bilateral constraints
have not been much studied in the multibody system dynamics literature. Bilateral
constraints have the effect of distorting the contact LCP matrix, see for instance [130,
Propositon 5.8] [129, 109] .

Remark 22. The unilateral constraints may be time-varying h(q, t). Also the
control input u may not enter the dynamics as in (4.9a), but through the gap functions
h(q), see [130, Example 1.6]. This last case has not been considered yet in the literature
on complementarity mechanical systems, though it occurs commonly in circuits (see
Section 4.1) .
Moreau’s SOSwP has been formulated for finitely represented admissible sets Φ, with
differentiable gap functions. What about the case when Φ cannot be represented this
way, like in the presence of reentrant corners as the set K6 in Figure A.1 (b)? One
may think of replacing V (q) by Clarke’s tangent cone T C

Φ (q), which is closed convex
(see Section A.1.2), so that NT C

Φ (q)(ve) makes sense with the normal cone of convex

analysis. This issue has been studied in [271].
To end this section, let us point out that the SOSwP in (4.10) is recast naturally in set-
valued nonlinear Lur’e systems, since the smooth Lagrangian dynamics defines (under
a suitable assumption on the potential energy) a passive subsystem ξ 7→ ve, with
ξ ∈ −NV (q)(ve), in negative feedback interconnection with the set-valued operator
ve 7→ −ξ. See [130, Section 7.5.3] [139, Section 6.8.2] [126].

4.2.2. Compliant contact/impact models. Consider the simple case of a
one degree-of-freedom mechanical system, with a unilateral compliant contact. The
contact model is assumed to possess its own dynamics and state ξ (think of a spring-
dashpot Kelvin-Voigt model). Let the signed distance between the mass and the
spring-dashpot system be denoted as h(q, ξ). The system’s dynamics is:





mq̈ = u+ F (ξ)

ξ̇ = g(ξ)
0 ≤ z = h(q, ξ) ⊥ F (ξ) ≥ 0,

(4.15)
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Stribeck effect

for some g(·), which simply states that when the body and the obstacle are not in
contact, then the non-negative interaction force vanishes. If the interaction force is
positive, then the two systems touch each other with h(q, ξ) = 0. A complete analysis
of the linear spring-dashpot model is made in [130, §2.1], where it is shown that the
linear spring-dashpot model fits within (2.22) with a relative degree 1. Rheological
models made of assemblies of springs, dashpots, and dry friction elements, are widely
used for contact/impact modeling, see [541] [130, Chapter 2] and references therein.
Such models may have complex enough structure, even if the springs and dashpots
are linear (like Masing, Persoz’ gephyroidal models [87, 91, 92, 88, 89], see also [352,
Figure 4]). Consequently their well-posedness needs to be investigated. The goal of
[87, 91, 92, 88] is to show that some non-trivial rheological models can be recast into
DIs with maximal monotone right-hand side as in Section 2.2. Other systems can be
recast into FOSwP, like the system in Figure 4.4 (a). The dynamics of the massless
spring is indeed given by:

k(x− xe(t)) ∈ −µm sgn(ẋ) ⇔ ẋ ∈ −N[−µmg
k

+xe(t),
µmg

k
+xe(t)](x), (4.16)

where the equivalence uses the inversion of set-valued mappings, see Section A.2.4.
The right-hand system in (4.16) is a FOSwP, while the left-hand system is a relay
system, and is the simplest instance of a rate-independent system [269]. Controlled
crawling robotic systems can be embedded in such processes [269, Sections 3, 4]. The
feedback control problem for crawlers, which has engineering interest [98], remains
largely open and could certainly benefit from the studies on the control of FOSwP.
When masses are non zero, they belong to the class of so-called “juggling systems”
whose structure is particular [140, 131]. It is noteworthy that so-called play operators
of hysteresis (as in Figure 2.3 (b)), have the same FOSwP dynamics [71, Theorem
2.1] [557, Chapter III]. Visco-elasto-plastic contact forces are modeled with maximal
monotone DIs in [437], and in a similar way with DVIs in [527].

4.2.3. Set-valued Coulomb’s friction and extensions. Coulomb’s friction
model lends itself to complementarity, VI and DI formalisms [440, 149, 85], and nat-
urally yields Lur’e set-valued systems [20, 561]. Two-dimensional Coulomb’s friction
is represented in the tangent direction, by the mapping vt 7→ Ft ∈ −µ |Fn| sgn(vt).
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The dynamics can be interpreted when Fn is constant, through Filippov’s DI, maxi-
mal monotone DI–see Section 3.4–, LCS–see Sections 3.10 and 3.11. It easily extends
to include Stribeck (nonlinear or PWL) effects in Figure 4.4 (b). Such relations are
close to some diode alternating current (DIAC) and silicon controller rectifier (SCR)
set-valued models of electronics [14, Section 5.3.3], as well as tunnel diodes.
The main issue is that Coulomb’s friction is not an associated law if Fn is not constant,
i.e., it cannot be written as R3 ∋ Fi ∈ ∂ϕ(vi), vi ∈ R3, at a contact point i, in the
local kinematics frame [4, 130], with ϕ(·) convex LSC. To clarify, let us consider the
one-degree-of-freedom dynamics: mq̈ = F = (Fn, Ft)

T , 0 ≤ q ⊥ Fn ≥ 0 for the
normal direction, and Ft ∈ −µ |Fn| sgn(q̇t) in the tangent direction. One can rewrite

equivalently (using (3.12)): Ft = −µ|Fn|(1 − 2λat ), 0 ≤

(
λat
λbt

)
⊥

(
q̇t + λbt
1− λat

)
≥

0. Thus we end up with an LCP with unknowns Fn, λ
a
t , λ

b
t . The dynamics is

however an NLCS (2.24) due to the product |Fn|(1−2λat ): this explains the complexity
of systems with Coulomb’s friction. In dimension three, the friction cone may be
facetized [4, 521], yielding again an LCP. However this may not be desirable [4, Section
13.3.7]. One can write a cone complementarity problem (CCP) that keeps the friction

cone intact, if De Saxcé’s formulation with modified normal velocity v̂n
∆
= vn + µ|vt|

is used [219] [4, Section 3.9.2] [130, Section 5.3.3]. If C is the friction cone, then
C⋆ ∈ v̂ ⊥ F ∈ C holds, the contact model is called a second order CCP [3], and the
dynamics is a kind of complex NLCCS [4, Section 3.10] [130, Chapter 5] [385, Chapter
5]. Another approach using normal cones in an asymptotically singular metric, allows
to recover an associated law “in the limit” when a small parameter vanishes [351,
Section 4.1]. As alluded to above, extensions of Coulomb’s friction, that remain in a
set-valued setting and incorporate various nonlinear effects (Stribeck, Contensou etc),
are possible [4, Section 3.9.4] [382]. Finally FOSwP of the form: ẋ ∈ −NS(t)(Aẋ+Bx),
find applications in quasistatic frictional contact problems (one neglects acceleration),
involving materials with short memory [23].

4.3. Other Applications. Let us summarize various applications of the above
mathematical formalisms, other than circuits or Lagrangian systems modelling.
• Plasticity, elastoplasticity: these were the first motivations for the FOSwP [437],
stemming from a VI formulation of elastoplasticity [438, 369, 371, 527], and the
ZOSwP in [27].

• Robust sliding-mode control (SMC): in first-order SMC, the closed-loop system
has the dynamics: ẋ = f(t, x)+w, w ∈ −a Sgn(x), where Sgn(x) = ∂(|x1|+ · · ·+
|xn|). The signum function can be replaced by a maximal monotone operator
satisfying certain properties [17, 422, 421, 423]. The twisting controller (second-
order SMC) [454] yields a closed-loop system ẋ = y, ẏ ∈ −a sgn(x) − b sgn(y):
it does not belong to maximal monotone DIs (2.16), it can be analysed with
Filippov’s DIs.

• Biological systems: DVIs [483], complementarity dynamical systems [7], Filip-
pov’s and Aizerman-Pyatnitskii’s DIs [404, 405, 406], maximal monotone DIs
with BV solutions [279], PWL systems [165, 216, 185, 164].

• Vaccination strategies: local PDS in (2.31) [194, 193].
• Neural networks: PDS (2.31) (c) [253], Filippov’s DI [255], DIs as (2.16) with
F(·) = ∂ϕ(·), ϕ(·) non convex regular [254], or with F(x) = NS(x), S constant
convex closed set [218].

• Microscopic crowd dynamics: FOSwP with prox-regular S(t) [413, 162], La-
grangian systems with impacts within Frémond’s approach (see [130, Section

56



4.3.4]) [471, 472], FOSwP with integral perturbation for sticky particle dynamics
[119].

• Traffic flow networks, transportation systems: complementarity dynamical sys-
tems [77, 79, 78, 402, 460, 563, 231, 588, 587, 589], PDS in (2.31) [213, 214, 212,
285, 563, 231, 196], global PDS in (2.32) [258].

• Networks with unilateral interactions: min-max systems which are LCS, see Sec-
tion 3.11, [408].

• Economical systems and finance: complementarity systems [502], global and local
PDS [258, 259, 228, 447, 211, 212, 310, 311, 251, 183, 328, 285].

• Human migration: PDS (double-layer dynamics) [448].
• Energy systems: complementarity systems (modelling in energy sector, large-scale
systems) [260], global PDS (optimal energy management) [586].

• Queuing models: complementarity and maximal monotone mappings [159].
• Quantized feedback systems: filling-in the jumps in discontinuous quantized sig-
nals, using Krasovskii solutions (a definition similar to Filippov’s convexification)
[180, 181, 333, 334].

• Feedback control: control input calculated from a VI for viability in convex poly-
topes [524, Section 6.1], stabilization and regulation with state or output feedback
[151, 524, 423], dynamic feedback calculated from a complementarity problem
[337], quantized nonlinear control that yields sector bounded set-valued maps
after filling-in the signals’s jumps [334, 336, 393], optimal control of FOSwP
[200, 201, 202, 207, 8, 237, 505, 506, 316, 160, 162, 161], optimal control of maxi-
mal monotone DIs [124], and LCS [555], controllability of relative degree zero LCS
and of a class of PWL systems [150, 533], of planar evolution VIs [127], of jug-
gling mechanical systems (SOSwP) [140], and of FOSwP [122], tracking control
for SOSwP [142, 141, 118, 429, 428], robust sliding-mode set-valued trajectory
tracking control of SOSwP [17, 421], robust sliding-mode set-valued control of
linear invariant systems [422] (both with external disturbances and parameter
uncertainties) using Moreau-Yosida and maximal monotone operators.

• Optimal control with constraints: pure state unilateral constraints yield LCS with
higher relative degree that can be embedded into the HOSwP [128], mixed state-
control unilateral constraints yield differential algebraic VIs [297].

• State observers, synchronization: maximal monotone DIs and FOSwP [138, 135,
215, 187, 230, 319, 511, 561], non convex FOSwP with prox-regular sets [33, 522],
DI in normal cone to prox-regular set [31], LCS [306], mechanical systems with
unilateral contact and impacts [523, 95, 94], vibro-impact systems (see a definition
in [130, Section 1.3.2]) [252, 262, 411, 417, 419, 418].

• Steepest descent algorithms and constrained optimization through dynamics: (the
goal is to formulate a DI whose equilibrium is asymptotically stable and matches
with the solution of an optimization problem, a Nash equilibrium, a Pareto
minimum, etc) maximal monotone DIs [56, 58, 60, 57, 49, 48, 72, 223, 227,
275, 412, 477], autonomous [59, 222, 583], switching [276] and non-autonomous
maximal monotone and subgradient DIs [55], global PDS in (2.32) [53, 106,
111, 112, 400, 578], local PDS in (2.31) [62, Chapter 5, Section 6, Theorem
3][178, 261, 303, 475, 476, 585, 255], see also [189, 190, 244, 268, 517] who use
another type of DI related to PWL systems and NLCS (see the end of Section
3.11), and [579] for the application of primal-dual gradient algorithm in model
predictive control. It is also worth noting that a quite similar problem is solved
in [542, Chapter 15] [355, 358, 356, 357, 246, 247, 580] and [270] (building on pi-
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oneer results in [493]), relying on sliding-mode control techniques to solve convex
programming problems.

• Aerosols dynamics, atmospheric chemistry: MLCS and MLNCS of optimization-
constrained differential equations as in (2.26) [148, 373, 51].

• Processes with phase changes: use of complementarity systems for thermody-
namic equations [496, 342, 516], MPEC problems for optimal control of nons-
mooth DAEs [484, 96], DIs with maximal monotone right-hand sides [198].

5. Well-posedness results. We now address broadly the question of existence
and uniqueness of solutions for the mathematical models studied in Section 2. Giving a
thorough treatment of all the works that exist for these system classes would involve
too many details to be covered within this article. Rather, we review some of the
fundamental techniques and provide a pedagogical summary of the methodology that
goes in proving most of these results. Broadly speaking, we are interested in studying
solutions which exist over a given interval of time (possibly large) such that the
corresponding set of differential equations/inclusions and algebraic relations hold in
appropriate sense. The fundamental motivation in addressing this set of results comes
from the fact that the existence of solutions for systems modeled as sweeping processes,
complementarity systems, evolution variational inequalities or other system classes
treated in this article, cannot be obtained from the classical results in the literature
on differential inclusions. For instance, the framework in [62, Chapter 2] is applicable
to domains with nonempty interior and local (in time) solutions. Some results also
appear if the mapping associated with the selection of the least norm element from the
set-valued mapping satisfies some hypothesis. This concept of slow solutions obtained
by selecting ẋ(t) of minimal norm, has been used in Proposition 3.2 and Theorem 3.3
(with the constraint that solutions have to remain within the domain), see Example 7.
But this concept of least-norm selection does not apply to FOSwP in general, and
Example 4 shows that the unique solution of a FOSwP is not obtained by selecting
the least norm element in the set-valued mapping. This makes the aforementioned
results inapplicable to our systems. We note also that [220, Theorem 5.2] could
at best guarantee the local existence of AC solutions for initial data in int(S(t)),
under a linear growth condition. Conditions based on LSC or Lipschitz continuity for
set-valued maps [513] are too restrictive for our purposes, and do not apply to our
systems.

Example 7. Consider the FOSwP in (3.6), that is under some assumptions
equivalent to the LCS in (2.22). Then λ(t) is the solution of the LCP(q1(t),M1),
employing notations of Section 2.4.1. Under the stated assumptions, M1 = CB =
(CB)T ≻ 0. Hence either ξ ∈ int(Φ(u(t))) and λ(t) = 0, or ξ ∈ bd(Φ(u(t))) and
λ(t) solves an optimization problem, see Section B. This quadratic program computes
an element of NΦ(u(t))(ξ) which guarantees that ξ(t) ∈ Φ(u(t)) for all t, and that the
right-hand side of (2.22a) is minimized. Since both the LCS and the FOSwP have
the same solution, we infer that the solution of (3.6) is a kind of slow solution. This
is similar to the case of Example 2, however with a relative degree r = 1 instead of
r = 0.

For the solution concept under consideration (see for instance Definition 5.4),
there are two most commonly used techniques for proving existence of solutions for
the class of nonsmooth systems treated in this article. The first technique is based
on introducing a single-valued regularization of the nonsmooth vector field in the
dynamics with a parameter, and studying the convergence of regularized solutions
with respect to that parameter. The other commonly employed method uses a dis-
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cretization of the system trajectories where a sequence of approximate solutions is
constructed by varying the sampling time and the convergence is studied with respect
to the discretization parameter. In both these techniques, the following sequence of
steps is involved:

• Construction of a sequence of approximate solutions, either by regularization
or interpolation of discretized solutions.

• Obtain uniform estimates on the maximum pointwise value, and the deriva-
tive or variation of the elements of the constructed sequence.

• Extracting a converging subsequence, and consider the limit of that sequence
as a candidate solution.

• Show that the candidate solution satisfies the desired differential inclusion.
In case, if a candidate solution does not satisfy the differential inclusion under con-
sideration, then it is only a weak solution.
We will demonstrate this sequence of steps in detail for the first order sweeping pro-
cesses. The objective is to be able to recall different approaches and technicalities
that go into proving several results that have appeared over the years. For the other
classes of systems, we just present the main results, and give references to where the
details of the foregoing steps can be found in the literature.

5.1. Regularization of FOSwP. We study the system described by:

ż(t) ∈ −NS(t)(z(t)), z(0) ∈ S(0), (5.1)

over an interval [0, T ] for some given T > 0, with S : [0, T ] ⇒ Rn a convex-valued
mapping, and z(t) ∈ Rn being the state of the system. Equation (5.1) describes
the simplest class of FOSwP, and we find it convenient to start our discussion on
existence of solutions with this simple set-valued system where the right-hand side is
a nonsmooth function of the state. For this system, we will prove the existence of
solutions by using Moreau-Yosida regularization. Later, we consider a more general
class of FOSwP and we provide a proof based on time-discretization. To prove the
existence of solutions by regularization, we introduce the sequence of approximate
solutions, the so-called Moreau-Yosida approximants {zλ}λ>0, which are obtained by
solving the ODEs parameterized by λ:

żλ = −
1

λ

(
zλ(t)− proj(zλ(t),S(t))

)
, zλ(0) = z0 ∈ S(0). (5.2)

We observe that, for each λ > 0, the right-hand side of (5.2) is (globally) Lipschitz
continuous, and hence there exists a continuously differentiable zλ : [0, T ] → Rn such
that (5.2) holds for every t ≥ 0. The relation between the approximants {zλ}λ>0, and
the solution of the inclusion (5.1) is described in Theorem 5.1 under the assumption
that
(A1) The mapping S : [0, T ] ⇒ Rn is closed and convex-valued for each t ≥ 0,

S(·) varies in a Lipschitz continuous manner with time, that is, there exists a
constant LS ≥ 0, such that

dHaus(S(t1),S(t2)) ≤ LS |t1 − t2|, ∀ t1, t2 ≥ 0,

where dHaus denotes the Hausdorff distance between sets.
Theorem 5.1. Consider the FOSwP described by (5.1) and the sequence of

solutions {zλ}λ>0 obtained from (5.2) on an interval [0, T ], and assume that (A1)
holds; then
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• as λ → 0, the sequence zλ(·) converges uniformly to a Lipschitz continuous
function z(·), and z(·) is a unique solution to the FOSwP (5.1),

• as λ→ 0, proj(zλ(t),S(t)) converges uniformly to z(t) on [0, T ].
As stated at the beginning of the section, several key steps are involved in proving

this result. For pedagogical exposition, we carry out these steps for this simple case
in the sequel. The presentation in Sections 5.1, 5.2 and 5.4.1 is adapted from the
material given in [238] and [427].

5.1.1. Estimates on the sequence {zλ}λ>0. For getting estimates on the

norm of zλ(·) and żλ(·), let us introduce the function dλ(t)
∆
= infy∈S(t) |y − zλ(t)|,

so that dλ(t) = dS(t)(zλ(t)). It is seen that dλ(t) = |zλ(t) − proj(zλ(t),S(t))|. To
obtain a bound on dλ(t), we compute the derivative of d2λ(t):

d

dt
d2λ(t) = lim

ε→0

d2S(t+ε)(zλ(t+ ε))− d2S(t)(zλ(t+ ε))

ε
+
d2S(t)(zλ(t+ ε))− d2S(t)(zλ(t))

ε
.

For the first term, we use the fact that

d2S(t+ε)(zλ(t+ ε))− d2S(t)(zλ(t+ ε))

≤ dHaus(S(t + ε),S(t))
(
dS(t+ε)(zλ(t+ ε)) + dS(t)(zλ(t+ ε))

)

≤ |ε|LS

(
dS(t+ε)(zλ(t+ ε)) + dS(t)(zλ(t+ ε))

)
.

For the second term, we first observe that

d2S(t)(zλ(t+ ε))− d2S(t)(zλ(t)) = d2S(t)(zλ(t) + εżλ(t))− d2S(t)(zλ(t))

+ (dS(t)(zλ(t+ ε))− dS(t)(zλ(t) + εżλ(t)))(dS(t)(zλ(t+ ε)) + dS(t)(zλ(t) + εżλ(t)))

Since zλ(·) is differentiable, zλ(t+ ε) = zλ(t)+ εżλ+ o(ε) and hence dS(t)(zλ(t+ ε))−
dS(t)(zλ(t) + εżλ(t)) = o(ε). This results in

lim
ε→0

1

ε

[
d2S(t)(zλ(t) + εżλ(t))− d2S(t)(zλ(t))

]
=
〈
∇d2S(t)(zλ(t)), żλ(t)

〉

= 〈zλ(t)− proj(zλ(t),S(t)), żλ(t)〉 .

Substitution yields d
dtd

2
λ(t) = 2dλ(t)ḋλ(t) ≤ − 1

λd
2
λ(t) + 2LSdλ(t), or equivalently

d
dtdλ(t) ≤ − 1

2λdλ(t) + LS . By integration, the foregoing inequality gives

dλ(t) ≤ e−t/λdλ(0) + LS

∫ t

0

e−(t−s)/λ ds = λ(1− e−t/λ)LS ,

where we used the fact that dλ(0) = |z0 − proj(z0,S(0))| = 0 since z0 ∈ S(0). It then
follows that for each λ > 0, żλ(t) ≤ (1 − e−t/λ)LS ≤ LS . Over a compact interval

[0, T ], one readily gets the estimate:
∫ T
0
|żλ(s)| ds ≤ T LS , and for each t ∈ [0, T ],∣∣zλ(t)

∣∣ ≤ |z0|+ T LS .

5.1.2. Extracting a converging subsequence. In the light of estimates ob-
tained in the previous section, there exists a subsequence such that zλ(·) converges to
z(·) over this subsequence. One can in fact show that the convergence is strong.

Lemma 5.2. There exists a Lipschitz continuous function z(·), and a subsequence
{zλi

}i∈N which converges uniformly to z(·) on [0, T ]. Moreover, for each t ≥ 0,
z(t) ∈ S(t).
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The proof of Lemma 5.2 is a consequence of the Arzelà-Ascoli theorem since the
sequence {zλi

}i∈N is continuously differentiable and {żλi
}i∈N is uniformly bounded by

the constant LS . The limit function z(·) is also Lipschitz continuous with modulus
LS . To see that z(t) ∈ S(t), we observe from (5.2) that a uniform bound on żλ(·)
ensures that |zλ(t)− proj(zλ(t),S(t))| → 0 as λ → 0. Consequently, zλ(t) gets closer
to S(t) as λ gets smaller, and since S(t) is closed, the limit z(t) belongs to the set
S(t).

5.1.3. Limit is a solution. The final piece in the proof of Theorem 5.1 is the
following lemma, which states that the limit z(·) satisfies a VI.

Lemma 5.3. If ϕ : [0, T ] → Rn is a continuous selection of S(·), that is, ϕ(s) ∈
S(s), for each s ∈ [0, T ], then

∫

[t1,t2[

〈ϕ(s), ż(s)〉 ds ≥
1

2

(
‖z(t2)‖

2 − ‖z(t1)‖
2
)
. (5.3)

Proof. Let zλ(s)
∆
= proj(zλ(s),S(s)), then s 7→ zλ(s) is a continuous mapping.9

Since ϕ(s) ∈ S(s) and λ is positive, it follows from the definition of the projections
that

〈ϕ(s)− zλ(s), żλ(s)〉 =
1

λ
〈ϕ(s)− zλ(s), zλ(s)− zλ(s)〉 ≥ 0,

and hence
∫ t2
t1

〈ϕ(s), żλ(s)〉 ds ≥
∫ t2
t1

〈zλ(s), żλ(s)〉 ds. Since, at the points where

zλ(·) is differentiable, we have 〈zλ(s), żλ(s)〉 = 〈zλ(s)− zλ(s), żλ(s)〉+〈zλ(s), żλ(s)〉 =
1
λ |zλ(s)− zλ(s)|

2
+ 〈zλ(s), żλ(s)〉 , it follows that 〈zλ(s), żλ(s)〉 ≥ 〈zλ(s), żλ(s)〉, and

∫ t2

t1

〈ϕ(s), żλ(s)〉 ds ≥

∫ t2

t1

〈zλ, żλ(s)〉 ds =
1

2

(
‖zλ(t2)‖

2 − ‖zλ(t1)‖
2
)
.

We take limits with respect to λ→ 0. Since zλ(·) converges pointwise to z(·), one has
〈ϕ(s), żλ(s)〉 −→ 〈ϕ(s), ż(s)〉, for each s ∈ [t1, t2], which yields (5.3).
We can now complete the proof of Theorem 5.1 using the aforementioned steps, and
show that the limiting function z(·) is indeed a solution to (5.1). This is done by
showing that for any ζ ∈ S(t), it holds for almost every t ≥ 0 that 〈ζ − z(t), ż(t)〉 ≥ 0,
which in turn implies ż(t) ∈ −NS(t)(z(t)). This is indeed the case since for every
ζ ∈ S(t), we can choose a Lipschitz continuous function ϕ : [t, T ] such that, due to
Lemma 5.3, we get

∫

[t,t+ε[

〈ϕ(s), ż(s)〉 ds ≥
1

2

(
‖z(t+ ε)‖2 − ‖z(t)‖2

)

and by letting ϕ(s) = ζ − (ζ − ϕ(s)), we have

〈ζ, z(t+ ε)− z(t)〉 −

∫ t+ε

t

〈ζ − ϕ(s), ż(s)〉 ds ≥
1

2
〈z(t+ ε) + z(t), z(t+ ε)− z(t)〉

9This is because, by construction, zλ(·) is continuous, and for any x ∈ Rn one can show that
s 7→ proj(x,S(s)) is continuous if S(·) is continuous in the Hausdorff sense. To see the later, let
s′, s′′ ∈ [0, T ], then |x − proj(x,S(s′′))| ≤ |x − proj(proj(x,S(s′)),S(s′′))| ≤ |x − proj(x,S(s′))| +
|proj(x,S(s′))−proj(proj(x,S(s′)),S(s′′)) ≤ |x−proj(x,S(s′))|+dHaus(S(s

′), S(s′′)). In particular,
using [427, Chap. 0, Prop. 4.7], we obtain |proj(x,S(s′))−proj(x,S(s′))| ≤ 4dHaus(S(s

′), S(s′′))|x−
proj(x,S(s′))|+ 2d2Haus(S(s

′), S(s′′)).
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or
〈
ζ −

1

2
(z(t+ ε) + z(t)), z(t+ ε)− z(t)

〉
≥ −ε max

s∈[t,t+ε[
|ζ − ϕ(s)|.

Since z(·) is Lipschitz continuous, z(·) is differentiable almost everywhere on [0, T ].
Thus, for almost every t ∈ [0, T ], where z(·) is differentiable, dividing the last in-
equality by ε and letting ε tend to zero, we get, 〈ζ − z(t), ż(t)〉 ≥ 0 for each ζ ∈ S(t).

5.1.4. Adding Lipschitz perturbations. We now use the foregoing result to
address the systems with perturbations of the form:

ż(t) ∈ −NS(t)(z(t)) + f̃(t), z(0) = z0 ∈ S(0) (5.4)

where f̃ : [0, T ] → Rn is AC. This is a preliminary step in addressing more general
state-dependent perturbations considered in (5.7). To define a solution for (5.4), we

introduce the set-valued mapping S̃(t) = S(t) +
∫ t
0
f̃(s) ds, and let z(t) = z̃(t) −∫ t

0
f̃(s) ds, where ˙̃z ∈ −NS̃(z̃) with z̃(0) = z0. From the previous discussion, z(·)

indeed is a solution to (5.4). Next, we use the above result to obtain a bound on
|z1(t)− z2(t)|, for each t ≥ 0, where zi, i = 1, 2, satisfies

żi(t) ∈ −NS(t)(zi) + f̃i(t) (5.5)

for some AC functions f̃i : [0, T ] → Rn. To compute this bound, it is seen that the
monotonicity of NS(·) yields

1

2

d

dt
|z1(t)− z2(t)|

2 = 〈ż1(t)− ż2(t), z1(t)− z2(t)〉 ≤ 〈f̃1(t)− f̃2(t), z1(t)− z2(t)〉

≤ |f̃1(t)− f̃2(t)| · |z1(t)− z2(t)|,

where the first inequality is due to the monotonicity of NS(t)(·), and the second in-

equality is due to Cauchy-Schwarz. Letting Z(t)
∆
= |z1(t)−z2(t)|2, the above inequality

is rewritten as: Ż(t) ≤ 2|f̃1(t) − f̃2(t)|
√
Z(t). Applying the comparison lemma for

solution of ODEs [349, Lemma 3.4], we get

|z1(t)− z2(t)| ≤ |z1(0)− z2(0)|+

∫ t

0

|f̃1(s)− f̃2(s)| ds. (5.6)

We use this estimate to address the question of existence of solutions to

ż ∈ −NS(t)(z) + f(t, z), z(0) = z0 ∈ S(0). (5.7)

(A2) There exists ρ > 0 such that

|f(t, x1)− f(t, x2)| ≤ ρ|x1 − x2|, ∀x1, x2 ∈ R
n.

We now make use of the estimate obtained in (5.6). Towards this end, consider a
sequence of AC functions {zi}i∈N, with z1(t) = z(0), t ∈ [0, T ], and zi+1(·), for i ≥ 1
obtained as a solution to the inclusion

żi+1(t) ∈ −NS(t)(zi+1(t)) + f(t, zi(t)),
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with initial condition zi(0) = z(0), i ∈ N. Under the Lipschitz continuity assumption,
it follows that for each compact interval [0, T ], there exists a constant ρ such that

|f(t, zi(t))− f(t, zi−1(t))| ≤ ρ|zi(s)− zi−1(s)|.

Then, from (5.6), we have, for each t ∈ [0, T ]: |zi+1(t)−zi(t)| ≤
∫ t
0 ρ|zi(s)−zi−1(s)| ds.

By induction this leads to |zi+1(t) − zi(t)| ≤
(ρ t)i

i! ‖z2 − z1‖L∞([0,T ],Rn). Thus, the
sequence {zi}∞i=1 converges uniformly on every compact interval [0, T ], and it can be

shown that z(t)
∆
= limi→∞ zi(t) is a solution to system (5.7). Uniqueness of solutions

can be shown to hold easily for the inclusion (5.7) due to monotonicity of the operator
NS(t)(·) for each t, see also Section 5.2.4.

5.2. Discretization via Time-Stepping Algorithm. Thus far, we have con-
sidered solutions which are AC. This is primarily because the variation in the set-
valued mapping S(·) is bounded by an AC function. If one relaxes S(·) to evolve
such that the Hausdorff distance between the values of S(·) at any two time instants
is bounded by the variation of a BV function, then the resulting solution will be a
BV function. In what follows, please refer to Appendix E for definitions, as we study
rigorously the existence of solutions where the regularity of S(·) with respect to time
is relaxed as follows:
(A3) there exists a nondecreasing RCBV function µS : [0, T ] → [0,∞), such that

its differential measure, denoted by dµ, has the property that

dHaus(S(t1),S(t2)) ≤ dµ((t1, t2]) = µS(t2)− µS(t1), for every t2 ≥ t1 ≥ 0.

We also relax the regularity assumption on f(·, x) as follows:
(A4) There exists a Lebesgue integrable function β : [0, T ] → [0,∞) such that

|f(t, x)| ≤ β(t) (1 + |x|), for all x ∈ R
n, for all t ≥ 0.

When working with BV functions, the FOSwP (5.7) has to be interpreted in the sense
of measures associated with the BV functions, and care must be taken in defining the
appropriate solution concept.

Definition 5.4. Consider the system (5.7) under the assumptions (A3) and
(A4). An RCBV function x : [0, T ] → Rn is called a solution to system (5.7) if there
exists a nonnegative Radon measure dν, which is AC equivalent to dt+ dµ such that
the differential measure dx is AC with respect to dν, dx

dν ∈ L1([0, T ],Rn; dν), and the
following relation holds:

dx

dν
(t) ∈ f(t, x)

dt

dν
(t)−NS(t)(x(t

+)), dν − a.e. t ∈ [0, T ]. (5.8)

This concept of solution is borrowed from the literature on sweeping processes with
BV solutions, see for example [238], and this solution concept is independent of the
choice of the measure dν (because NS(t)(x) is a cone for any x ∈ S(t)). An important
observation that can be made from (5.8) is that, at time ti, if there is a jump in µS ,
so that the measure dµ is supported on the singleton {ti}, then a jump in the state
trajectory x at ti is also possible, and this jump is represented by:

x(t+i )− x(t−i ) ∈ −NS(ti)(x(t
+
i )),

which is equivalent by (A.6), to solving the following quadratic optimization problem
over a convex set: x(t+i ) = argminv∈S(ti) ‖x(t

−
i )−v‖

2. With this solution concept we
now have the following result:
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Fig. 5.1: Moreau’s catching-up time-stepping algorithm for FOSwP.

Theorem 5.5. Consider system (5.7) under the assumptions (A2), (A3) and
(A4); then there exists a unique solution x(·) in the sense of Definition 5.4.

We will prove Theorem 5.5 by using Moreau’s catching-up time-stepping algo-
rithm, which relates to constructing a sequence of approximate solutions using dis-
cretization in time. In other words, we introduce a sequence of functions {xk : [0, T ] →
Rn}k∈N, and to construct the k-th element of this sequence, we consider a partition of
the interval [0, T ] by choosing the time instants 0 = tk0 , t

k
1 , t

k
2 , · · · , t

k
Nk = T . The func-

tion xk(·) is obtained by interpolating certain points xki , over the interval [tki , t
k
i+1[,

for 0 ≤ i ≤ Nk − 1, where we take xk0(0) = x(0) for each k ∈ N, and let

xki+1
∆
= proj

(
xki + hki+1f(t̂

k
i , x

k
i ),S(t

k
i+1)

)
, (5.9)

where t̂ki ∈ [tki , t
k
i+1[ is chosen such that β(t̂ki ) ≤ infs∈[tki ,t

k
i+1]

β(s), with β(·) given in

Assumption (A4). We will use the notation fki
∆
= f(t̂ki , x

k
i ), and for each k ∈ N,

hki+1
∆
= tki+1 − tki represents the corresponding sampling size (which could be uniform

with respect to i). The sequence is thus obtained by decreasing hk
∆
= max1≤i≤Nk hki

with k increasing, and letting hk → 0 as k → ∞. To see why (5.9) provides a
discretization of (5.7), note that

xki+1 − xki
hki+1

− f(tki+1, x
k
i ) ∈ −NS(tki+1)

(xki+1).

Next, to define xk, we introduce the positive Radon measure dν on the interval [0, T ],

dν
∆
= dµ+ dt, and let

xk(t)
∆
= xki +

dν(]tki , t])

dν(]tki , t
k
i+1])

(
xki+1 − xki − hki+1f

k
i

)
+ (t− tki )f

k
i .

Alternatively, by letting fk(s)
∆
= fki , for s ∈ [tki , t

k
i+1[, we can write

xk(t) = xk(0) +

∫

]0,t]

Πk(s) dν(s) +

∫

]0,t]

fk(s) dt(s) (5.10)
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where, we let Πk(t)
∆
=
∑Nk

t

j=0

xk
j+1−x

k
j−h

k
j+1f

k
j

dν(]tkj ,t
k
j+1])

1]tkj ,t
k
j+1]

(t), in which Nk
t

∆
= max{i | tki+1 ≤

t}, for t ∈ [0, T ]. In the remainder of this section, it will be shown that the sequence
in (5.10) indeed converges, as k → ∞, to an RCBV function, which is a solution of
system (5.7) in the sense of Definition 5.4.

5.2.1. Estimates on the sequence. The first step in establishing the existence
of the limit is to obtain a uniform bound on the L∞-norm of the sequence {xk}k∈N.

Lemma 5.6. The sequence {xk}k∈N is uniformly bounded, and in particular,
there is a constant Cx0,T > 0 such that, for each k ∈ N, and t ∈ [0, T ], the inequality
|xk(t)| ≤ Cx0,T holds.

Proof. From the definition of xki in (5.9), it is seen that

∣∣xki+1 − xki − hki+1f
k
i

∣∣ = dS(tki+1)
(xki − hki+1f

k
i ) ≤ dµ(]tki , t

k
i+1]) + hki+1

∣∣fki
∣∣ , (5.11)

and this inequality results in
∣∣xki+1

∣∣ ≤
∣∣xki
∣∣ + dµ(]tki , t

k
i+1]) + 2hki+1|f

k
i |. By using the

bound on the vector field f(·) in (A4), we get

∣∣xki+1

∣∣ ≤
∣∣xki
∣∣+ dµ(]tki , t

k
i+1]) + 2hki+1β(t̂

k
i )(1 +

∣∣xki
∣∣).

A recursive application of the foregoing estimate leads to

∣∣xki+1

∣∣ ≤
∣∣xk0
∣∣+

i∑

j=0

dµ(]tkj , t
k
j+1]) + 2hkj+1β(t̂

k
j )(1 +

∣∣xkj
∣∣),

which by choosing xk0 = x0, and letting Cβ
∆
=
∫
[0,T ] β(s) ds, results in

∣∣xki+1

∣∣ ≤ |x0|+ dµ([0, T ]) + 2Cβ + 2
i∑

j=0

hkj+1β(t̂
k
j )
∣∣xkj
∣∣ .

Using the discrete version of Gronwall-Bellman Lemma given in Appendix E.2, and
the integrability of β(·), we obtain a bound on xki+1 independent of i and k, so that
∣∣xki+1

∣∣ ≤ Cmax, where Cmax
∆
= (|x0|+ dµ([0, T ]) + 2Cβ)(1 + eCβCβ). This bound can

now be used to get a uniform bound on {xk(·)}k∈N. To do so, we first observe that

hki+1|f
k
i | ≤ hki+1β(t̂

k
i )(1 + |xki |) ≤ (1 + Cmax)

∫ ti+1

ti

β(s) ds.

Substituting this last expression in (5.10) and using (5.11), we can get a constant
Cx0,T such that |xk(t)| ≤ Cx0,T , for all t ∈ [0, T ].

Next step in establishing the existence of a limit, is to compute a bound on the
variation of each element of the sequence {xk}k∈N.

Lemma 5.7. The total variation of each element of the sequence {xk}k∈N is
uniformly bounded, that is, there exists Cvar such that for each k ∈ N, we have

∫

[0,t]

∥∥∥∥
dxk
dν

(s)

∥∥∥∥ dν(s) ≤ Cvar dν([0, t]) (5.12)

for dν-almost every t ∈ [0, t].
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Proof. It is seen from (5.10) that xk(t) = xk(0)+
∫
]0,t]

[
Πk(s)− fk(s)

dt
dν (s)

]
dν(s),

which results in

dxk
dν

(t) + fk(t)
dt

dν
(t) = Πk(t) =

Nk
t∑

j=0

xkj+1 − xkj − hkj+1f
k
j

dν(]tkj , t
k
j+1])

1]tkj ,t
k
j+1]

(t).

From there, it can be shown that
∥∥∥∥
dxk
dν

(t)

∥∥∥∥ ≤ |fk(t)|+ max
0≤j≤Nk

t

∣∣xkj+1 − xkj − hkj+1f
k
j

∣∣ ,

≤ max
0≤j≤Nk

t

∣∣xkj+1 − xkj − hkj+1f
k
j

∣∣+
∣∣fkj
∣∣ .

Because of the uniform bounds on {xk(·)} and {fk(·)}, for each k, the right-hand side
can be bounded by a constant Cvar , and hence the total variation of xk is uniformly
bounded by Cvardν([0, T ]) for each k ∈ N.

5.2.2. Extracting the converging subsequence. Because of Lemma 5.6 and
Lemma 5.7, possibly by extracting a subsequence, it is seen that dxk

dν converges weakly
in the functional space L2([0, T ],Rn; dν) to some map g(·). So, for any t ∈ [0, T ],

∫

[0,t[

dxk
dν

(s)dν(s)
weakly in R

n

−−−−−−−−→

∫

[0,t[

g(s)dν(s)

Also, due to strong convergence of xk(t) to x(t) in Rn for each t ∈ [0, T ], we have
x(t) = x0 +

∫
[0,t[ g(s) dν(s), and hence x(·) is a right-continuous function of bounded

variation, and the measure dx has a density g = dx
dν ∈ L2([0, T ],Rn; dν) relatively to

dν. As a result, dxk

dν

weakly in
−−−−−−−−−−→
L2([0,T ],Rn;dν)

dx
dν , and this leads to dxk

dν (·)
weakly in

−−−−−−−−−−→
L1([0,T ],Rn;dν)

dx
dν (·).

We now show that the sequence fk(·) converges. It is seen that fk(·) is weakly rel-
atively compact in L2([0, T ],Rn; dν). In particular, because of the bound on fk(·),
fk(s) = f(t̂ki , x

k
i ), s ∈ [tki , t

k
i+1], converges to f(s, xk(s)) weakly in L1([0, T ],Rn; dt),

and consequently

fk(·)
dt

dν
(·)

weakly in
−−−−−−−−−−→
L1([0,T ],Rn;dν)

f(·, x(·))
dt

dν
(·).

5.2.3. Limit is a solution. The last part of the proof is to show that x(·)
obtained as the limit of a converging subsequence, is a solution to the differential
inclusion. Invoking Mazur’s Lemma in Section E.1, there exists a sequence ζn(·), such
that,

ζn(·) ∈ co

{
dxk
dν

(·)− fk(·)
dt

dν
(·) : k ≥ n

}

and ζn converges strongly in L1([0, T ],Rn; dν), i.e.,

ζn(t) −→
dx

dν
(t)− f(t, x(t))

dt

dν
(t), dν − a.e. t ∈ [0, T ].

Next, we recall from our construction that, for each t ∈ [tki , t
k
i+1],

dxk
dν

(t)− fk(t)
dt

dν
(t) = Πk(t) ∈ −NS(tki+1)

(x(tki+1)),
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and in particular the left-hand side is uniformly bounded, for each k ∈ N, t ∈ [0, T ].
Next, for each t ∈ [0, T ], it is possible to construct a sequence, tkik+1 → t such that

t ∈ [tkik , t
k
ik+1] and xk(t

k
ik+1) → x(t). For each ξ ∈ S(t), there also exists a sequence

ξk ∈ S(tkik+1) such that ξk → ξ ∈ S(t), and we thus have

〈
dxk
dν

(t)− fk(t)
dt

dν
(t), x(t) − ξ

〉
=

〈
dxk
dν

(t)− fk(t)
dt

dν
(t), xk(t

k
ik+1)− ξk

〉

+

〈
dxk
dν

(t)− fk(t)
dt

dν
(t), x(t) − xk(t

k
ik+1) + ξk − ξ

〉
.

The first term on the right-hand side is non-positive and from the bounds computed
in Lemma 5.6 and Lemma 5.7, and using (A4), we thus get, for some C > 0,

〈
dxk
dν

(t)− fk(t)
dt

dν
(t), x(t) − ξ

〉
≤ C

(
|x(t)− xk(t

k
ik+1)|+ |ξk − ξ|

)
.

Hence, for every ξ ∈ S(t), limk→∞

〈
dxk

dν (t)− fk(t)
dt
dν (t), x(t) − ξ

〉
≤ 0, and

〈
dx

dν
(t)− f(t, x(t))

dt

dν
(t), x(t) − ξ

〉
≤ lim sup

n→∞
〈ζn, x(t)− ξ〉 ≤ 0,

which is equivalent to: dx
dν (t) − f(t, x(t)) dtdν (t) ∈ −NS(t)(x(t)), dν − a.e. t ∈ [0, T ],

and we have the desired inclusion.

5.2.4. Forward uniqueness and continuous dependence on initial data.
One of the nicest properties of the systems governed by FOSwP, is that one can invoke
maximal monotonicity of the normal cone operator, to prove the forward uniqueness
of solutions and continuous dependence of the solution on the initial condition and
system data. This property does not carry over to SOSwP and HOSwP as we will
see later. More precisely, if xj : [0, T ] → R

n, j = 1, 2, are two solutions satisfying the

DI (5.8) with initial conditions xj(0) = xj0, then (using Assumption (A2) and the
maximal monotonicity of the normal cone mapping)

1

2

d

dν
|x1(t)− x2(t)|

2 =

〈
dx1
dν

(t)−
dx2
dν

(t), x1(t)− x2(t)

〉

≤ 〈f(t, x1(t))− f(t, x2(t)), x1(t)− x2(t)〉
dt

dν
(t)

≤ ρ|x1(t)− x2(t)|
2 dt

dν
(t).

Integrating both sides with respect to dν, we get, for each t ∈ [0, T ],

|x1(t)− x2(t)|
2 ≤ exp (2ρdν([0, t]))|x1(0)− x2(0)|

2.

Uniqueness of solutions thus follows readily from the foregoing estimate, and moreover,
one can obtain the bounds on the difference of the two solutions starting from two
different initial conditions. One also observes that, if there is no perturbation, that is,
f(t, x) ≡ 0, then the difference between the two trajectories at all times is bounded
by the difference between their initial conditions. Uniqueness has been shown for the
ZOSwP in [114] (prox-regular compact S(t)), for the FOSwP in [172] (convex S(t)),
[241, 177, 237, 143] (prox-regular S(t)), [446, 375] (prox-regular S(t) with bounded
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retraction), [487] (convex S(t) with bounded retraction), [25] (degenerate FOSwP
with prox-regular S(t)), [203] (integral perturbation and prox-regular S(t)), [535]
(set-valued perturbation), [348] (maximal monotone DIs), [410] (subdifferential DIs),
[278] (EVIs of second kind). Continuous dependence holds for DIs as in (3.8) (b) with
K prox-regular and f(·) Lispchitz continuous [33, Theorem 4.2].

It is important to note that the aforementioned discussions relate to forward
uniqueness as, in general, the uniqueness does not hold backward in time for the
systems under consideration. To see this we revisit Example 4.

Example 8. Consider the scalar FOSwP: ẋ ∈ −N[t,t+1](x), t ≥ 0, and x(0) ∈
[0, 1]. Consider the initial condition x(0) = x0 ∈ [0, 1]. Then the solution of this
system is given by

x(t) =

{
x0, if 0 ≤ t ≤ x0,

t, if t ≥ x0.

Clearly, for each t̄ ≥ 0 and given x(t̄), there is a unique value for x(t) for each t ≥ t̄.
However, there is no unique way to reconstruct the solution on the interval [0, t̄) for
a given x(t̄).

5.2.5. LCS with relative degree one. An important application of the sweep-
ing processes are the complementarity systems which have found applications in sev-
eral applications. We will use these systems as a case study for results on existence of
solutions. To see an application of FOSwP in the context of complementarity systems,
consider the system (2.22) described by

ẋ = f(t, x) +Bλ (5.13a)

0 ≤ λ ⊥ z = Cx+Gu+H ≥ 0. (5.13b)

Under the assumption that there exists a positive definite matrix P ∈ Rn×n satisfying
PB = C⊤, and by letting z = Rx where R is the positive square root of P , it follows
from basic convex analysis (see Section 3.4 or [143]) that (5.13) can be rewritten as

ż(t)−Rf(t, R−1z(t))−REu(t) ∈ −NS(t)(z(t)), where S(t)
∆
= {x ∈ Rn |CRx+Gu(t)+

H ≥ 0}. This system is in the form of (5.7) and one can then impose assumptions
on the mapping S(·), which can indeed be written in terms of system data [143], to
guarantee existence of solutions.

5.2.6. Other results on existence of solutions. We demonstrated two prin-
cipal techniques to study existence of solutions for FOSwP. In this section, we give an
overview of some results which have been obtained for more general class of systems
using these techniques, and also some of the other results which are obtained from
using other proof techniques.
• Extensions of Time-Stepping Algorithms: After being initially proposed for un-
perturbed FOSwP with convex-valued time-varying set-valued mappings, Moreau’s
catching-up algorithm has been used to prove existence results for several general-
izations of FOSwP. We mentioned [439, 427] as classical references on this topic, but
similar results can be found in [147, 209, 512, 531, 446, 445, 444, 559, 199, 116, 487].
Among extensions and similar studies, we also find discretization for different kinds
of variational inequalities [27, 23, 43, 388, 462], set-valued perturbations [169, 237],
state-dependent FOSwP [39, 46, 26, 170, 293, 296, 376], time-delay FOSwP and
SOSwP [235, 236, 117, 450, 174, 177], time-dependent maximal monotone DIs
[64, 153], proximal algorithms, i.e., implicit or backward Euler discretization of
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(2.16), for optimization problems [48, 57, 286, 412, 477] (it is known that an ex-
plicit Euler method has strong drawbacks [477, Sections 3.3, 6.3]). Systems with
prox-regular set-valued mappings have also been studied using time-stepping algo-
rithms [42, 186, 204, 238].

• Fixed-Point Methods: As it is done in the case of conventional dynamical systems
described by ordinary differential equations, it is possible to describe the solutions
of system (5.7) as the fixed point of an operator acting on the space of the solutions.
Existence results based on fixed-point theory can be found in [24, 172, 241, 177].

• General regularization techniques: We presented one particular regularization tech-
nique based on Moreau-Yosida approximations which finds its origin in [434, 436],
and has been used in [54, 367, 340]. Other instances of regularization methods that
exist in the literature are in [29, 105, 203, 422, 535, 415, 504], some of which use
the reduction of FOSwP to compact DIs (see Section 3.3). Regularization is also
used to derive Pontryagin optimality conditions in the optimal control of FOSwP,
see e.g., [54].

• Particular methods for complementarity systems: For LCS, we find proofs of well-
posedness based on similar discretization schemes in [299, 510]. Apart from trans-
forming the systems in the sweeping process, the particular structure of LCS can be
studied using other techniques (following an “event-driven” analysis strategy) [307].
One can also rewrite the system in frequency domain using Laplace transform and
recast the Cauchy problem as rational complementarity problem [151]. These meth-
ods, specifically designed for LCS, can also handle distributional solutions which
result from higher relative degree between the complementarity variables.

• Other methods: Some other proof techniques different from the above ones, have
been investigated in [486, 485, 363] for FOSwP with no perturbation, and BV
solutions.

5.3. Maximal monotone DIs. The tools used in studying the solutions of
FOSwP and its variants have also been useful in studying the solution concepts for
DIs with maximal monotone mappings on the right-hand side. These are the inclusions
modeled as

ẋ ∈ −M(t, x), x(0) ∈ cl(domM(0, ·)) (5.14)

where M(t, ·) : Rn ⇒ Rn is a maximal monotone operator. For autonomous maxi-
mal monotone DIs (which do not depend on time), one finds a rather comprehensive
treatment in the books [62, 123]. These approaches can be generalized to some extent
when there is a time-dependent function entering in the dynamics additively, but ex-
tending these results to the general case, where the domain of the set-valued operator
is in particular time-varying, has proved rather challenging. In [560], we see one of
the first attempts to study systems with time-varying domains, where a very strong
regularity assumption was imposed with respect to the pseudo-distance between two
maximal operators M1, M2 defined as

dsvm(M1,M2)
∆
= sup

{
〈η1 − η2, z2 − z1〉

1 + |η1|+ |η2|
, ηi ∈ Mi(zi), zi ∈ dom(Mi), i = 1, 2

}
.

(5.15)
It is noted that, when M(t, x) = NS(t)(x) with S(t) closed convex, then we get
dsvm(M(t1, ·),M(t2, ·)) = dHaus(S(t1),S(t2)) and hence imposing continuity on the
mapping M(·) in (5.14) was seen as a natural extension of the continuity assump-
tion imposed on the domains in FOSwP. In particular, [560] requires the mapping
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M(t, ·) to be uniformly continuous, that is, there exists a sequence of piecewise
constant operators Mi : [0, T ] × Rn ⇒ Rn such that for each t ∈ [0, T ] one has:
limi→∞ dsvm(M(ti+1, ·),M(ti, ·)) = 0. In [368] this line of work is generalized to
consider systems where the regularity with respect to time can be relaxed to a BV
function, in order to cover some results developed in the context of FOSwP.
However, in a recent work [153], it has been shown that working with the notion
of dsvm is restrictive for the systems of form (5.14). In particular, it is seen that
continuity with respect to this particular notion of distance may not hold for LCS
with time-varying terms in the complementarity relations as seen in the following
example.

Example 9. Consider an LCS given by

ẋ(t) = Bλ(t) (5.16a)

0 ≤ λ(t) ⊥ z(t) = B⊤x(t) +Dλ(t) + v(t) ≥ 0, (5.16b)

where B = [ 01 ], and D =
[

0 1
−1 0

]
. Consider the set-valued mapping F : R2 ⇒ R2

given by F(ζ) = {η | η ≥ 0, ζ ≤ 0, and 〈η, ζ〉 = 0} . It can be verified that (5.16) can

be written in the form (5.14), with M(t, x)
∆
= B(F+D)−1

(
B⊤x+v(t)

)
, where M(t, ·)

is maximal monotone for each t. Let v : [0, T ] → R2 be an AC function such that for
some t1, t2 ∈ [0, T ], we have

v(t1) =

[
0
0

]
and v(t2) =

[
−1
0

]
.

Let Mi
∆
= M(ti, ·) with i = 1, 2. It can be verified that 0 ∈ M1(ρ+1) and 1 ∈ M2(0)

for any ρ ≥ 0. From Definition 5.15, we get

dsvm(M1,M2) = sup
x1 ∈ dom(M1), y1 ∈ M1(x1),

x2 ∈ dom(M2), y2 ∈ M2(x2)

〈y2 − y1, x1 − x2〉

1 + |y1|+ |y2|
≥
ρ+ 1

2
.

Since the righthand side is not bounded, we can conclude that the set-valued mapping
M(t, ·) is not AC with respect to dsvm.
This example shows that the direct extensions of sweeping-process-based results to
maximal monotone operators, such as the ones reported in [368], have their limita-
tions. However, a result on existence and uniqueness of solutions for system (5.14),
which overcomes these limitations, has appeared in [153]:

Theorem 5.8. Consider the system (5.14) and assume that the following as-
sumptions hold:

1. For each t ∈ [0, T ], the operator M(t, ·) is maximal monotone.
2. There exists a nondecreasing function ϕ ∈ AC([0, T ],R) such that

sup
z∈domM(s,·)

d
(
z, domM(t, ·)

)
≤ ϕ(t)− ϕ(s), ∀s, t with 0 ≤ s ≤ t ≤ T.

3. For every positive number r, there exists σr ∈ L1([0, T ],R+) such that

|M0(t, x)| ≤ σr(t)(1 + |x|)

for all x ∈ Bn(r) ∩ domM(t, ·) with t ∈ [0, T ].
4. The set-valued mapping t 7→ graph(M(t, ·)) is outer semicontinuous on [0, T ].
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Then, there exists a unique solution x ∈ AC([0, T ],Rn) of (5.14).
Proof. (sketch of) The proof of this result uses similar tools as we used in proving

existence of solutions to FOSwP. Let us start by partitioning the interval [0, T ] by

choosing the time instants tk0 , t
k
1 , t

k
2 , · · · t

k
Nk , and let hki+1

∆
= tki+1−t

k
i , and h

k ∆
= maxi h

k
i .

In what follows, we provide the construction of an approximate solution xk : [0, T ] →
Rn for a fixed k. As we increase k, so that hk → 0, the sequence {xk}k∈N is seen
to converge and the limit is a solution. More specifically, for the chosen discrete

time instants, a sequence xki+1 =
(
In + hki+1M(tki+1, ·)

)−1
(xki ) is introduced. Recall

that for each real h > 0, the operator
(
In + hM(tki+1, ·)

)−1
is the so-called Yosida-

approximation of M(tki+1, ·). Next, we introduce the function ψ : [0, T ] → R+ as

ψ(t)
∆
= t+ 2ϕ(t) + (1 + γ)

∫ t

0

σrγ (s) ds ∀ t ∈ [0, T ], (5.17)

which is used in constructing the sequence of approximate solutions as follows:

xk(t)
∆
=

ψ(tki+1)− ψ(t)

ψ(tki+1)− ψ(tki )
xki +

ψ(t)− ψ(tki )

ψ(tki+1)− ψ(tki )
xki+1 (5.18)

where t ∈ [tki , t
k
i+1] and i ∈ {0, 1, . . . , Nk − 1}. By definition, xk(·) is a continuous

function and xk(t
k
i ) = xki for all i ∈ {0, 1, . . . , Nk}. It can be then shown, under the

hypothesis of the theorem, that

x(t)
∆
= lim

|hk|→0
xk(t)

is the desired solution to the inclusion (5.14). The details appear in [153].
As alluded to in Section 5.2.6, the time-discretization of maximal monotone DIs is
closely linked with proximal algorithms and convex optimization [48, 57, 286, 477],
the first result on this topic can be found in [412] when M(t, x) = NK(x), K ⊂ Rn

closed convex compact.

5.3.1. Time-varying complementarity relations. As a consequence of these
general results on time-varying maximal monotone operators, we can treat the cone
complementarity systems described by

ẋ(t) = f(t, x) +Bη(t) (5.19a)

v(t) = Cx(t) +Dη(t) + h(t), (5.19b)

K ∋ v(t) ⊥ η(t) ∈ K⋆, (5.19c)

where the primary difference compared to (5.13) is due to the presence of a matrix
D < 0, and the Lebesgue-measurable function h : [0,∞) → Rm in (5.19b). As a
generalization, we consider K to be a closed, convex polyhedral cone, while K⋆ is its
dual cone (see Section A.1). We introduce the set-valued mapping

S(t)
∆
= {z ∈ R

m | z + h(t) ∈ K} (5.20)

and reformulate the dynamics of (5.19) as

η(t) ∈ −NS(t)(Cx(t) +Dη(t)). (5.21)

Because of the added structure on the set K, and the regularity assumption on h(·),
it is possible to rewrite the conditions for the well-posedness of (5.19).

Corollary 5.9. [524] Consider the system (5.19) with the vector field f(t, x)
satisfying (A2), and suppose that
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• D < 0 and there exists P = PT ≻ 0 such that ker(D+DT ) ⊆ ker(PG−CT ).
• It holds that 10 rint(K − h(t)) ⊆ rint(Im(∂σK−h(t) +D)) and DK∗ ⊆ Im(C).
• The matrix C is such that 11 Im(C)−K = Rm.

• For each x ∈ Rn and t ≥ 0, if the set Λx(t)
∆
= {η ∈ K∗ | v = Cx+Dη+h(t) ∈

K, 〈η, v〉 = 0} has a nonzero element, then Λx(t) ∩ Im(D +DT ) 6= ∅.
If h(·) is locally AC (respectively, RCBV), then there exists a unique weak solution to
(5.19) which is continuous (resp. RCBV).

The basic idea in [524] is that these assumptions allow us to rewrite the system in
the form: ż ∈ f(t, z)−M(t, z), with M(t, ·) maximal monotone for each t, and f(t, ·)
has some Lipschitz continuity. One can then combine the result of Theorem 5.8 and
the development in Section 5.1.4 to prove this result.

5.4. Solutions of SOSwP. The particularity of FOSwP is that the regularity
of solutions is determined by the regularity of the set-valued mapping S(·), which is
prespecified for the problem. However, in SOSwP and HOSwP, the jumps in the state
trajectories occur when some components of the state hit the constraint surface. The
discontinuity of certain state variables makes it difficult to obtain the estimates that
allow us to construct converging sequences. To consider the question of existence of
solutions to system subjected to the unilateral constraints described in (2.6) or (4.10),
let us introduce the formal notion of solution.

Definition 5.10. A solution to the Cauchy problem (2.6) (or (4.10)) with an
initial condition (q0, v0) ∈ Φ× V (q0), over an interval I = [0, T ], is a pair (q, v) such

that v(·) is RCBV on I; q(t) = q0 +
∫ t
0
v(s)ds; q(t) ∈ Φ and ve(t) ∈ V (q(t)) for all

t ≥ 0; and furthermore, there exists a positive measure dν such that both dt and dv
possess densities with respect to dν, denoted by dt/dν and dv/dν respectively, and

M(q)
dv

dν
(t) + F (t, q, v)

dt

dν
(t) ∈ −NV (q(t))(ve), dν-a.e. on I. (5.22)

The choice of the measure dν is not unique since the right-hand side of (2.6c) is
a cone. However, by Lebesgue-Radon-Nikodym Theorem, the functions dt/dν(·) ∈
L1(I, R; dν) and dv/dν(·) ∈ L1(I,R

n; dν) are uniquely determined for a given dν.

5.4.1. Constructing Solutions via Discretization. We here present a result
which uses a time-stepping algorithm as the main tool for establishing the existence
and uniqueness of the solution. For this result, the following regularity assumptions
are required on the system data:

(H1) The function F (·, ·, ·) is continuous and is continuously differentiable (C1)
with respect to its second and third arguments.

(H2) The mapping M(·), from Rn to the set of symmetric positive definite matri-
ces, belongs to class C1;

(H3) For each i ∈ {1, . . . ,m}, the function hi ∈ C1(Rn,R), its gradient ∇hi(q)
is locally Lipschitz continuous and does not vanish in a neighborhood of
{q ∈ Rn |hi(q) = 0}.

(H4) The active constraints are functionally independent, i.e., {∇hi(q)}i∈I(q) is
linearly independent for all q ∈ Φ, where I(q) = {i |hi(q) = 0}.

10We always have the inclusion K − h(t) = ∂σK−h(t)(0) ⊆ Im(∂σK−h(t) +D). However, the set
inclusions are not preserved by the rint operator in general.

11The equation Im(C) − K = Rm is to be interpreted in the sense that, for each h ∈ Rm, there
exists x ∈ Rn, and v ∈ K, such that h = Cx− v.
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(H5) For each q ∈ Φ, for all (i, j) ∈ I(q)× I(q), i 6= j,

{〈
∇hi(q),M

−1∇hj(q)
〉
≤ 0, if e = 0,〈

∇hi(q),M−1∇hj(q)
〉
= 0, if e ∈]0, 1].

Under these conditions, we consider a sequence of solutions using the time discretiza-
tion principle. Let h > 0 be a given time-step, set qki+1 = qki + hkvki , and the velocity
vk(·) is obtained via

M(qki+1)

(
vki+1 − vki

hk

)
+ F (tki+1, q

k
i+1, u

k
i ) ∈ −NV (qki+1)

(
vki+1 + evki

1 + e

)
, (5.23)

which is an extension of Moreau’s catching-up algorithm used for the FOSwP. The
elements of the set in the right-hand side of (5.23), are approximations of the contact
forces impulses, see [4, Chapter 10] [130, Section 5.7.3]. Hence they are bounded
variables, even at impact times. Using (A.6) we can write vki+1 more explicitly as

vki+1 = −evki + (1 + e) projM(qki+1)

(
V (qki+1); v

k
i +

hk

1 + e
M−1(qki+1)F (t

k
i+1, q

k
i+1, v

k
i )

)
.

As a result, let us consider the sequence of approximate solutions {qk, vk}k∈N defined
on the interval [0, T ] as follows:

{
qk(t) = qki + (t− ihk)vki , t ∈ [tki , t

k
i+1),

vk(t) = vki , t ∈ [tki , t
k
i+1).

(5.24)

The following result shows the existence of solutions, locally in time, on an interval
[0, τ ] which depends only on the data and does not depend on the approximate solu-
tions. This local behavior is due to the fact that the nonlinearities M(·) and F (t, ·, ·)
are only assumed to be locally Lipschitz continuous, and thus the finite escape times
may occur even if the solution trajectories do not hit the constraint boundary.

Theorem 5.11. Consider the initial value problem (2.6) under the hypothe-
ses (H1)–(H5). Then there exist a maximal interval [0, τ ], τ ≤ T , and (q, v) ∈
C0([0, τ ],Rn) × RCBV ([0, τ ],Rn) such that a subsequence of {qk, uk}k∈N defined in

(5.24) such that qk
strongly in
−−−−−−−−→
C0([0,τ ],Rn)

q and uk → u except possibly on a countable set, and

(q, v) is the solution to (2.6).

5.4.2. Continuity of solutions with respect to system data. The foregoing
result shows that a sequence of approximate solutions converges to the actual solution
of the system under the hypotheses (H1)–(H5), and hence continuity of solutions
w.r.t. initial data also holds (in the single constraint one degree-of-freedom case, this
property was shown in [499, Theorem 5.1]). However, this continuity comes at the
price of restrictions imposed on the geometry of constraints in (H5), which requires
the boundaries of the configuration space to intersect orthogonally, or to make an acute
angle in the kinetic metric [130, Section 6.2.7]. Indeed, if such orthogonality is not
imposed, we do not get continuity with respect to initial conditions. As an example,
consider two types of geometrical configurations between two linear constraints in
Figure 5.2, with restitution coefficient e = 1. The constraints in Figure 5.2a do
not respect (H5). For some ε1, ε2 > 0, consider three sets of initial condition with
same initial velocity, i) on the bisector, denoted by (q1, q2), ii) left side of the bisector
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(q1−ε1, q2+ε2), and iii) right-side of the bisector (q1+ε1, q2−ε2), which can be made
arbitrarily close to each other by choosing ε1 and ε2 small enough. The resulting
trajectories however diverge away from each other in different directions after the
impact. The situation however does not occur when the constraints are orthogonal
to each other in Figure 5.2b.

5.4.3. Other results for Lagrange systems and SOSwP. Well-posedness
analysis for complementarity mechanical systems started in 1959 with Bressan’s coun-
terexample to uniqueness [120], then again in 1978 [498] (in 1985 for the SOSwP
[426]), and was still the object of investigations almost fourty years later [465, 466].
The result presented in Theorem 5.11 is a strong result in the sense it shows conti-
nuity of solutions with respect to initial data. There are results on existence of so-
lutions for SOSwP, based on other techniques, which establish existence and unique-
ness of solutions without any claims about continuity with respect to initial data
[73]; However, such works assume the analyticity of data to guarantee the unique-
ness and avoid Bressan’s pathological counter-examples [130, Section 2.4.3] (analycity
is used also in [499] [473, Theorem 3.7] [474]). The earlier works on SOSwP were
concentrated on single constraint (so that (H5) holds trivially). In these works, we
see approaches based on Yosida-Moreau regularization [498, 467], and time-stepping
schemes [426, 427, 403, 233, 234]. Extensions to systems with dry Coulomb friction
have also been considered, see [519, 75] for earlier references, and more recently using
time-stepping methods in [465, 466]. Painlevé paradoxes, which are some kind of
singularity [130, 265, 182], are a source of major difficulty in the analysis of systems
with set-valued friction. The results about maximal monotone DIs do not apply di-
rectly, because of the mass matrix inverse that ususally destroys the monotonicity of
M(q)−1∂ϕ(q̇).

5.5. Higher order sweeping processes. Following the template of Section 2.1,
we now address the solutions of HOSwP. In moving from FOSwP to SOSwP, we
saw that static constraints on the position variable translate into constraints on the
velocity variable with possible discontinuities (depending on the state variable). In
HOSwP, one basically describes constraints on the higher derivatives of a component
of the state variable (which has static constraints). For such systems, we restrict
our attention to the linear dynamics described in (2.9) and their solution has to
be interpreted in the following sense: Find nonnegative real-valued Radon measures

(a) Loss of continuity in non-orthogonal con-
straints.

(b) Continuity holds when the constraints
are orthogonal.

Fig. 5.2: Graphical illustration of continuity with respect to initial condition in sys-
tems with multiple constraints.
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dνi relative to which the Lebesgue measure dt and the Stieltjes measure dzi possess
densities dt

dνi
and dzi

dνi
respectively such that, for 1 ≤ i ≤ r − 1

dzi
dνi

− zi+1(t)
dt

dνi
(t) ∈ −NT i−1

Φm
(Zi−1(t−))(ze,i(t)), dνia.e. t ∈ [0, T ] (5.25a)

and

(CAr−1B)−1

[
dzr
dνr

− CArW−1z(t)
dt

dνr
(t)

]
∈ −NT r−1

Φm
(Zr−1(t−))(ze,r(t

+)) (5.25b)

The following result is borrowed from [6] and uses the structure of the system combined
with analysis over an appropriately chosen distributional solution space.

Theorem 5.12. Consider system (2.9) with m = 1. If CAr−1B > 0, then there
exist locally RCBV functions zi and Radon measure dνi, 1 ≤ i ≤ r that satisfy (5.25).
The function ζ(·) satisfying (2.8c) is locally AC. These results extend to m ≥ 2 with
the sufficient condition that CAr−1B be a Stieltjes matrix.

5.5.1. Constructing Discretized Solutions. As done in the previous section,
the discrete approximations of the solutions are constructed by a sequence of piecewise
continuous functions. To define the N -th element of this sequence, we consider the
points t0 = 0, tj ∈ [0, T ], 1 ≤ j ≤ N − 1, tN = T , so that the interval [0, T ] is
split in N intervals of the form [tj , tj+1[, 0 ≤ j ≤ N − 1. For this fixed partition,
the corresponding discrete solution is given by xN : [0, T [→ Rn, where xN (t) =

[zN
⊤

(t), ζN
⊤

(t)]⊤. The functions zN(·) and ζN (·) are obtained by setting zN(t) = zNj ,

and ζN (t) = ζNj , for t ∈ [tj , tj+1[; the vectors z
N
j and ζNj are obtained by the following

algorithm: zNj = [zN1,j , . . . , z
N
r,j ]

⊤, with the points zNi,j ∈ R, 1 ≤ i ≤ r, 0 ≤ j ≤ N − 1
obtained by

zNi,j+1 − zNi,j − hzNi+1,j+1 = νNi,j+1 ∈ −NTΦ(ZN
i−1,j)

(zNi,j+1), 1 ≤ i ≤ r − 1

while using the notation ZNi,j = (zN1,j, z
N
2,j , . . . , z

N
i,j), and

zNr,j+1 − zNr,j − hCArW−1zNj+1 = CAr−1BνNr,j+1,

νNr,j+1 ∈ −NT r−1
Φ (ZN

r−1,j)
(zNr,j+1).

For the zero dynamics, we use for the sake of simplicity a backward Euler scheme:
ζNj+1 − ζNj = h(A0ζ

N
j+1 +B0z

N
1,j+1), and the vector of discretized multipliers by νNj+1,

that is, νNj+1 = [νN1,j+1, . . . , ν
N
r,j+1]

⊤. Then the discrete-time system can be rewritten
compactly as

xNj+1 − xNj = hWAW−1xNj+1 +GνNj+1

where we recall that G =

[
I(r−1)×(r−1) 0

0 CAr−1B
0 0

]
. Consider the step function νN :

[0, T ] → Rr such that νN (t) = νNj , for t ∈ [tj , tj+1[ and ν
N (T ) = νNN .

Proposition 5.13. Assume that the triplet (WAW−1, G,H) is observable, con-
trollable and positive real. Then the following statements hold:

• CAr−1B > 0 and
• There exists a subsequence {xNk} of {xN} which converges pointwise to an
RCBV function x : [0, T ] → Rn, and a subsequence {νNk} of {νN} which
converges pointwise to an RCBV function ν : [0, T ] → Rr.
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5.5.2. LCS with higher relative degree. So far, we have considered LCS
under the passivity assumption, which have an underlying transfer matrix of index 1
(see Definition C.1 and Theorem D.2). Some results on solutions of complementarity
systems with relative degree greater than 1 can be obtained by using the framework
of HOSwP. To see this, consider the system (2.22). If this system has a relative degree
r, and CAr−1B > 0, then by letting z1 = Cx, it is possible to rewrite the system in
the form (2.8).

Corollary 5.14. Consider system (2.22) with the matrices D,E, F,G,H to be
identically zero, and assume that the system has a relative degree r, and CAr−1B > 0.
Then, the system has a unique solution in the class of piecewise smooth distributions.

Results in the multivariable case (m > 1) can be found in [6, 132] and in [307] with
a narrower class of distribution solutions. They all rely on some kind of positivity of
the leading Markov parameter (Stieltjes or P-matrix).

5.6. Extensions and Perspectives. To conclude this section, we highlight
some elements of the ongoing research in the area of existence of solutions for the
nonsmooth systems being studied in this article.

• Extensions involving Complementarity Systems: For LCS, the choice of functional
space of solutions depends on the relative degree of the complementarity variables
[6, Proposition 3, Corollary 2] [307, 151, 155]. Roughly speaking, solutions are
Schwartz’ distributions with degree ≤ r. See [159, 136, 143] for LCS via FOSwP
or unilateral DIs with maximal monotone operators (Section 2.2). Existence or
non-existence of accumulation of events (Zeno states) is analysed in [298]. Exten-
sions of LCS may be found in [135, 136, 154]. For NLCS (2.24), local analytic
solutions are used in [549], global AC or right-continuous LBV (hence admitting
state jumps) solutions in [143], see also [550] for a class of cone NLCS with solu-
tions in W 1,2([a, b]);Rn) and integrable λ. Relaxing the assumptions of Corollary
5.9 should be tackled. MLCS and MLNCS as in (2.28) (2.25) and (2.27) deserve
attention, both for the well-posedness and the numerical analyses.

• Well-posedness results for control problems: The recent trend in the research on
the class of nonsmooth systems relates to addressing control problems, for example,
feedback stabilizing control [429, 524], state-estimators [522, 523], or optimal control
related problems [54, 144, 200, 201, 202, 207, 316]. In all these works, one sees
novel type of interconnections of nonsmooth systems arise and generalizing the
scope of current results to such systems is one possible direction for research. Also,
for optimal control related problems, since we are essentially dealing with state-
constrained systems, the application of Pontryagin’s maximum principle to get
(necessary conditions) adjoint equations for optimal trajectories and control, seems
to be in the form of HOSwP with two-point boundary values [128], instead of the
initial value problems discussed in this article. Addressing solutions to such systems
definitely requires some novel tools and methodology.

• Despite of the fact that the systems we deal with are basically nonsmooth, their
solutions can be arbitrarily smooth in some cases, as shown in [497] for the PDS
in (2.31), depending on the smoothness of bd(K) and of f(x) + g(t). Thus, it is of
interest analyze the structures which contribute to regularity of the solution.

Remark 23 (Infinite-dimensional case). Apart from time-independent maximal
monotone DIs that were largely aimed at treating infinite dimensional problems [123],
several extensions of the foregoing finite-dimensional formalisms towards infinite di-
mensions have been published, mainly for the FOSwP and EVI in Hilbert spaces, see
e.g., [289, 290, 28, 395, 394, 37, 196, 235], where compactness assumption on S(t)
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becomes crucial to guarantee the convergence of subsequences of bounded sequences of
continuous maps. See also [195, 327, 197] for PDS.

6. Stability of equilibria. This section mainly deals with the extension of the
absolute stability problem [139, Section 3.13] to the above set-valued systems. Here
we do not deal with bifurcations and chaos analysis, see [384] and [224] for complete
analyses of this topic. Before presenting some results, we highlight some peculiar
features for the systems modeled by (1.1), which are not shared by smooth systems.

1. Nonsmooth systems as the above ones, may be unstable while the correspond-
ing unconstrained system (obtained setting w = 0 in (1.1)) is asymptotically
stable [584, 280]. In particular this occurs when the equilibria are on the ad-
missible domain boundary. Therefore, stability analysis needs to be adapted
accordingly.

2. Jump-times mismatch in systems with state jumps: two arbitrarily close trajec-
tories outside jumps, become distant (in the usual metric) in the jump instant
neighborhood [130, Section 1.3.2.3].

3. Accumulations of events, also known as Zeno behaviour (impacts, frictional
stick/slip transitions, switches in some sliding-mode control systems [4, section
6.3.2], switches between complementarity modes in LCS) often occur. In some
particular cases (LCS and DVIs with D a P-matrix, or NLCP with strongly
regular solutions [156, 509, 298, 461], mechanical systems with conservative
impacts [74], some PWL systems [534, 532]), solutions can be shown to be
Zeno-free.

4. Constrained state in closed, moving or fixed set, with changing vector field on
the set boundary (due to the existence of the multiplier w in (1.1)).

5. Changing dimension (with added or deactivated constraints) after possible ac-
cumulation of events (impacts, stick/slip), or creation of a sliding motion,
occurring in finite-time: the underlying mechanism is the existence of a multi-
plier which takes care of the switch between the two dynamics (in Mechanics
with frictionless contact this is a normal contact force, in case of friction this
is a tangential contact force inside the Coulomb’s cone, in circuits this is a
combination of voltages and currents, in sliding-mode with attractive surface,
this is a control action that is a selection of the set-valued controller).

6. Continuity of solutions w.r.t. initial data, does not always hold (like in mechan-
ical systems with multiple constraints [130, 464], see Figure 5.2). This raises
a difficulty in applying invariance results which often use such continuity as a
key assumption to guarantee positive invariance of limit sets.

7. Reversibility, or uniqueness in backward time, may be lost (think of a ball
bouncing on a ground, with zero restitution: an infinite number of trajectories
leads in finite time to the static equilibrium). See also Example 8.

8. Forward uniqueness of solutions often holds (see Sections 5.2.4 and 5.9, Theo-
rem 5.8, Corollary 5.9), in which case the notions of weak and strong stability
are no longer relevant.

It is noteworthy also that several of these features as well as the basic characteristics
of our systems, often preclude the use of stability criteria developed for other types
of DIs, see e.g., [62, 70, 513] (compact, locally bounded right-hand sides), [274, 513]
(closed strict convex processes, see Section 3.13).

6.1. Characterization of equilibria. General criteria exist for the existence
of equilibria in DIs [62, Chapter 6, Section 2]. Concerning our systems, fixed points of
(1.1) are solutions of the generalized equation (GE) (see Section A.2.2 for definition).
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More precisely, we say that (x⋆, w⋆) is an equilibrium if

{
0 = f(t, x⋆) +G(t, x⋆)w⋆(t)

w⋆(t) ∈ −F(t,Hx⋆, Dw⋆).
(6.1)

Such a GE may take various forms, depending on the considered subclass of systems.
The analysis of (6.1) and the computation of its solutions, require more specific in-
formation about f(·), G(·) and F(·) so that suitable equivalent formulations may be
found. The relationships between the formalisms studied in Section 3, can be used to
obtain different equivalent GEs. Thus the GE (6.1) may be a complementarity prob-
lem (LCP, LCCP, NLCP, MLCP, see Section B), a VI (of first kind, second kind, a
QVI, see Section A.2.2), an inclusion into a normal cone or a projection (consider, e.g.,
PDS in (3.8) and (2.31)), and so on. In order to clarify the existence and uniqueness
of solutions for such GEs, we consider few examples.

6.1.1. Projected dynamical systems. Let us start with a characterization of
equilibrium points for PDS formalism given in (2.31) and (3.8).

Corollary 6.1. Let the hypotheses of Theorem 3.3 hold. The PDS formalisms
in (2.31) and (3.8) give rise to equivalent GEs that characterize their fixed points
(x⋆, λ⋆(t)):

(a) 0 ∈ f(x⋆) + g(t) +NTK(x⋆)(0) ⇐⇒ (b) 0 ∈ f(x⋆) + g(t) +NK(x⋆)
⇐⇒ (c) x⋆ ∈ K and 〈f(x⋆) + g(t), y − x⋆〉 ≥ 0, ∀y ∈ K

⇐⇒ (d)

{
0 = f(x⋆) + g(t) +∇h(x⋆)λ⋆(t)
0 ≤ −h(x⋆) ⊥ λ⋆(t) ≥ 0

⇐⇒ (e) 0 = proj[TK(x⋆);−f(x⋆)− g(t)]
⇐⇒ (f) 0 = −f(x⋆)− g(t)− proj[NK(x⋆);−f(x⋆)− g(t)]
⇐⇒ x⋆ ∈ K and 〈f(x⋆) + g(t), y〉 ≥ 0, for all y ∈ TK(x⋆).

(6.2)

The proof follows from Proposition 3.2 and Theorem 3.3. Which one of these GEs
is the most convenient for analysis ? Existence of solutions can be stated directly
using [240, Corollary 2.2.5]: if Ft : x 7→ f(x) + g(t) is continuous for each t and
K is compact convex, then (6.2) (b) has a non empty compact set of solutions for
each t. Uniqueness for each t is guaranteed by monotonicity conditions on Ft(·) [240,
Theorem 2.3.3], which is coherent with Theorem 3.3’s hypothesis. More generally
maximal monotonicity is a quite convenient property to characterize zeroes of GEs,
and proximal-point algorithms can compute them [97, Section 23.4]. In general, a
stationary equilibrium will exist only if g(t) = 0 for all t, implying λ⋆ constant.
However let us consider (6.2) (d), with h(x⋆) = 0. Then NK(x⋆) = ∇h(x⋆)λ⋆, hence
f(x⋆) + g(t) = −∇h(x⋆)λ⋆. Let g(t) ∈ Im(∇h(x⋆)) for some x⋆, then there exists
λ⋆(t) such that ∇h(x⋆)λ⋆(t) = −g(t). If f(x⋆) = 0, x⋆ is an equilibrium point which
satisfies (6.2) (d) for all t.

6.1.2. Linear Complementarity Systems. Next, let us consider an MLCS as
in (2.25). Equilibria have to satisfy the MLCP:





Ax⋆ +B1λ
⋆
1 +B2λ

⋆
2 + E1u(t) + E2 = 0

A1λ
⋆
1 +A2λ

⋆
2 + E5x

⋆ + E6 = 0

0 ≤ λ⋆ ⊥ z⋆ = Cx⋆ +D1λ
⋆
1 +D2λ

⋆
2 + E3u(t) + E4 ≥ 0.

(6.3a)

(6.3b)

(6.3c)
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which is equivalently rewritten with obvious notation as:

{
Ãx⋆ + B̃λ⋆ + ũ(t) + Ẽ2 = 0

0 ≤ λ⋆ ⊥ Cx⋆ + D̃λ⋆ + E3u(t) + E4 ≥ 0.
(6.4)

The tools in [240, Exercise 1.8.10] (if C = 0 and D̃ = −B̃T ), or in [11] (if D̃ = 0
and PB̃ = CT for some P = PT ≻ 0, which allows one to transform the MLCP
into an inclusion as in (A.6)) can be used to analyse the existence and uniqueness
of solutions to (6.4). The equilibria of the relay system in (2.35) are solutions of
a similar, simpler inclusion (using inversion tools as in Section A.2.4: sgn−1(·) =
(∂σ[−1,1])

−1(·) = N[−1,1](·)).

6.1.3. Systems with Relative degree 2. As a third example, let us con-
sider the SOSwP (4.10). Equilibria (q, v) = (q⋆, 0) satisfy the GE: g(q⋆) − Eu(t) ∈
−NV (q⋆)(0), which is equivalent (using (B.1) and the fact that 0 ∈ V (q) for all q ∈ Φ
since V (q) is a cone) to the GE: g(q⋆) − Eu(t) ∈ −NΦ(q

⋆). The well-posedness
of this GE can be analysed via [240, Corollary 2.2.5, Theorem 2.3.3]. The set
−NΦ(q

⋆) contains generalized contact forces ∇h(q⋆)λ⋆(t). Similarly to the PDS in
(6.2) (d), the multipliers λ⋆(t) may be time-varying while q⋆ is constant. Assume that
Im(E) ⊆ Im(∇h(q⋆)), and g(q⋆) ∈ Im(∇h(q⋆)) for some q⋆. The GE can be rewritten
as: find q⋆ and λ⋆(t) such that g(q⋆) = ∇h(q⋆)(η(t) + λ⋆(t)), Eu(t) = ∇h(q⋆)(η(t)),
which has a solution. This is a static equilibrium, which boils down in the simplest
one degree of freedom case with Φ = {q ∈ R|q ≥ 0}, to λ⋆(t) = −u(t)−mg, q⋆ = 0,
where m > 0 is the mass and g > 0 is the gravity acceleration. Equilibria of unilat-
erally constrained Lagrangian systems are studied in [501], splitting strongly active
constraints (λ⋆i > 0) and weakly active ones (λ⋆i = 0). In the latter case, exami-
nation of the derivatives of the null multipliers and of the gap functions hi(q) (in a
way similar to what is exposed in Section 2.4.1, see Remarks 3 and 4), allows one to
construct an MLCP, whose analysis allows to determine some kind of stability of the
equilibrium (i.e., what happens in a right neighborhood of t if t is the time at which
the equilibrium is analysed). The fixed points of the HOSwP are analysed in [132],
under a passivity condition.

6.1.4. Further remarks. The settings of VIs [12, 277, 11, 278, 279] and GEs [21,
19, 18, 15], are used to characterize fixed points in circuits with set-valued components.
The formalisms of PDS [178, 195, 196, 251, 291, 570, 468, 584, 327, 285, 327] and DVIs
[188] are used for games, Nash equilibria, and traffic models. Moreover, GEs are used
in [218] for cellular neural networks equilibria, a mixed LCP is used in [579] for
equilibria of instant model predictive control. The Aubin/Lipschitz property of GEs
with parameters (which characterizes how solution sets of GEs vary with parameters)
is studied in [18, 15] when F(·) in (6.1) is a subdifferential. Contact mechanics
equilibria without Coulomb friction are studied in [131] [130, Section 7.5.2], and with
Coulomb friction in [76, 83, 82, 330, 482], where the GEs for equilibria are analysed
in great detail. In the latter setting, the equilibria usually are not unique (sets of
equilibria exist) due to the set-valuedness of friction. Starting from (4.9a) and adding
to the right-hand side the contribution of two-dimensional friction written as Ht(q)λt,
with λt,i ∈ −µiλn,isgn(vt,i), vt,i = Ht,i(q)

T q̇ [130, Section 5.5], one ends up with the
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GE: Find q⋆, λ⋆n(t) and λ
⋆
t (t) such that:





frictionless GE︷ ︸︸ ︷
0 ∈ g(q⋆)− Eu(t) +∇h(q⋆)N

R
+
mu

(h(q⋆))+Ht(q
⋆)λ⋆t (t)

λ⋆n(t) ∈ −NR
mu
+

(h(q⋆))
λ⋆
t,i(t)

λ⋆
n,i(t)

∈ [−µi, µi], 1 ≤ i ≤ mu.

(6.5)

One can use Proposition A.4 to rewrite ∇h(q⋆)NR
mu
+

(h(q⋆)) = NΦ(q
⋆) with Φ = {z ∈

R
n
2 |h(z) ≥ 0} (see Remark 19). It is possible to extend (6.5) to more general set-

valued, three dimensional friction models. See [240, Section 1.4.6] for a formulation
as an optimization problem and the “maximum dissipation principle”. Even when
µi = 0 for all i, the existence and uniqueness of solutions to (6.5) may not be trivial
when Φ is non convex (see [240, Corollary 2.2.5,Theorem 2.3.3] in the compact convex
case, [345] in the non convex, finitely represented case).

Remark 24 (Periodic solutions). Existence of periodic trajectories has been
studied for locally PDS (2.31) [195, 192] (for instance, the fixed point theorem [192,
Theorem 3.4] relies on the monotonicity of f(·) in (2.31)), which by (3.8) (a) may be
seen as an extension of [240, Corollary 2.2.5]), PWL systems with saturation func-
tions (giving rise to MLCS similar to (2.25)) [508], LCS as in (2.22) [322], perturbed
FOSwP with fixed S [343] and time-varying convex or prox-regular S(t) [172, 241, 344]
(where the strong monotonicity of f(t, ·) in (2.2) is the central assumption), maximal
monotone DIs [22], upper semicontinuous DIs [62, p. 237]. Many studies have been
dedicated to periodic trajectories in mechanical systems with few degrees of freedom,
mainly focussing on their stability [380, 384, 224], see [68] for existence.

6.2. Sufficient Lyapunov Conditions. Let us now provide brief insights on
Lyapunov stability for evolution VIs of first and second kind (with continuous solu-
tions), and nonsmooth mechanical systems.

6.2.1. First order case. For time-invariant first order systems, for which the
solutions are AC, it is useful to write the system class abstractly as

ẋ ∈ A(x), x(0) ∈ dom(A), (6.6)

so that A(·) in (6.6) denotes the right-hand side of the DI in (1.1). The following
assumptions are assumed whenever (6.6) is referred in the remainder of the text:

1. The domain of A(·) is closed.
2. For each x0 ∈ dom(A), there exists an AC solution x : [0, T ] → dom(A) for

each T > 0, and its value at time t ∈ [0, T ] is denoted as x(t;x0).
3. The origin, {0} is in dom(A) and is an equilibrium, i.e., x(t; 0) = 0, for every
t ≥ 0.

In (6.1), we mentioned that the equilibria of (1.1) are of the form (x⋆, w⋆). In what
follows, we only consider time-invariant systems, and consider stability of the equilib-
rium point with x⋆ = 0, so that (6.6) represents the system obtained by substituting
w⋆ as a function of x⋆ = 0.

Definition 6.2. Consider that the equilibrium point {0} ∈ dom(A) for (6.6).
The origin is Lyapunov stable if for every ε > 0 there exists δ > 0 such that

x0 ∈ dom(A), |x0| ≤ δ ⇒ |x(t;x0)| ≤ ε, ∀t ≥ 0.

The origin is attractive if there exists δ > 0 such that

x0 ∈ dom(A), |x0| ≤ δ ⇒ lim
t→+∞

|x(t;x0)| = 0.
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The origin is globally attractive if the implication holds for arbitrary δ > 0. The
origin is (globally) asymptotically stable if it is stable and (globally) attractive. The
origin is globally exponentially stable if there exists c0 > 0 and α > 0 such that
‖x(t;x0)‖ ≤ c0e

−αtx0, for every x0 ∈ dom(A).
We can now formulate a stability theorem in terms of a Lyapunov function.
Theorem 6.3. Consider system (6.6). Suppose that there exists a continuously

differentiable V : Rn → R such that V (·) is positive definite on dom(A), and

max
ξ∈A(x)

〈∇V (x), ξ〉 ≤ −W (x), ∀x ∈ dom(A), (6.7)

for some continuous function W : Rn → R. If W (x) ≥ 0, for each x ∈ dom(A), then
{0} is Lyapunov stable. Furthermore, if W (·) is positive definite on dom(A), then
{0} is asymptotically stable.

Proof. First we prove Lyapunov stability while working with W ≡ 0. For a given

ε > 0, choose ε′ ∈ (0, ε] such that Bε′
∆
= {x ∈ dom(A) | |x| = ε′} is nonempty. If there

does not exist such ε′ > 0, then dom(A) = {0}, and nothing needs to be proven. Let

Dε′
∆
= {x ∈ dom(A) | |x| ≤ ε′}. Let α

∆
= minx∈Bε′

V (x), then α > 0 due to positive

definiteness of V (·) on dom(A). Take β ∈ (0, α) and let Eβ
∆
= {x ∈ Dε′ |V (x) ≤ β}.

The set Eβ is contained in Dε′ . For every x0 ∈ Eβ , the corresponding solution x(t;x0)
stays in dom(A) and for that solution d

dtV (x(t;x0)) ≤ 0. Hence, x0 ∈ Eβ implies that
x(t;x0) ∈ Eβ for every t ≥ 0. Take δ > 0 such that Dδ ⊂ Eβ ⊂ Dε′ , then we have
shown that

x0 ∈ Dδ ⇒ x0 ∈ Eβ ⇒ x(t;x0) ∈ Eβ ⇒ x(t;x0) ∈ Dε′ ,

and hence {0} is stable.
To show attractivity, note that t 7→ V (x(t;x0)) is monotonically decreasing and
bounded from below, so there exists a > 0 such that V (x(t;x0)) ց a as t → ∞.
We need to show that a = 0. Suppose not, then V (x(t;x0)) > a, for x0 ∈ Dδ.
Choose b > 0 such that Db ⊂ Ea, which means |x(t;x0)| > b for all t ≥ 0. Let

c
∆
= minb≤|x|≤ε′ W (x), and because of assumptions on W (·), we have c > 0. It fol-

lows from (6.7) that V (x(t;x0)) ≤ V (x0) − c t, and hence for some t large enough
V (x(t;x0)) < 0, which is a contradiction with a > 0. To conclude, V (x(t;x0)) ց 0
and the asymptotic stability of the origin is established.
Let us use the result of Theorem 6.3 to recover a stability result for EVIs of the form:

〈ẋ− f(x), v − x〉+ ϕ(v) − ϕ(x) ≥ 0, ∀ v ∈ R
n, ∀x ∈ dom(∂ϕ) (6.8)

where ϕ : Rn → R ∪ {∞} is convex proper LSC, and f : Rn → Rn is continuous
hypomonotone. Such an EVI admits a unique right-differentiable absolutely con-
tinuous solution for each initial condition in dom(∂ϕ). Using the definition of the
subdifferential of ϕ(·), the inequality (6.8) is equivalently written as an inclusion

ẋ− f(x) ∈ −∂ϕ(x), ∀x ∈ dom(∂ϕ). (6.9)

By taking ϕ(·) to be the indicator function of a closed set, we recover the formalism
of the FOSwP (with static set) from (6.8). The following proposition is adapted from
the results given in [278, Lemma 3, Theorems 14, 15, 16], inspired from [283] (see also
[14, 280, 134] for similar results).
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Proposition 6.4. Consider the EVI (6.8) with dom(∂ϕ) closed, 0 ∈ dom(∂ϕ),
and f(0) ∈ −∂ϕ(0). Assume that there exists a continuously differentiable function
V (·) such that V (·) is positive definite on dom(∂ϕ), and

〈f(x),∇V (x)〉 + ϕ(x−∇V (x)) − ϕ(x) ≤ −λV (x), ∀x ∈ dom(ϕ). (6.10)

If (6.10) holds with λ = 0, then the origin x⋆ = 0 is Lyapunov stable. Moreover, if
V (x) ≥ c‖x‖r for x ∈ dom(ϕ) for some c, r > 0 and (6.10) holds with λ > 0, then x⋆

is globally exponentially stable.
The result is proved by showing that the condition (6.10) implies the inequality in
(6.7). Indeed, for each w ∈ −∂ϕ(x), and x ∈ dom(∂ϕ) we have

〈w, v − x〉+ ϕ(v) − ϕ(x) ≥ 0, ∀v ∈ R
n.

By choosing v = x−∇V (x), for each x ∈ dom(∂ϕ), we get

max
w∈−∂ϕ(x)

〈∇V (x), w〉 ≤ ϕ(x −∇V (x)) − ϕ(x).

Substituting this bound in maxw∈−∂ϕ(x)〈∇V (x), f(x) +w〉, leads to the inequality in
(6.10), and the desired result follows from applying Theorem 6.3.

Finite-time stability. The condition (6.10) is slightly modified in [10, Theorems
3.5, 3.6] to guarantee finite-time stability, where ≤ −λV (x) is replaced by ≤ −g(V (x))
with

∫ ǫ
0

dz
g(z) < +∞ for all ǫ > 0 (this kind of integral boundedness is classical to assure

finite-time stability).
Constrained systems and copositive Lyapunov functions. When ϕ(·) = ψS(·), the

indicator function of closed convex S ⊂ Rn, one obtains the DI: ẋ− f(x) ∈ −NS(x).
The stability condition then boils down to 〈∇V (x), f(x)〉 ≤ 0 for all x ∈ S, and
[∇V (x) ∈ −TS(x) for all x ∈ bd(S)] ⇔ [x − ∇V (x) ∈ S for all x ∈ bd(S)]. In
particular, when S = Rn+, the positive orthant, then we seek a Lyapunov functions
V which is positive definite on Rn+ and the inequality in (6.10) hold on Rn+. These
conditions naturally yield copositive Lyapunov functions for systems with constrained
state (LCS with relative degree one, EVIs as in (3.3)) [280]: the Lyapunov equation
and matrix are required to be copositive on a closed convex set (see Definition B.2),
rather than positive (semi) definite. Copositivity is also used in [158, 157] for relative
degre zero LCS (essentially, with D a P-matrix), using Lyapunov functions of both
the state and the multiplier λ in (2.22). Later copositivity has been used for switched
positive systems in [288], and for conewise linear systems in [324], for LCS in [321]
(the conditions stated in [324, 323, 321], basing on a characterization of copositive
matrices taken from [239, Corollary 2.21] and [514, Theorem 2.1], being essentially
the same as those in [280]).

Time-varying systems. Still dealing with systems possessing continuous solutions,
let us cite the so-called Lyapunov pairs (V (t, x),W (x)) (whose definition is very close
to dissipation inequality in (D.2) with null input) [62, Chapter 6] [513, Chapter 8]
[207, 300, 301, 21, 34, 35, 38, 32, 31, 30, 556, 341, 376], which are used to prove stability
of equilibria, but also existence of solutions and invariance of sets in the FOSwP. The
proximal normal cone and the proximal subdifferential (see Sections A.1.2 and A.2.1)
play a particular role in the characterization and existence of Lyapunov pairs, where
the Lyapunov functions are assumed to be LSC (hence possibly discontinuous). Their
characterization is close in spirit to [70, Theorem 6.5] [69], however with non compact
set-valued right-hand sides. Roughly speaking, the classical Lyapunov inequality ∂V

∂t +
∂V
∂x f(t, x) ≤ −W (x) is substituted with θ + ξT f(t, x) ≤ −W (x), where θ and ξ are
proximal subgradients (the inequality in (6.7) is an intermediate case).
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Other results and extensions. The stability of periodic trajectories of FOSwP is
studied in [344]. Nonsmooth Lyapunov functions (often dealing with DIs as in (2.16)
and incorporating F(·) in the Lyapunov function, as a kind of pseudo-potential energy
term), are used in [21, 253, 218]. The stability of PDS in (2.31) has been analysed in
[584, 468, 327, 178, 196], and for PDS as in (2.32) or (2.33) this is made in [291, 571],
while quasi-stability is analysed in [183], see also [258]. An interesting feature pointed
out in [584, Theorem 3.2], when K is convex polyhedral, is that equilibria which
are extreme points of K are finite-time attractive (this does not seem to have been
noticed anywhere else). This leads naturally to the consideration of the preservation of
useful properties like finite-time or fixed-time Lyapunov stability, numerical chattering
suppression (some kind of instability, well-known in sliding-mode control, but also
present in the explicit discretization of maximal monotone DIs [477]), of discrete-time
proximal algorithms to solve convex optimization problems (or VIs of first or second
kinds). In [481], consistent discretizations are defined which are very close to backward
Euler discretization in sliding-mode control [5, 320]. Optimization problems could
benefit from such studies, see [263] for first results in this direction. In all these works,
the monotonicity of f(·) is shown to play a crucial role for Lyapunov stability. This is
a feature that is shared with other stability results to be found in [126, 386, 547, 385],
and which shows the proximity of our systems with the classical Lur’e systems (both
blocks in Figure 1.1 should possess some kind of passivity property). The stability of
fixed points in saddle-point dynamics (which belongs to maximal monotone DIs) is
studied in [275], a converse Lyapunov theorem for LCS of relative degree zero can be
found in [157, Theorem 5.2]. State observers design and stability analysis have been
studied for passive DIs as (2.17) with AC solutions [135], LCS in (2.22) [306], DIs
as (2.16) and FOSwP with AC and piecewise continuous solutions [138], impulsive
observers [187]. Let us mention also time-delay in FOSwP [107] and in Lur’e systems
[318, 245], using Lyapunov-Krasovskii functionals. Finally, necessary condition for
Lyapunov stability in a class of maximal mononotone DIs are studied in [281].

6.2.2. Second order case. Lyapunov functions of both the state and the mul-
tiplier (the contact forces in Contact Mechanics, λ in LCS (2.22)), have been used
also for the stability analysis of mechanical systems with set-valued Coulomb’s fric-
tion [76, 331, 330, 482]. This is related to so-called Hill’s stability [331, Lemmae 8,
9] [330], borrowing ideas from [184]. Basically, this means that one does not con-
sider perturbations solely on the state, but also perturbations on the multipliers (the
contact forces), in order to analyse the stability. Attractivity, stability of sets and
stability of equlibria in systems with Coulomb’s friction (and known normal contact
forces), have also been studied in [575, Lemma 1.6] [20, 13]. Notice that most of the
above works use differentiable Lyapunov functions (an exception being the analysis
of Lyapunov pairs for the FOSwP and the ZOSwP). Their extension towards LSC,
right-Dini-differentiable functions [70, 513] could be interesting.

Let us summarize now contributions to the stability of nonsmooth mechanical systems:

• The Lejeune-Dirichlet (or Lagrange-Dirichlet) Theorem is extended to frictionless
multicontact systems in [131, 126], and to the case with set-valued friction in
[386, 385, 547].

• Stability through finite accumulation of impacts (the so-called Zeno equilibria) is
analysed in [453, 452, 383, 147, 568], with Lyapunov function [453, 383]. Notice
however that accumulation points (Zeno points) are not necessarily equilibria
[383].

• Stability analysis via the Zhuravlev-Ivanov nonsmooth change of state variable
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(see Section 3.14) and a Lipschitz continuous Lyapunov function, is tackled in
[459, 458] (see also [130, Section 7.5.5]). It uses the twisting control algorithm
[454].

• Synchronization of impacting systems is studied in [94, 95], using incremental
stability and a specific distance function to cope with jump-time mismatch to
design a Lyapunov function.

• The related topic of design and stability analysis of state observers has been
analysed for MDIs like FOSwP with convex and prox-regular sets [522, 524] with
AC or BV solutions (hence allowing for Zeno solutions), SOSwP in (4.10) [523],
vibro-impact dynamics (i.e., no persistent contact phases) in [252, 262, 411, 417,
419, 418].

• Finite-time stability and convergence in continuous-time and in discrete-time
systems [459, 458, 385, 547, 16, 146, 10, 255, 253, 423, 421, 422]: finite-time can
be obtained by means of “plastic” impact (or accumulation of impact times), or
using non-Lipschitz dynamics near the equilibrium (set-valued friction, sliding-
mode control).

• Stability of equilibria or periodic trajectories in vibro-impact systems using im-
pact Poincaré maps [68, 380, 567] [130, Section 7.3].

• Convergence and its relation with monotonicity in MDIs [386, 385].
• Stability criteria taylored for generic robotic tasks, based on non-monotonic Lya-
punov functions, are proposed in [118, 141, 142, 429, 428, 383], see [130, Definition
8.3, Propositions 8.1, 8.5]. They take into account possible changing dimensions
(increasing or decreasing) in systems with multiple unilateral constraints and
Zeno solutions for trajectory tracking [118, 142, 429, 428, 386], or equilibrium
Lyapunov stability [383, Theorem 1]. In other words, these articles deal with
the SOSwP in (2.6) (4.10), thus incorporating persistent contact phases. Lo-
cal stability usually holds with co-existence of stable equilibrium and periodic
trajectories [383].

Remark 25. It is noteworthy that a complete stability analysis of the SOSwP (or
of any system with BV solutions), is based on the use of the differential measure dV (·),
equivalently the density dV

dµ (see (5.22)). In particular this allows one to cope with the

singular part of the derivative (in the sense of measures) of BV velocities. See [522,
Remark 4.9]. This was advocated first in [126], then used in [522, 523, 386, 385].

6.3. Krasovskii-LaSalle invariance principle. The invariance principle, that
is widely used in the literature on systems and control theory for asymptotic stabi-
lization purpose, has been analyzed for our set-valued (autonomous) systems. For
a generic statement of the invariance principle, we introduce the notion of limit set
Λ(x0) associated with an initial condition x0, which is defined as,

Λ(x0) = {z ∈ R
n|∃{τi} ⊂ [0,+∞), τi → +∞ and x(τi;x0) → z}. (6.11)

We recall that a set Ψ ⊂ Rn is positively invariant if x(0) = x0 ∈ Ψ implies that the
resulting solution x(t;x0) ∈ Ψ for all t ≥ t0. The forward invariance property of the
limit set Λ(x0) is useful in establishing the following result:

Theorem 6.5 (Invariance Principle). Consider the system (6.6), and assume
that the following two properties hold:

(P1) There exists a positively invariant compact set Ψ ⊂ dom(A).
(P2) The limit set Λ(x0), for each x0 ∈ Ψ, is positively invariant.
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Suppose that there exists a continuously differentiable V : Rn → R satisfying

max
ξ∈A(x)

〈∇V (x), ξ〉 ≤ −W (x), ∀x ∈ Ψ, (6.12)

for some continuous function W : Rn → R+. Consider the set Z
∆
= {x ∈ Ψ |W (x) =

0}, and let P be the largest invariant set contained in Z. Then, it holds that, for each
x0 ∈ Ψ,

lim
τ→+∞

dP(x(τ ;x0)) = 0.

Proof. For a fixed x0 ∈ Ψ, let x(t;x0) be a corresponding solution which stays in
Ψ, and let limt→∞ V (x(t;x0)) = a, which exists because V (·), being continuous, has
a well-defined minimum value on the compact set Ψ. Boundedness of Ψ implies that
Λ(x0) 6= ∅, and Ψ being closed implies that Λ(x0) ⊂ Ψ. Choose a point z ∈ Λ(x0),
then by definition, there exists an unbounded increasing sequence {τj}j∈N such that
limj→∞ x(tj ;x0) = z, where x(tj) ∈ Ψ, for each j ∈ N. The continuity of V (·) gives
that V (z) = limj→∞ V (x(tj ;x0)) = a for each z ∈ Λ(x0). Forward invariance of Λ(x0)

implies that, for each z ∈ Λ(x0), we have z ∈ {x ∈ Ψ | V̇ (x) = 0} ⊂ Z. Since Λ(x0) is
positively invariant, Λ(x0) ⊂ P ⊂ Z. Also, with Ψ being bounded, for every x0 ∈ Ψ,
we obtain limt→∞ x(t;x0) ∈ Λ(x0), which proves the desired assertion.

6.3.1. Specific Cases. Note that Theorem 6.5 does not require V (·) to be posi-
tive definite on dom(A). However, to establish the property (P1) in Theorem 6.5, one
can work with a positive definite function V (·) that satisfies maxξ∈A(x)〈∇V (x), ξ〉 ≤
−W (x) for some continuous W : R → R+. In this case, there exists some c > 0,
{x ∈ dom(A) |V (x) ≤ c} is compact and positively invariant.

The other key property in the invariance principle, i.e. (P2), is guaranteed by the
continuity of solutions with respect to the initial conditions (other conditions exist like
the pre-compactness of solutions [495, Proposition 2.8,Theorem 2.10]). In particular,
we have the following result from [494], [385, Prop. 6.12]:

Proposition 6.6. Consider the system (6.6) and let Λ(x0) be defined as in
(6.11). If, for every x0 ∈ dom(A) and every t ≥ t0, the mapping x0 7→ x(·;x0) is
uniformly continuous, then Λ(x0) is forward invariant.

In most first order nonsmooth systems, we have the continuity of solutions with
respect to initial conditions under mild conditions on system’s data. However, SOSwP
(with non orthogonal unilateral constraints) do not share this property, see Sec-
tion 5.4.2. See also [385, p.146-147] for a simple case of a PWL system whose limit
sets are not invariant. For the EVI (6.8), the aforementioned continuity indeed holds
and this allows us to state the invariance principle for EVI (6.8) as a special case of
Theorem 6.5.

Theorem 6.7 (Invariance Theorem for EVIs). Consider the EVI (6.8) with
dom(∂ϕ) closed, 0 ∈ dom(∂ϕ), and f(0) ∈ −∂ϕ(0). Let Ψ ⊂ dom(∂ϕ) be a compact
set, and suppose that there exists V : Rn → R+ continuously differentiable, such that

〈f(x),∇V (x)〉 + ϕ(x −∇V (x)) − ϕ(x) ≤ −W (x), x ∈ Ψ,

for some continuous W : Rn → R+. Let Z
∆
= {x ∈ dom(ϕ) | 〈f(x),∇V (x)〉 + ϕ(x −

∇V (x)) − ϕ(x) = 0}. Let P be the largest invariant subset of Z ∩Ψ. Then, for each
initial condition x0 = x(0) ∈ dom(∂ϕ) such that {x(τ ;x0); τ ≥ t0} ⊂ Ψ, it holds that
limτ→+∞ dP(x(τ ;x0)) = 0.
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This result somewhat similar to the results appearing in [134, 278]. An extension of
Theorem 6.7 could consider set-valued mappings f(·).

6.3.2. Other Results. Some of the contributions in developing the invariance
principle use the continuity in the initial data property [278, Section 5.4] [14, Sections
3.3,5.3.2] [20, Theorem 2, Section 3] [13, Theorems 3.3,3.4] [28, Theorems 6,7] [281,
Theorem 3] [50, 279, 303] [134, Theorems 2,4,5, Corollaries 1,2,3,4] [135, Section 5]
[157, Theorem 3.1, Proposition 3.2]. Other articles do not, but directly use the positive
invariance of limit sets [36, Theorems 6,7, Corollaries 2,3] [17, Lemma 6.5, Theorem
6.6] [385, Theorems 6.31, 7.6] [108, Proposition 1] (relying on [495]). This property
holds generically for DIs with compact, convex valued and upper semicontinuous
right-hand sides [249], and we note that the DIs considered in [495] satisfy these
assumptions. The stability analysis in [131] uses the results in [385].

It is noteworthy that all these results use a single Lyapunov-like function, how-
ever not necessarily C1 (it is Lipschitz continuous in [50, 455], discontinuous LSC
in [108, 495]). Krasovskii-LaSalle’s invariance principle has been shown to apply
to autonomous systems with: (i) continuous solutions: LCS with relative degree
zero (D is a P-matrix) [157], DIs as in (2.17) with passive (A,B,C,D) (see Defi-
nition D.1) [135, 28], evolution VIs of the first kind [134], and of the second kind
[278, 14, 13, 20, 281] (the dynamics in [108, equ. (10)] can be recast into these for-
malisms), PDS [303], Lagrangian systems with maximal monotone right-hand side in
q̇ [17, 20], FOSwP with prox-regular S(t) = S and Lipschitz continuous perturbation
(using for instance [33, Theorem 4.2, Corollary 4.1] which recasts such FOSwP into
DIs with maximal monotone right-hand side), and (ii) to SOSwP with BV solutions
[385]. Weakly invariant sets Λ(x0) can be used [36] (a crucial property is then that the
DI right-hand side be upper semicontinuous [249, p. 129]). It is noteworthy that the
criteria in Proposition 6.4 and Theorem 6.7 are not well suited to mechanical systems
with Coulomb’s friction (which nevertheless fit within the considered class of EVI).
The material in [20] applies to such systems, see also [108] where the authors use a
discontinuous LSC Lyapunov function, and [547] for local attractivity of equilibria
sets with V (·) the total mechanical energy.

Remark 26. Surprizingly enough, an issue which remains open decades after
Krasovskii and LaSalle’s publications, is: given any dynamical system that enjoys
positive invariance of its limit sets, what are the conditions on the solution set and on
the Lyapunov function regularity, so that the invariance principle applies automati-
cally? Preliminary answer is given in [455, Theorem 3.2] for a class of systems with
discontinuous right-hand side, possessing solutions uniquely continuable to the right,
and relying on earlier results in [312, Section 4.3] formulated for general dynamical
systems defined on complete metric spaces. Let us note the application of the discrete-
time invariance principle with Poincaré impact maps in [380, Proposition 8]. An open
issue is to extend the LaSalle-Yoshizawa Theorem to our DIs with time-varying terms
(including the FOSwP), which is known to apply to Filippov’s DIs [250].

6.4. Passivity and absolute stability. Omnis honor omni domino praes-
tandum est (Pay honour to whom honour is due). This article began with the contri-
bution of J.J. Moreau, the pioneer of nonsmooth mechanics and one of the founders
of convex analysis. Let us start this last section with the very first contribution on
absolute stability for set-valued systems, due to Vladimir Yakubovich, one of the pri-
mary contributors of the celebrated Kalman-Yakubovich-Popov Lemma [139, Chapter
3], a cornerstone of Automatic Control. In [573], he considered positive real systems
with hysteresis feedback satisfying a sector nonlinearity, and derived various stability
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results with frequency conditions; see also [139, Chapter 2] for recent exposition.

Indeed, passivity is a major tool in systems and control theory [139]. It is closely
related to the absolute stability problem, which consists of studying the Lyapunov
stability of the negative feedback interconnection in Figure 1.1, with a passive up-
perblock and a feedback nonlinearity that satisfies a sector condition. Passivity is
used to show the well-posedness and the stability of LCS (2.22) in [151, 157, 155],
of LCS with time-delay [107], and of PWL systems which can under some condi-
tions be interpreted in our framework (see Section 3.11) [533]. These results are
based on the LMI in (D.1) and (D.3). The Lyapunov stability of DIs as (2.16) with
f(t, x) = −∇V (x) and F(t, x) = NS(x), S prox-regular, and with continuously dif-
ferentiable Lyapunov functions V (·), is analysed in [374, Proposition 3.1] where a
dissipation equality is shown. The complete dissipation equality for a class of sub-
differential DIs with F(x) = ∂ϕ(x), ϕ(·) convex LSC, and f(t, x) set-valued with
compact convex values, is shown in [100, Theorem 2.7]. Passivity in DIs like (2.17) is
used in [135, 159, 29]. Passivity of (A,B,C,D) in (2.17) is used in [135, Theorem 5]
to state a simplified version of Theorem 6.7 as follows.

Theorem 6.8 (Invariance principle for passive systems [135]). Consider the DI
in (2.17) with M(z) = ∂ϕ(z), ϕ(·) proper convex LSC, and (A,B,C,D) passive with
LMI solution P = PT ≻ 0. Assume that ϕ∗(−z) > ϕ∗(0) for all z 6= 0. Let P be
the largest invariant subset of Z = {z ∈ Rn | z⊤(A⊤P + PA)z = 0}. Then for each
x0 ∈ dom(M), one has limt→+∞ dP(x(t;x0)) = 0.

Applying this result to the mechanical system in Example 3 requires a modification
allowing for ϕ∗(−z) ≥ ϕ∗(0). The main difference between Theorem 6.8 and Theorem
6.7, is that passivity implies the existence of a quadratic positive definite Lyapunov
function, so that trajectories and their orbits are bounded (the set Ψ of Theorem 6.7
need not be considered), and Λ(x0) 6= ∅. However, the condition ϕ∗(−z) > ϕ∗(0) is
somewhat restrictive: on one hand it allows to look for the attractive set in terms
of matrices A and P , but on the other hand it imposes a strong requirement on the
nonsmooth term λ ∈ M(z), that is, λ = 0 for each z 6= 0. A more careful study
is therefore required to derive a more generic invariance principle in the context of
maximal monotone differential inclusions under passivity assumption. It is also likely
that [385, Theorems 6.31, 7.6] and [130, Lemma 7.1] could be merged and generalized
to extend Theorem 6.8 to Lagrangian systems with unilateral constraints, Coulomb
friction and impacts (see [131, Proposition 2] for the case of frictionless multibody
systems with joint clearance).

It is noteworthy that the input/output constraint PB = CT , P = PT ≻ 0 (see
Section 3.4) which is implied by (D.1) when D + DT = 0, and its generalization
ker(D+DT ) ⊂ ker(PB−CT ) used in Corollary 5.9 (see [139, Propositions 3.62, 3.63]
[151, 155] for structural properties of dissipative systems), are passivity-like conditions
stemming from the celebrated Kalman-Yakubovich-Popov (KYP) Lemma [139, 155].
It follows that the results in [9, 11, 12, 20, 28, 36, 31, 39, 134, 135, 136, 138, 143,
280, 386, 522, 524], extended in [523, 159] and in [143, Section 4], rely on a sort of
passivity condition on the continuous-time system, not only for stability but also for
well-posedness purposes. One consequence is that state jumps (according to the jump
mappings in Section 2.4.4) are easily incorporated in the stability analysis because
the storage function of Definition 2.2 is a good Lyapunov function candidate.

Passivity conditions are also used for the semi-global stability of FOSwP with prox-
regular sets S(t) is analysed in [522, Theorem 3.2, Proposition 3.5], using r from
Definition A.2 as a parameter to determine the size of the basin of attraction (the
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stability of the convex case being recovered as r → +∞). This seems to be the first
result of this type in the literature, a partial extension of [522, Theorem 3.2] is in [33,
Theorem 6.1, Corollary 6.1]. The result in [522, Theorem 3.2] may be considered as
the first version of absolute stability with a nonconvex set-valued feedback nonlinearity.
See [562] for another analysis. KYP Lemma LMIs are used in [245] to show absolute
stability of singular DIs as in (2.18). Passivity is used in [73] for the well-posedness
analysis of (4.9), and in the HOSwP for stability purpose [6]. The extension of the
dissipation inequality (D.2), to SOSwP, has been proposed in [147, 130] [139, Section
7.2.4.1], incorporating state jumps through a suitable definition of the supply rate
and the use of differential measures of BV functions. The closed-loop systems in [421,
Equ. (8) (9) (11)] [423, Equ. (3) (4)] also fit within (1.1) with a passive subsystem
(the Lagrange dynamics, with a perturbation) in feedback with a maximal monotone
static feedback law (a sliding-mode controller), and can be considered as nonlinear
set-valued Lur’e systems, see also [523, Section VI.C] for state observer dynamics in
Lagrangian systems.

The classical absolute stability problem, which has been widely studied in the control
systems community, can be addressed via the circle and the Popov criteria. Gener-
alisations of the circle criterion in the set-valued case are presented in [575], mainly
focusing on signum feedback nonlinearities, and on piece-wise differentiable, maximal
monotone nonlinearities R → R [575, Theorem 3.10], where maximality is obtained
by filling-in the graphs (the class of linear invariant systems in [575, Theorem 3.10]
is less restrictive than [126] [135, Theorem 3] [139, Lemmae 3.125, 3.129], but the
considered class of static feedback nonlinearities is much less general). The circle cri-
terion for Lur’e set-valued systems with F(x) compact convex upper semicontinuous
is presented in [334], the Popov criterion for maximal monotone DIs is analysed in
[215], the absolute stability problem with positive real frequency conditions is studied
in [387, 264]. Multipliers techniques to transform feedback systems is also a mature
field of control systems, for regular ODEs. The use of O’Shea-Zames-Falb multipliers
for set-valued Lur’e systems is advocated in [500] to reduce conservativeness of the
results in [126]. Systems where the feedback loop F(·) is a hysteresis nonlinearity are
tackled in [333, 573, 80, 359] within the framework of Lur’e set-valued systems.

7. Conclusions. Inspired by the structure of Lur’e systems and the tools used
in their analysis, this article addressed a class of differential inclusions where the right-
hand side is the sum of a single-valued mapping and a set-valued mapping with some
monotone properties. The motivation for studying such dynamical systems arises from
various physical systems, and optimization algorithms. Five main fields are covered:
a brief description of the mathematical formalisms, the relationships between them,
the various fields of application, well-posedness (existence, uniqueness, continuous
dependence of solutions), and stability issues. Bifurcation and chaos analysis is not
treated, since it is largely covered elsewhere [384, 224]. By citing several references
on each of these topics, we have provided an overview of the progress that has been
made in the analysis of such systems. It has been interesting to see that, while initially
mainly used in mechanics or electronics, the models studied in this paper have made
their way across several engineering disciplines. We have identified some directions of
research that could contribute to advancement of this field, and here we summarize
them with concluding remarks.

Formalisms: We considered several mathematical models which could be rewrit-
ten in the form of (1.1). A key component of these models is that the nonsmoothness
entering in the dynamics is obtained from a solution to an optimization problem (such
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as quadratic program with linear constraints for an LCS). Some works exist in the
literature to draw connections between formalisms [133, 143, 229, 266, 308, 462] and
here we have reviewed them with some additional insights. However, a better under-
standing is required for connecting different models and exploiting the structure of
optimization problems. A formal treatment of such connections can also pave way
for borrowing analysis techniques developed for one system class to another. In the
process, one can better study the questions of existence of solutions.

Numerics: The time-discretization problem is addressed only for the existence
of solutions, see [2, 4] for a complete presentation of numerical analysis issues and
simulation algorithms. The numerical algorithms used for simulation of these sys-
tems typically use time-discretization schemes as well. However, there have been
relatively very few works which rigorously analyze the performance of these numeri-
cal algorithms. Most notably, the order of convergence for several classes of numerical
algorithms have not been analyzed. The accuracy of the solutions in case of numer-
ical errors (in computing the projection on to a set for example) has not been much
investigated.

Stability and Control: We investigated the stability for a certain class of
nonsmooth systems, but mostly our investigation was limited to first order systems.
Stability analysis for second order systems with impacts and friction is crucial for many
applications (this is a field that may grow in importance in Robotics in the future
years), but there are relatively fewer works in this direction. Feedback control and its
many branches (optimal control, controllability, observability, state observer design
and separation principle, stabilization, tracking control, classification of systems into
subclasses depending on their controllability/observability properties, robust control)
has not been treated in detail. While these problems have received some attention in
the community [287, 309, 526, 555], there are many related questions which need to be
investigated in depth, as they lead to some challenging questions at the intersection of
functional analysis, optimization algorithms, numerical implementation, and control
theory.

Appendices

A. Some tools from convex analysis. The material that follows is taken from
diverse sources [240, 314, 97, 163, 191, 416, 143, 133, 62, 63, 41, 102, 279, 431, 282].
Since tangent and normal cones are central tools, we start with a brief exposition
on their definitions, relationships and properties. Let f : Rn → Rm be differentiable,
then its gradient at x is denoted as∇f(x) ∈ R

n×m and is the transpose of its Jacobian
∂f
∂x (x) ∈ Rm×n.

A.1. Tangent and normal cones. Let K ⊆ Rn be a closed nonempty set, not
necessarily convex. The polar cone of K is K◦ = {x ∈ Rn|〈x, y〉 ≤ 0 for all y ∈ K}.
The dual cone of K is K⋆ = −K◦. If K is a nonempty convex cone, then (K◦)◦ = K.
If K is a linear subspace then K◦ = K⊥ = {x ∈ Rn|〈x, y〉 = 0 for all y ∈ K}. Let
us now make a brief review of normal and tangent cones, which are central tools for
the dynamical systems dealt with in this work, and generalize the notions of tangent
and normal subspaces. It happens that there are many different types of normal and
tangent cones, which are not equal in general [63, Fig. 4.4]. Our aim in this appendix
is to introduce few of them, which are most often met in the literature and are useful
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in practice (see [63] for a complete exposition).

A.1.1. Tangent cones. Let us start with tangent cones. For each x ∈ K let us
define [62, 416]:

1. Radial cone: RK(x) = {z ∈ Rn|∃ t0 > 0 such that x+ tz ∈ K, ∀ t ∈ (0, t0)}.
2. Bouligand or Bouligand-Peano or contingent cone: TK(x) = {z ∈ Rn|∃ {tn}

⊂ R+, ∃ {zn} ⊂ Rn, such that tn ց 0, zn → z, x+ tnzn ∈ K, ∀ n ∈ N} = {z ∈
Rn|∃ {xn} ⊂ K, ∃ {λn} ⊂ R+, λn ց 0, such that xn → x and xn−x

λn
→ z}.

3. Adjacent tangent cone: T ♭
K(x) = {z ∈ Rn|∀ {tn} ⊂ R+ such that tn ց

0, ∃ {zn} ∈ R
n with zn → z, x+ tnzn ∈ K, ∀ n ∈ N}.

4. Clarke tangent cone: T C
K (x) = {z ∈ Rn|∀ {xn} ⊂ K, ∀ {tn} ⊂ R+ such that

xn → x, tn ց 0, ∃ {zn} ∈ Rn with zn → z, xn + tnzn ∈ K, ∀ n ∈ N}.
Some properties of these tangent cones are as follows [62, 63, 97, 191, 416]: TK(x),
T ♭
K(x), T C

K (x) are closed, T C
K (x) is convex (even if K is not convex), while the other

cones may not be, T C
K (x) ⊂ T ♭

K(x) ⊂ TK(x) (hence if x ∈ int(K), these three cones
are equal to R

n), and RK(x) ⊂ T ♭
K(x). A so-called weak tangent cone T w

K (x) can
also be defined. However in case the space is finite dimensional (which is our case
in general in this article) then T w

K (x) = TK(x). When T C
K (x) = TK(x), K is said

tangentially regular at x (this prevents for instance the existence of re-entrant corners
in K). Let SK(x) = ∪h>0

K−x
h be the cone spanned by K − x. Then TK(x) ⊂ SK(x).

If K is closed nonempty convex, then all the above tangent cones (but the radial cone)
are equal to SK(x), with

TK(x) = cl({z ∈ R
n | z = λ(y − x), λ ≥ 0, y ∈ K}), (A.1)

and cl(RK(x)) = TK(x).

A.1.2. Normal cones. Let us now introduce normal cones:

1. Clarke: NC
K (x) = (T C

K (x))◦ = {z ∈ Rn | 〈z, y〉 ≤ 0 for all y ∈ T C
K (x)}.

2. Fréchet: N̂K(x) = (TK(x))◦ = {z ∈ Rn | lim supy→x,y∈K
〈z,y−x〉
||y−x|| ≤ 0}.

3. Strong or norm limiting (or limiting or basic or Mordukhovich): N s
K(x) =

{z ∈ Rn|∃ {xn} ⊂ K, ∃ {zn} ∈ Rn,with xn → x, zn → z, zn ∈ N̂K(xn), ∀ n ∈
N}.

4. Proximal: N p
K(x) = {z ∈ Rn | 〈z, y− x〉 ≤ σ||y−x||2 for some σ ∈ R+, ∀ y ∈

K}.
Some properties of these normal cones are as follows [191, 416, 431]: N p

K(x) ⊂

N̂K(x) ⊂ N s
K(x) ⊂ NC

K (x), and NC
K (x) = {0} if x ∈ int(K). The Mordukhovich

normal cone N s
K(x) never reduces to {0} when x ∈ bd(K), contrarily to N̂K(x). In

our finite-dimensional case N̂K(x) = (TK(x))◦, and TK(x) ⊂ (N p
K(x))◦. Note that

in infinite dimension, limiting -or basic, Mordukhovich- normal cones NK(x), and
strong limiting normal cones differ, with N s

K(x) ⊂ NK(x) ⊂ NC
K (x). Also NC

K (x) =
conv(N s

K(x)), thus it is closed convex even ifK is not convex, and T C
K (x) = (NC

K (x))◦.
However N s

K(x) is not necessarily convex, see [431, Example 1.5] and the set K6

in Example 10 below. When N̂K(x) = N s
K(x), K is called normally regular (then

N s
K(x) = NC

K (x) as well), and Fréchet normally regular when N̂K(x) = NC
K (x) (see

[301, Proposition 1] [143, Equation (38)] for characterizations of normal regularity).
Hence in finite dimension, normally regular, Fréchet normally regular, and tangen-
tially regular are equivalent properties. When K is r-prox regular (see Definition A.2),

then N p
K(x) = N̂K(x) = N s

K(x) = NC
K (x) [143] (but normal regularity and r-prox
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regularity are different notions), and TK(x) = T C
K (x). In case K is closed nonempty

convex, then all the above cones are equal, and for all x ∈ K:

NK(x) = {z ∈ R
n|〈z, y − x〉 ≤ 0, ∀ y ∈ K}. (A.2)

It is noteworthy that the normal cone is sometimes defined like (A.2), for closed non
convex sets [240, Equation (1.1.2)], though it is noticed in [240, Remark 1.3.3] that
(A.2) is taylored to convex sets. It follows from (A.2) that N{a}(x) = N{a}(a) = Rn

for any a ∈ Rn, and NRn(x) = {0}. Another characterization for closed convex cones
is NK(x) = K◦ ∩ x⊥ where x⊥ is the subspace orthogonal to x.

Remark 27. When x 6∈ K, one usually sets all cones equal to ∅. There may be
exceptions when one needs to work outside K like in discrete-time approximations.

Example 10. Some illustrating examples in finite dimension:
1. K1 = Rn: TK1(x) = Rn, NK1(x) = {0}.
2. K2 = {x0} for some x0 ∈ R

n: TK2(x0) = {0}, NK2(x0) = R
n.

3. K3 = {(x, y) ∈ R2| [y = 0 and x ≥ 0] ∪ [x = 0 and y ≥ 0]} = Graph(−NR+):

at the origin we have T C
K3

(0, 0) = {0}, NC
K3

(0, 0) = Rn, N̂K3(0, 0) = {(x, y) ∈

R2 | x ≤ 0, y ≤ 0}, TK3(0, 0) = K3, N s
K3

(0, 0) = N̂K3(0, 0) ∪K3.

4. K4 = {(x, y) ∈ R2| |x| = |y|}: at the origin we have TK4(0) = T ♭
K4

(0) = K4,

T C
K4

(0) = {0}, NC
K4

(0) = R2, N̂K4(0) = K◦
4 .

5. K5 = {(x, y) ∈ R2|x+y = 1, x ≥ 0, y ≥ 0}: at the two edges of the segment we
have TK5((1, 0)) = {(z1, z2)|z1 = −z2, z2 ≥ 0}, TK5((0, 1)) = {(z1, z2)|z2 =
−z1, z1 ≥ 0}.

6. K6 as depicted in Figure A.1 (b) has a reentrant corner (notice that we de-
pict the sets x + NK(x) for convenience). This set is neither normally nor
tangentially regular at x. One has N s

K6
(x) = S1 ∪ S2, where Si, i = 1, 2, is

the half-line generated by ni from x, and is thus non convex. And N̂K6(x) =
N p
K6

(x) = {0}.

7. K7 = {x ∈ Rn|ki(x) = 0, 1 ≤ i ≤ m}, where each ki : Rn → R is C2:
If the gradients ∇ki(x) are linearly independent, then NC

K7
(x) = N p

K7
(x) =

span(∇ki(x)), T C
K7

(x) = {v ∈ Rn|∇kTi (x)v = 0, 1 ≤ i ≤ m}.
8. K8 is depicted in Figure A.2 (a), it has an infinitely sharp symmetric reen-

trant corner at x. One has N s
K8

(x) = S1 ∪ S2, TK8(x) = R2.
9. K9 is depicted in Figure A.2 (b), it has an infinitely sharp “peak” at x, it is

non convex and non prox-regular. One has N s
K8

(x) = S1 ∪ S2.
It is a fact that in general, normal cones may not be easy to compute, see, e.g., [267,
Examples 2, 3].

A.1.3. Linearization cones. There are two other cones which are of high in-
terest: the linearization cones when K is finitely represented, which make a very
important class of sets in practice (the above definitions being stated for general and
abstract sets K, including infinite dimensional cases). Let K = {x ∈ Rn|k(x) ≥ 0},
where k : Rn → Rm is continuously differentiable, K is not necessarily convex, and
I(x) = {i ∈ {1,m}|ki(x) = 0} is the index set of active constraints. The linearized
cones are defined as follows [133]:

1. Tangent cone linearization cone:

T h
K(x) = {z ∈ R

n | zT∇ki(x) ≥ 0, for all i ∈ I(x)}. (A.3)

2. Normal cone linearization cone:
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Fig. A.1: The closed sets K3, K4, K5 and K6.
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Fig. A.2: The closed sets K8 and K9.

N h
K(x) = (T h

K(x))◦ =
{
z ∈ Rn | z = −

∑
i∈I(x) λi∇ki(x), λi ≥ 0

}

= {z ∈ Rn | z = −
∑m
i=1 λi∇ki(x), 0 ≤ λi ⊥ ki(x) ≥ 0} .

(A.4)

Both cones are convex closed polyhedral sets. LetK be closed convex, then it is always
true that N h

K(x) ⊆ NK(x) and TK(x) ⊆ T h
K(x). Suppose that there exists a vector

v ∈ Rn such that ∇ki(x)T v > 0 for all i ∈ I(x) (this is the so-called Mangasarian-
Fromovitz constraint qualification (MFCQ); other CQs exist but the MFCQ is widely
used). If the MFCQ holds, then TK(x) = T h

K(x). If in addition convexity of K holds,
then N h

K(x) = NK(x) (thus in the convex case both equalities are equivalent [133]).
An important property of convex polyhedral sets defined as {x ∈ R

n|Cx + D ≥ 0},
is that one can define the normal and tangent cones directly from their linearization
cones [314, Examples 5.2.6, p.67] (but this is not true for all convex sets: LetK = {x ∈
Rn|xTx ≤ 0}, then K = {0}, T h

K(0) = Rn but from (A.1) TK(0) = (NK(0))◦ = {0}).
For such convex polyhedral sets one has NK(x) = {w ∈ Rn|w = −CTI•λ, λ ≥ 0},
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where I ∈ {1, . . . ,m} is the index set of active constraints, i.e., Ci•x+Di = 0 for all
i ∈ I. Then TK(x) = {z ∈ Rn|CI•z ≥ 0} = (NK(x))

◦
. In fact the Clarke tangent

and normal cones can also be expressed in a linearization form under a regularity
assumption and the MFCQ [191, p.131 and p.172]. LetK = {x ∈ Rn|k(x) ≥ 0, h(x) =
0}, h : R

n → R
p, with k(·) and h(·) continuously differentiable (extension exists

with just Lipschitz continuity). Then TK(x) ⊆ T h
K(x). Assume that [γ ≥ 0 and

γTk(x) = 0 and λT∇h(x) = 0 imply γ = 0 and λ = 0]. Then if k(x) = 0, one has
T C
K (x) = TK(x) = {z ∈ Rn|∇ki(x)T z ≥ 0 (1 ≤ i ≤ m), ∇hi(x)T z = 0 (1 ≤ i ≤ p)},

and NC
K (x) = cone{z = −∇k(x)γ + ∇h(x)λ, γ ∈ Rm, λ ∈ Rp, γ ≥ 0}. Under the

MFCQ: the gradients ∇hi(x), 1 ≤ i ≤ p are independent, and there exists a vector
v such that ∇hi(q)T v = 0, 1 ≤ i ≤ p, ∇ki(x)T v > 0 for all i ∈ I(x), one has also

T C
K (x) = T h

K(x) and NC
K (x) = N̂K(x) [41, Theorem 3.4]. This means that for prox-

regular sets (see Definition A.2) which are finitely represented and satisfy the MFCQ,

N p
K(x), N̂K(x), NK(x) and NC

K (x) (which are identical), as well as T C
K (x), can all

be expressed in a linearized form, which is quite interesting to build complementarity
problems.

Remark 28. The normal cone can be defined with a metric defined by M =
MT ≻ 0, replacing 〈z, y〉 ≤ 0 by 〈z, y〉M = zTMy ≤ 0 in the polarity definition. This
gives NM

K (x) = M−1NK(x). In case the MFCQ holds, z =
∑m

i=1 λiM
−1∇ki(x) in

(A.4).

A.2. Other definitions and results.

A.2.1. Maximal monotonicity, subdifferentials, prox-regular sets. Let
us start with the classical maximal monotone operator definition.

Definition A.1 (Maximal monotone operator [97]). An operator A : Rn ⇒ Rn

is monotone if for all x1 ∈ dom(A), x2 ∈ dom(A), y1 ∈ A(x1), y2 ∈ A(x2), one
has 〈x1 − x2, y1 − y2〉 ≥ 0. It is strongly monotone if there exists c > 0 such that
〈x1 − x2, y1 − y2〉 ≥ c||x1 − x2||2. It is maximal if it cannot be extended without
destroying the monotonicity. It is c-hypomonotone if there exists c > 0 such that
〈x1 − x2, y1 − y2〉 ≥ −c||x1 − x2||2.
Let ϕ : Rn → R ∪ {+∞} be a proper LSC convex function. Then its subdifferential
∂ϕ : R

n
⇒ R

n is the set of its subgradients η ∈ R
n, defined as: η ∈ ∂ϕ(x) if

〈η, y − x〉 + ϕ(x) − ϕ(y) ≤ 0 for all y ∈ Rn. It defines a maximal monotone operator
[97, 492]. The indicator function of K is defined as ψK(x) = 0 if x ∈ K, ψK(x) = +∞
if x 6∈ K. It is convex proper and LSC when K is closed convex non empty. One has

∂ψK(x) = NK(x) (A.5)

whenever K is closed nonempty convex. There are extensions of subdifferentials
for non convex functions. One way of defining them is as follows. Let ϕ : Rn →
R ∪ {+∞} be an extended real valued function. Then its proximal (resp. Fréchet,
Mordukovich limiting, Clarke) subdifferential at x with f(x) < +∞ is defined by
stating that subgradients η ∈ ∂pf(x) (resp. ∂F f(x), ∂Lf(x), ∂Cf(x)) when (η,−1)
belongs to the corresponding normal cone (proximal, Fréchet, Mordukhovich, Clarke)
to epif (x, f(x)) = {(x, y) ∈ Rn × R|y ≥ f(x)} [191, Theorem 5.7] [431]. Thus the
rationale behind proximal subdifferentiation is to approximate (locally) a function
by a reversed parabola, instead of a straight line as in convex analysis. Similarly to
normal cones, one has ∂pf(x) ⊂ ∂F f(x) ⊂ ∂Lf(x) ⊂ ∂Cf(x). See Figures A.1 and A.3
and Example 11 for illustrating examples. Given a closed subset K ⊆ Rn, the Fréchet
(resp. basic) subdifferential of its indicator function ψK(·) at x ∈ K is the Fréchet
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(resp. basic) normal cone N̂K(x) (resp. N s
K(x)), that is ∂FψK(x) = N̂K(x) (resp.

∂LψK(x) = N s
K(x)). Also ∂pψK(x) = N p

K(x). These equalities generalize (A.5) to
closed non convex sets. A function is normally regular at x if its epigraph is normally
regular at (x, f(x)) [143, 431, 492].

Definition A.2 (Prox-regular set [102]). A set K ⊂ Rn is called uniformly prox-
regular with constant 1

r , or simply r-prox-regular, if one of the following equivalent

properties is satisfied: (i) for each x ∈ K and each w ∈ N̂K(x) with ||w|| < 1, it holds
that proj(K;x + rw) = {x}, that is, x is the unique nearest vector to x + rw in K.

(ii) For each x, y in K and each w ∈ N̂K(x) with ||w|| < 1, one has ||rw||2 < ||x −

y||2+2〈rw, x−y〉+ ||rw||2. (iii) For all x1 ∈ K, x2 ∈ K, for each z1 ∈ N̂K(x1)∩BRn ,

z2 ∈ N̂K(x2) ∩ BRn : 〈z1 − z2, x1 − x2〉 ≥ − 1
r ||x1 − x2||2. (iv) For each x ∈ K and

each w ∈ N̂K(x): 〈 w
||w|| , x− y〉 ≥ − 1

2r ||x− y||2 for all y ∈ K.

Property (iii) means that the operator N̂K(x)∩BRn is 1
r -hypomonotone. In view of the

equality of normal cones for prox-regular sets (see Section A.1), all results about prox-

regular sets can be formulated with any of the normal cones N p
K(x), N̂K(x), NK(x),

NC
K (x). When r → +∞ one recovers the convex case with maximal monotonicity of

the normal cone operator, thus r may be seen as a sort of measure of non-convexity
(this is very useful in stability analysis [522]). However prox-regular sets are far
from being convex since, for instance, intersection of prox-regular sets may fail to
be prox-regular. An interesting property of r-prox regular sets is as follows: for any
x ∈ {z ∈ Rn| infs∈K ||s − z|| < r}, the orthogonal projection proj[K;x] is uniquely
defined. In other words, the projection onto an r-prox regular set is unique for all
points “close enough” (in a “tube” of radius r) to the set. The sets K3, K4, and
K6 in Section A.1 are non convex, non prox-regular cones. Prox-regular sets may
have smooth or non-differentiable boundary. It is of interest to characterize finitely
represented sets which are r-prox regular, in terms of the functions ki(·), see [41]
for several results (the hypomonotonicity of the gradients ∇ki(x) is a core property),
see also [143, Section 4.3]. Finally we recall that one can also define prox-regular
functions [102, Definition 2.1]. Then a set K ⊆ Rn is r-prox-regular if its indicator
function ψK(·) is prox-regular [102, Definition 2.2], and then ∂ψK(x) = NK(x) (the
set of Fréchet subgradients of ψK(·)), generalizing (A.5).

Remark 29. The above material shows that provided some basic assumptions
are made on the relevant sets and functions, it is possible to express tangent, normal
cones and subdifferentials of the indicators functions in rather simple and practical
ways, involving the gradients of the active constraints and complementarity conditions
with non negative mutlipliers. However in a more general setting, calculations may
not be straightforward. See [81, 350] who developed automatic differentiation tools for
evaluating generalized derivatives.

Example 11. In order to illustrate the importance of differentiability of the “gap”
functions ki(·) defining finitely represented sets, let us consider the set K = {(x, y) ∈
R2|k(x, y) = y+ |x| ≥ 0} [338, 295]. The function k(x, y) is Lipschitz continuous, non
differentiable at x = 0. K is the union of two convex sets K+ = {(x, y)|y ≥ −x, x ≥ 0}
and K− = {(x, y)|y ≥ x, x ≤ 0}, and has a reentrant corner as K6 in Figure A.1. The
MFCQ is satisfied at (0, 0) and thus NC

K (0, 0) can be expressed in a linearized form.
We note that K is the epigraph of the non convex function ϕ : R → R, such that
y = ϕ(x), x 7→ −x if x ≥ 0 and x 7→ x if x ≤ 0, i.e., ϕ(x) = −|x|. This is depicted
in Figure A.3 (a). We see that the Fréchet and proximal subdifferentials of ϕ(·) do
not exist at (0, 0) (since both normal cones are reduced to {0}). The Mordukhovich
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normal cone is N s
epiϕ

(0, 0) = S1∪S2, where Si, i = 1, 2, is the half-line emerging from

the origin as indicated in Figure A.3 (a). Thus ∂Lϕ(0, 0) = {−1, 1} (two elements).
One has ∂Cϕ(0) = [−1, 1] and the Clarke normal cone to the epigraph as depicted is
such that for all η ∈ [−1, 1], the vector (η,−1) belongs to it. If instead we consider
a function ϕ(·) such that the corner is rounded with positive radius r (dashed curve
in Figure A.3 (a)), then its epigraph is r-prox-regular and so is ϕ(·). A slightly more
complex case is ϕ : R2 → R, with f(x, y) = |x| − |y|. Then ∂Fϕ(0, 0) = ∅ (Fréchet
subdifferential does not exist), ∂Lϕ(0, 0) = {−1, 1}, and ∂Cϕ(0, 0) = [−1, 1].

(a)

0

1

epiϕ

x

NC
epiϕ

(0, 1)

ϕ(x)

-1

(b)

epiϕ = K+ ∪K−

K+
ϕ(x)

K−

Tepiϕ (0, 0)

x
0

Nepiϕ
(0,−1)

S1S2

NC
epiϕ

(0, 0)

Fig. A.3: Examples 11 and 12.

Example 12. Let us consider the function ϕ : R → R such that ϕ(x) = −x− 1
if x ≤ 0, ϕ(x) = ax + 1 if x > 0, a ≥ 0. It is discontinuous at x = 0 but is
LSC, equivalently epiϕ is closed, see Figure A.3 (b). We have ∂Cϕ(0, 1) = [a,+∞),
∂Cϕ(0,−1) = [−1,+∞). We see that epiϕ has a reentrant corner at (0, 1). If we
compute the derivative of ϕ(·) in the sense of distributions [503], then we obtain

dϕ = 2δ0 + g(x)dx for some function g(x)
a.e.
= ϕ̇(x). In this article we encounter both

types of generalized derivatives: subdifferentials and distributions (or measures).

Other types of sets are used (for instance for FOSwP), like uniformly subsmooth and
α-far sets [339, 338], which are extensions of prox-regular sets, with the hypomono-
tonicity replaced by 〈z1 − z2, x1 − x2〉 ≥ −||x1 − x2||. We may nevertheless conclude
from Sections A.1.1, A.1.2 and A.2.1 that there are four main types of sets which
deserve close attention due to their practical usefulness and their mathematical prop-
erties: convex, prox-regular, polyhedral and finitely represented closed sets.

A.2.2. Generalized equations, variational inequalities. According to [489]
a generalized equation is a nonlinear problem 0 ∈ G(x, y)+F (x, y) where F : Rn×n ⇒
Rm is a set-valued mapping, G : Rn×n → Rn is a continuously differentiable mapping.
Let us now present some classical generalized equations. Let M = MT ≻ 0, K ⊆ Rn
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a closed non empty convex set, x ∈ Rn, y ∈ Rn, then:

M(x− y) ∈ −NK(x) ⇔ x = projM [K; y] ⇔ x = argminz∈K
1
2 (z − y)TM(z − y)

⇔ Find x ∈ R
n such that: 〈M(x − y), y − x〉 ≥ 0 for all y ∈ K

⇔ x = (M +NK)−1(My),
(A.6)

where projM [K; ·] denotes the orthogonal projection on K in the metric defined byM
(in caseM is the identity we omit to write it), see Section A.2.4 for inverse mappings.
The fourth formulation in (A.6), is a variational inequality (VI) of the first kind. The
proof of (A.6) can be found in [240, 279]. An extension uses VI of the second kind.
Let P ≻ 0, f(·) be proper convex LSC, r ∈ Rn. The VI of second kind is: Find x ∈ Rn

such that 〈Px − r, η − x〉+ f(η) − f(x) ≥ 0 for all η ∈ Rn. This is equivalent to the
inclusion Px− r ∈ −∂f(x), from which we easily recover from the problem in (A.6) if
f(·) = ψK(·) and r =My. Its unique solution is given by x = Proxµf [(I−µP )x+µr]
for some µ > 0, where Proxµf (·) is the so-called proximal map of f(·) at x [97, 279].
For instance if f(x) = ||x||1 then Proxµf (x) = x− proj[[−µ, µ]n;x]. If f(x) = ψK(x)
with K closed nonempty convex, Proxf (x) = proj[K;x]. See [208, Table 10.1] for
more examples. Also p = Proxf (x) ⇔ x − p ∈ ∂f(p) ⇔ p ∈ (I + ∂f)−1(x) (which is
similar to the last equality in (A.6)).

Example 13. Consider the scalar DI: ẋ ∈ −sgn(x) and its implicit Euler dis-
cretization xk+1−xk ∈ −h sgn(xk+1) = −∂(h|xk+1|). We have xk+1 = Proxh|·|(xk) =
xk − proj[[−h, h];xk] = −Proxhµ|·|[(µ − 1)xk+1 − µxk] for µ > 0. Consider now the
scalar first-order Moreau’s sweeping process: ẋ ∈ −NK(t)(x) = −∂ψK(t)(x). Its im-
plicit Euler discretization reads xk+1 = xk − NK(tk+1)(xk+1) (the time step plays
no role because the right-hand side is a cone). Then xk+1 = ProxψK(tk+1)

(xk) =

proj[K(tk+1);xk]. Such schemes are used in digital sliding-mode control [422, 421,
424] and contact mechanics [4].

Another type of VIs are the quasi VI (QVI) defined as follows. Let K : Rn ⇒ Rn be
a set-valued mapping, and f : C → Rn, C ⊆ Rn a closed convex non empty set. The
QVI(K, f) is: Find x ∈ K(x) such that

〈f(x), y − x〉 ≥ 0 for all y ∈ K(x). (A.7)

Again, different variants of QVIs exist [240]. The so-called hemi VI (HVI) are defined
as [282]: find x ∈ F (x), y ∈ G(x), such that 〈y, v − x〉 + J0(x, v − x) ≥ 〈f, v − x〉
for all v ∈ F (x), where F (·) and G(·) are set-valued mappings, J(·) is a locally
Lipschitz mapping, J0(x, ·) is its Clarke’s directional differential, f is arbitrary (a
vector in finite dimensions). Other HVI are of the form: find x ∈ Rn such that
〈A(x) − f, v − x〉 + J0(x, v − x) ≥ 0 for all v ∈ Rn, A(·) a monotone operator. This
HVI is equivalently formulated as the GE: A(x) + ∂J(x) ∋ f , where ∂J(·) is the
Clarke’s subdifferential [282]. Thus, HVIs extend VIs of the second kind, which are
closely linked with the subdifferential of convex analysis, to Clarke’s differentiation,
see [163] for a complete exposition.

A.2.3. Chain rules. Chain rules for the differentiation of composed nonsmooth
functions are commonly used in some parts of the article. We recall that a polyhedral
function, is a function whose epigraph is a closed convex polyhedral set. The indicator
function ψK(·) is polyhedral if K is closed convex polyhedral.
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Proposition A.3. [97, 314, 492] Let f : Rm → R ∪ {+∞} be a proper convex
LSC function, and A : Rn → Rm be a linear operator. Assume that either the function
f(·) is polyhedral or for some x0 with Ax0 ∈ dom(f)

Im(A)− R+ (dom(f)−Ax0) is a vector subspace of Rm, (A.8)

where dom(f)
∆
= {y ∈ Rm| f(y) < +∞}. Then the subdifferential in the sense of

convex analysis of the composite functional f ◦A : Rn → R ∪ {+∞} is given by

∂(f ◦A)(x) = AT ∂f(Ax), ∀ x ∈ R
n. (A.9)

Example 14. [62, Proposition 10] Let K̃ = {x ∈ Rn|H−1x ∈ K} = HK,
H ∈ Rn×m full rank, K ⊆ Rn closed convex. Then NK̃(x) = H−TNK(x). Indeed
ψK(x) = ψK̃(Hx) = (ψK̃ ◦H)(x). By Proposition A.3, ∂ψK̃(Hx) = HT∂ψK̃(Hx) =
HTNK̃(Hx) = ∂ψK(x) = NK(x), where (A.5) has been used.
Part (a) of the next proposition is extracted from [430, Theorem 3.41] or [492, Theorem
10.6] and (b) is a consequence of (a). Before this, we need two definitions. A function
f(·) is said subdifferentially regular if its epigraph epif is normally regular, that is

N s
epif

(x, f(x)) = N̂epif (x, f(x)) for all x ∈ dom(f) (see Section A.1). Thus convex

functions are subdifferentially regular, and so are all functions such that their epigraph
is prox-regular. The singular subdifferential of f(·) at x is defined as ∂∞f(x) = {v ∈
Rn|(v, 0) ∈ N s

epif
(x, f(x))}.

Example 15. Let f(x) = |x|, then ∂∞f(x) = {(0, 0)} for all x. Let f(·) = ϕ(·)
in Figure A.3 (a), then epif is not normally regular so f(·) is not subdifferentially
regular, and ∂∞f(x) = {(v, 0) ∈ R× R|v = 0}.

Proposition A.4. Suppose g = f ◦ F for a proper LSC function f : Rm →
R ∪ {+∞}, and a mapping F : Rn → Rm which is continuously differentiable at a
point x where g(·) is finite.
(a) If f(·) is subdifferentially regular at F (x) and if

∂∞f(F (x)) ∩Ker∇F (x) = {0}, (A.10)

then g(·) is subdifferentially regular at x, and

∂g(x) = ∇F (x)∂f(F (x)). (A.11)

(b) In particular, the conclusions of (a) hold whenever f(·) is convex and

Im(∇F (x)T ) + R−(dom f − F (x)) = R
m. (A.12)

In (A.11) the subdifferential is that of Mordukovich (see Section A.2.1). See [301,
Proposition 1] for another variation of the chain rule. From [492, Theorem 10.6]
condition (A.10) holds true for convex f(·) if dom(f) cannot be separated from the
range of the affine function w 7→ F (x) +∇F (x)Tw.

Example 16. Let us show one application of Proposition A.4, which is useful to
show relationships between complementarity systems and the FOSwP, amongst other
applications. Let K ⊆ Rm be a prox-regular set, S(t) = {z ∈ Rn|k(z) + h(u(t)) ∈
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K} ⊆ Rn and define φt : R
n → Rm : z 7→ k(z) + h(u(t)), where u : R → Rp. Let k(·)

and K be such that S(t) is prox-regular for each t. Let g(·) = ψK ◦ φt(·), and assume
that ker(∇k(z)) = {0} for all z ∈ Rn. Thus the conditions of Proposition A.4 (a)
are satisfied. Then ∂g(z) = ∇φt(z)∂ψK(φt(z)). In addition g(z) = ψS(t)(z), so that
∂g(z) = NS(t)(z), where the normal cone may be Clarke, proximal, or Fréchet normal
cone (all equal in this case since the set is prox-regular).

A.2.4. Conjugate functions, inverse set-valued mappings. Let f : Rn →
R∪{+∞} be convex, proper and LSC. Its conjugate (or Legendre, or Legendre-Fenchel
transform, or Fenchel conjugate) function g : Rn → R ∪ {+∞} is defined as

g(y) = sup
x∈Rn

[〈x, y〉 − f(x)], (A.13)

and is usually denoted as g(y) = f∗(y). It is proper, convex LSC. One has g∗(·) =
f(·) (as a corollary of the Fenchel-Moreau’s Theorem [97, Theorem 13.32, Corollary
13.33]). One typical example encountered throughout the article, is the indicator
f(x) = ψK(x), K ⊆ Rn a closed convex non empty set, and the support function of
K: σK(y) = ψ∗

K(y). See [97, chapter 13] for a complete presentation of conjugacy.
This is quite related to inverse (set-valued) mappings: if f(·) is proper convex LSC,
then (∂f)−1 = ∂f∗ [97, Corollary 16.24]. In other words, y ∈ ∂f(x) ⇔ x ∈ ∂f∗(y).
Therefore, (∂ψK)−1 = (NK)−1 = ∂ψ∗

K = ∂σK , where we used (A.5).

B. Some tools from complementarity theory. The reference book for this
topic is [210], see also [240, 278].

Definition B.1 (Complementarity Problem). Let F : Rn → Rn and λ ∈ Rn.
The problem λ ≥ 0, F (λ) ≥ 0, λTF (λ) = 0 is a complementarity problem (CP) with
unknown λ, written compactly as 0 ≤ λ ⊥ F (λ) ≥ 0. When F (λ) = Mλ + q for a
matrix M and a vector q, this is a linear CP (LCP), denoted LCP(q,M). The set of
solutions (possibly empty) of LCP(q,M) is denoted SOL(LCP(q,M)).

Definition B.2. A matrix M ∈ Rn×n is positive (semi) definite if for all x ∈ Rn

one has xTMx > 0 (≥ 0) for all x 6= 0. It is denotedM ≻ 0 (< 0). It is not necessarily
symmetric. A matrix M ∈ Rn×n is a P-matrix if all its principal subdeterminants
(or principal minors) are positive. It is a P0-matrix if its principal minors are non
negative. It is a copositive matrix on the set K if xTMx ≥ 0 for all x ∈ K.
We have M ≻ 0 ⇒ M is a P-matrix, M < 0 ⇒ M is a P0-matrix and a copositive
matrix on Rn+. One usually considers copositivity over convex sets [315], even in this
case copositivity is hard to characterize. Many more matrix classes which are useful in
complementarity theory exist [210]. The following result is central in complementarity
theory.

Theorem B.3. The LCP(q,M) has a unique solution for any q, if and only if
M is a P-matrix.
Copositive matrices can guarantee the solvability under some conditions on the ho-
mogenous LCP(0,M):

Theorem B.4. (i) Suppose M is copositive on Rn+. If the implication [0 ≤ ν ⊥
Mν ≥ 0 ⇒ qT ν ≥ 0] holds, the LCP(q,M) has a solution. (ii) The LCP(q,M) has a
unique solution for all non-negative vectors q, if and only if M is strictly semicoposi-
tive (i.e., max1≤i≤n zi(Mz)i ≥ σ||z||2 for all z and some σ > 0).

Positive semi definite matrices also possess interesting properties:
Theorem B.5. Suppose that M = MT < 0. If λ1 and λ2 are two solutions of

LCP(q,M), then M(λ1 − λ2) = 0.
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There are several other types of complementariry problems like horizontal, mixed
(MLCP), vertical, geometric, generalized, cone (LCCP), nonlinear (NLCP) comple-
mentarity problems, see for instance [4, Chapter 12]. An interesting fact is: let
K ⊆ Rn be a closed convex cone, then [278, p.18]

K⋆ ∋ x ⊥ y ∈ K ⇔ x ∈ −NK(y) ⇔ y ∈ −NK⋆(x), (B.1)

for any two vectors x and y. This can be used in (A.6) to derive another equivalent
formulation. If y = Mx + q, the left-hand side of (B.1) is a linear cone comple-
mentarity problem (LCCP), whose set of solutions is denoted SOL(K, q,M). Let
M = MT ≻ 0, using (A.6) the LCCP is equivalent to an optimization problem with
x = argminz∈K⋆

1
2 (z

TMz + qT z). Solvability and uniqueness of solutions for LCCP
withM copositive onK, are analysed in [11]. For instance, the next result follows from

[11, Corollary 5] [279, Corollary 9 p.105]. Let B(M,K⋆)
∆
= {z ∈ R

n|Mz ∈ K, zTMz =
0}, and assume that xTMx ≥ 0 for all x ∈ K⋆. Then (i) if B(M,K⋆) = {0}, or
(ii) if B(M,K⋆) 6= {0}, and there exists x0 such that vT (q − MTx0) > 0 for all
v ∈ B(M,K⋆), v 6= 0, the LCCP has at least one solution. Other results may be
found in [11, 279] for P0 and P-matrices. This allows one to extend partially (A.6)
to classes of matrices larger than symmetric positive definite matrices (in case of non
uniqueness, one may define the projection operator as x ∈ (M +NK)−1(My)). The
results in [11, 279] allow to analyse also the well-posedness of some MLCPs [137].
This could be useful for the study of equilibria sets (Section 6.1) and well-posedness
of MLCS (Section 2.4.3).

Let us now provide the expression of the solutions of the LCP: 0 ≤ λ ⊥ z = Cx+Dλ+
E3u+E4 ≥ 0 in (2.22) when D is a P-matrix. To this aim we introduce the index sets
α(x, u) = {i|λi > 0, zi = 0}, β(x, u) = {i|λi = zi = 0}, γ(x, u) = {i|λi = 0, zi > 0} of
the LCP modes, and ᾱ(x, u) = γ(x, u) ∪ β(x, u). Then λα(x, u) = −(Dαα)

−1(Cα•x+
E3α•u+ E4α), and λᾱ(x, u) = 0 [157].

C. Relative degree. Roughly speaking, the relative degree of a system with
inputs and outputs, is the number of times one has to differentiate the output, in order
to recover the input. This is a notion very close to the index of semi-explicit DAEs.
Consider the quadruple (A,B,C,D) with constant matrices A ∈ Rn×n, B ∈ Rn×m,
C ∈ R

m×n, D ∈ R
m×m. The (m-vector) relative degree r̄ ∈ N

m between the output
y = Cx + Du and the input u, is equal to (0, 0, . . . , 0)T if and only if D has full
rank. When D = 0, CAi−1B = 0 for all 1 ≤ i < r, and the leading Markov
parameter or decoupling matrix CAr−1B is full rank, then r̄ = (r, r, . . . , r)T with
r ≤ n. This extends to nonlinear systems ẋ = f(x) + g(x)u, y = h(x) [553]. The
relative degree is fundamental in Automatic Control to derive the so-called normal
form and the zero dynamics. The existence of a relative degree implies the existence of
a diffeomorphic change of state space which transforms the controlled dynamics with
output into the canonical form: ż1 = z2, ż2 = z3, . . ., żr−1 = zr, żr = a(z) + b(z)u,
ζ̇ = c(ζ, z1). The ζ-dynamics is the zero dynamics, which represents the system’s
dynamics on the submanifold z1 = 0. In the linear invariant case b(z) = CAr−1B and
a(z) = CArx = CArW−1z, and the zero-dynamics is linear as in (2.8c).

The notion of index of a transfer matrix H(s) ∈ Cm×m is close to the relative degree
and is defined as follows [306, Definition 3.5].

Definition C.1. A rational matrix H(s) ∈ Rl×l(s) is said to be of index r, if it
is invertible as a rational matrix and s−rH−1(s) is proper. It is said to be totally of
index r, if all its principal submatrices HJJ(s) for J ⊆ {1, . . . , l} are of index r.
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Consequently, in case l = 1 the index is the usual relative degree of a rational transfer
function. Principal submatrices are obtained by deleting rows and columns of equal
index [104, p.41]. It is noteworthy that Definition C.1 does not necessarily define a
unique r.

D. Dissipative systems. A complete exposition of dissipative systems can be
found in [139].

Definition D.1. Let A, B, C, D be constant matrices with appropriate di-
mensions. The quadruple (A,B,C,D) is said to be passive if there exist matrices
L ∈ Rn×m, W ∈ Rm×m, and a n× n matrix P = P⊤ < 0, such that:





A⊤P + PA = −LL⊤

B⊤P − C = −W⊤L⊤

D +D⊤ =W⊤W.
(D.1)

In this case, let V (x) = 1
2x

⊤Px denote the corresponding energy storage function.
The dissipation equality

V (x(t1))−V (x(0)) =

∫ t1

0

λ(t)⊤z(t)dt−
1

2

∫ t1

0

(x⊤(t), λ⊤(t))Q

(
x(t)
λ(t)

)
dt, ∀ t1 ≥ 0

(D.2)
in terms of the matrix

Q
∆
=




LL⊤ LW

W⊤L⊤ W⊤W


 < 0, (D.3)

then implies that

V (x(t1))− V (x(0)) ≤

∫ t1

0

λ(t)⊤z(t)dt. (D.4)

For an LCS (2.22) one has λ(t)⊤z(t) = 0 for all times outside state jumps. The
system is said to be strictly passive when Q is positive definite, and lossless when
Q = 0. The system is said to be state lossless when L = 0 and input lossless when
W = 0. The system is dissipative, state dissipative, and input dissipative when Q 6= 0,
L 6= 0, or W 6= 0, respectively. Passivity is a particular case of dissipativity, and
is closely related to positive real transfer functions through the Kalman-Yakubovich-
Popov Lemma [139, Chapter 3]. We have the following [306, Theorem 3.14]:

Theorem D.2. Consider that (A,B,C,D) is passive with a positive definite stor-

age function and

(
B

D +D⊤

)
has full column rank. Then H(s) = C(sI−A)−1B+D

is totally of index 1 (in the sense of Definition C.1).
We see using (D.1) that a passive system with D + D⊤ = 0 ⇒ W = 0 satisfies
PB = C⊤ ⇒ CB = B⊤PB < 0. If P ≻ 0 and B has rank m, then CB ≻ 0.

Remark 30. The notion of monotonicity of a set-valued operator is ubiquitous in
this article. In Systems and Control, an input/output operator T : L2(Rm) → L2(Rm)
is said incrementally passive if for any u1 and u2 one has 〈u1−u2, T (u1)−T (u2)〉 ≥ 0.
Thus both notions are the same: one applies to static operators (like feedback set-
valued nonlinearities in Lur’e systems), the other one is for dynamical systems with
inputs and outputs.
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E. Basic definitions, notation, and results. For a vector x ∈ Rn, the lex-
icographical inequality x ≻ 0 means that the first non zero entry of x is > 0,
x < 0 means that the first non zero entry of x is ≥ 0. Let M ∈ Rn×n, and
α = {α1, α2, . . . , αp} ⊆ {1, 2, . . . , n}. Then Mαα ∈ Rp×p is the principal subma-
trix of M obtained by deleting rows and columns indexed in ᾱ = {1, 2, . . . , n} \ α,
xα = (xα1 , . . . , xαp

)T , Mα• ∈ Rp×n is the submatrix obtained by deleting all rows
in ᾱ. The principal subdeterminants or principal minors of M are the determinants
det(Mαα) of its principal submatrices.
Let an interval I ⊆ R, and a function f : I → Rn be given. The variation of f(·)

over the interval I is the supremum of
∑k

i=1 |f(si)− f(si−1)| over the set of all finite
sets of points s0 < s1 < · · · < sk (called partitions) of I. When this supremum is
finite, the mapping f(·) is said to be of bounded variation (BV) on I. We say that f(·)
is of locally bounded variation (LBV), if it is of bounded variation on each compact
subinterval of I. For a BV function f(·), it holds that the right and left limits of f(·)

are defined everywhere, and we use the notation f(t+)
∆
= limsցt f(s) and f(t−)

∆
=

limsրt f(s). RCLBV denotes right-continuous LBV functions. One associates with
a BV function f(·) its differential measure df [427], which satisfies for any a ≤ b:
df([a, b]) = f(b+) − f(a−), df([a, b)) = f(b−) − f(a−), df((a, b]) = f(b+) − f(a+),
df((a, b)) = f(b−)− f(a+), and df({a} = f(a+)− f(a−) (the jump of f(·) at a).
We denote by L1(I,Rn; dν) the space of integrable functions from the interval I to Rn

with respect to the measure dν. If the measure is not specified then the integration
is with respect to the Lebesgue measure. An absolutely continuous (AC) function

f : I → Rn is a function that can be written as f(t) − f(t0) =
∫ t
t0
ḟ(s)ds for any

t0, t ∈ I, t0 ≤ t, and some ḟ ∈ L1(I,Rn), which is considered as its derivative. The
definition of an AC set is given in (A1), Section 5.1. A possibly discontinuous function
is lower semicontinuous (LSC) if its epigraph is closed. A set-valued map F : Rn ⇒ Rm

is upper semicontinuous (another denomination is outer semicontinuous when local
boundedness holds) at x0 ∈ Rn, if for any open neighborhood N containing F (x0),
there exists an open neighborhoodM of x0 such that F (M) ⊂ N . The subdifferential
of a convex proper function ϕ : dom(ϕ) = Rn → R is locally bounded and takes values
in a compact set, and it defines an outer semicontinuous mapping [314, Theorem 6.2.4].
A measure dµ is absolutely continuous (AC) with respect to another measure dν if
dν(I) = 0 implies dµ(I) = 0. The measures dν and dµ are absolutely equivalent if
they are AC with respect to each other. By the Radon-Nikodym theorem, the density

of Lebesgue measure dt relative to dν, defined as dt
dν (s) = limε→0

dt((s−ε,s+ε))
dν((s−ε,s+ε)) , is then

well-defined.
For a set-valued mapping S : [t0,∞) ⇒ Rl, for some fixed t0 ∈ R, the variation of
S(·) over an interval [t0, t] denoted by vS(t), is defined as,

vS(t)
∆
= sup

t0=s0<s1<···<sk=t

k∑

i=1

dHaus(S(si),S(si−1))

where the supremum is taken over the set of all partitions of [t0, t].

E.1. Mazur’s Lemma. Let (X, || · ||) be a Banach space and let {xn}n∈N be
a sequence in X that converges weakly to some x0 ∈ X . There exists a function

N : N → N and a sequence of sets of positive numbers {αnn, · · · , α
N(n)
n }n∈N, with∑N(n)

k=n αkn = 1, such that the sequence {yn}n∈N defined by the convex combination

yn =
∑N(n)
k=n αknxk, converges strongly to x ∈ X , i.e., ‖yn − x0‖ → 0 as n→ ∞.
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E.2. Discrete-time Gronwall-Bellman lemma. If {yk}k∈N, {fk}k∈N, and
{gk}k∈N are nonnegative sequences and yk ≤ fk +

∑
1≤j<k gjyj, k ∈ N. Then

yk ≤ fk +
∑

1≤j<k

fjgj exp



∑

j≤i<k

gi


 , k ∈ N.

If fk = f0 is constant for each k ∈ N, it can be shown that yk ≤ f0 exp
(∑

1≤i<k gi

)
,

k ∈ N.
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[3] V. Acary, M. Brémond, and O. Huber, On solving contact problems with Coulomb friction:
formulations and numerical comparisons, in Advanced Topics in Nonsmooth Dynamics,
R.-I. Leine, V. Acary, and O. Bruls, eds., Transactions of the European Network for
Nonsmooth Dynamics, Springer Int. Publishing AG, 2018, pp. 375–457.

[4] V. Acary and B. Brogliato, Numerical Methods for Nonsmooth Dynamical Systems, vol. 35
of Lecture Notes in Applied and Computational Mechanics, Springer Verlag, Berlin Hei-
delberg, 2008.

[5] V. Acary and B. Brogliato, Implicit Euler numerical scheme and chattering-free imple-
mentation of sliding mode systems, Systems and Control Letters, 59 (2010), pp. 284–293.

[6] V. Acary, B. Brogliato, and D. Goeleven, Higher order Moreau’s sweeping process:
Mathematical formulation and numerical simulation, Mathematical Programming A, 113
(2008), pp. 133–217.

[7] V. Acary, H. de Jong, and B. Brogliato, Numerical simulation of piecewise-linear mod-
els of gene regulatory networks using complementarity systems, Physica D: Nonlinear
Phenomena, 269 (2014), pp. 103–119.

[8] L. Adam and J. Outrata, On optimal control of a sweeping process coupled with an ordinary
differential equation, Discrete and Continuous Dynamical Systems – Series B, 19 (2014),
pp. 2709–2738.

[9] K. Addi, S. Adly, B. Brogliato, and D. Goeleven, A method using the appproach of
Moreau and Panagiotopoulos for the mathematical formulation of non-regular circuits in
electronics, Nonlinear Analysis: Hybrid Systems, 1 (2007), pp. 30–43.

[10] K. Addi, S. Adly, and H. Saoud, Finite-time Lyapunov stability analysis of evolution vari-
ational inequalities, Discrete and Continuous Dynamical Systems - Series A, 31 (2011),
pp. 1023–1038.

[11] K. Addi, B. Brogliato, and D. Goeleven, A qualitative mathematical analysis of a class of
linear variational inequalities via semi-complementarity problems. Applications in elec-
tronics, Mathematical Programming A, 126 (2011), pp. 31–67.

[12] K. Addi and D. Goeleven, Complementarity and variational inequalities in electronics, in
Operations Research, Engineering, and Cyber Security, N. Daras and T. Rassias, eds.,
vol. 113 of Springer Optimization and Its Applications, Springer International Publishing,
2017, pp. 1–43.

[13] S. Adly, Attractivity theory for second order nonsmooth dynamical systems with application
to dry friction, Journal of Mathematical Analysis and Applications, 322 (2006), pp. 1055–
1070.

[14] S. Adly, A Variational Approach to Nonsmooth Dynamics. Applications in Unilateral Me-
chanics and Electronics, Springer Briefs in Mathematics, Springer International Publish-
ing, Cham, 2017.

[15] S. Adly, A coderivative approach to the robust stability of composite parametric variational
systems: applications in nonsmooth mechanics, Journal of Optimization Theory and
Applications, 180 (2019), pp. 62–90.

[16] S. Adly, H. Attouch, and A. Cabot, Nonsmooth Mechanics and Analysis, Adv. in Math.
and Mech., Kluwer, 2006, ch. Finite time stabilization of nonlinear oscillators subject to
dry friction, pp. 289–304.

102



[17] S. Adly, B. Brogliato, and B.-K. Le, Well-posedness, robustness and stability analysis of a
set-valued controller for Lagrangian systems, SIAM Journal on Control and Optimization,
51 (2013), pp. 1592–1614.

[18] S. Adly and R. Cibulka, Quantitative stability of a generalized equation. application to non-
regular electrical circuits, Journal of Optimization Theory and Applications, 160 (2014),
pp. 90–110.

[19] S. Adly, R. Cibulka, and H. Massias, Variational analysis and generalized equations in elec-
tronics. Stability and simulation issues, Set Valued and Variational Analysis, 21 (2013),
pp. 333–358.

[20] S. Adly and D. Goeleven, A stability theory for second-order nonsmooth dynamical systems
with application to friction problems, Journal de Mathématiques Pures et Appliquées, 83
(2004), pp. 17–51.

[21] S. Adly, D. Goeleven, and B.-K. Le, Stability analysis and attractivity results of a DC-DC
buck converter, Set Valued and Variational Analysis, 20 (2012), pp. 331–353.
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1990.

[64] D. Azzam-Laouir, W. Belhoula, C. Castaing, and M. Monteiro-Marques, Multi-valued
perturbation to evolution problems involving time dependent maximal monotone opera-
tors, Evolution Equations and Control Theory, 9 (2020), pp. 219–254.

104



[65] D. Azzam-Laouir, C. Castaing, and M.-D.-P. Monteiro-Marques, Perturbed evolution
problems with continuous bounded variation in time and applications, Set-Valued Var.
Anal., 26 (2018), pp. 693–728.

[66] D. Azzam-Laouir and S. Izza, Existence of solutions for second-order perturbed nonconvex
sweeping process, Computers in Mathematics with Applications, 62 (2011), pp. 1736–
1744.

[67] D. Azzam-Laouir, S. Izza, and L. Thibault, Mixed semicontinuous perturbation of non-
convex state-dependent sweeping process, Set-Valued and Variational Analysis, 22 (2017),
pp. 271–283.

[68] V.-I. Babitsky, Theory of Vibro-Impact Systems and Applications, Foundations of Engineer-
ing Mechanics, Springer-Verlag, Berlin Heidelberg, 1998.

[69] A. Bacciotti, F. Ceragioli, and L. Mazzi, Differential inclusions and monotonicity con-
ditions for nonsmooth Liapunov functions, Set-Valued Analysis, 8 (2000), pp. 299–309.

[70] A. Bacciotti and L. Rosier, Liapunov Functions and Stability in Control Theory, Commu-
nications and Control Engineering, Springer Verlag, Berlin Heidelberg, 2nd ed., 2005.

[71] F. Bagagiolo, Dynamic programming for some optimal control problems with hysteresis,
Nonlinear Differential Equations and Applications NoDEA, 9 (2002), pp. 149–174.

[72] B. Baji and A. Cabot, An inertial proximal algorithm with dry friction: finite convergence
results, Set Valued Analysis, 14 (2006), pp. 1–23.

[73] P. Ballard, The dynamics of discrete mechanical systems with perfect unilateral constraints,
Archive for Rational Mechanics and Analysis, 154 (2000), pp. 199–274.

[74] P. Ballard, Formulation and well-posedness of the dynamics of rigid body systems with
perfect unilateral constraints, Phil. Trans. R. Soc. Lond. A, 359 (2001), pp. 2327–2346.

[75] P. Ballard and S. Basseville, Existence and uniqueness for dynamical unilateral contact
with Coulomb friction: a model problem, ESAIM: Mathematical Modelling and Numerical
Analysis (M2AN), 39 (2005), pp. 59–77.
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[119] Y. Brenier, W. Gangbo, G. Savaré, and M. Westdickenberg, Sticky particle dynamics
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problèmes d’évolution dans les espaces de Hilbert, in Travaux du Séminaire d’Analyse
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1985.

[427] M.-D.-P. Monteiro-Marques, Differential Inclusions in Nonsmooth Mechanical Problems.
Shocks and Dry Friction, vol. 9, Birkhäuser, Basel, 1993.
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analyse numérique, 27 (1993), pp. 673–717.

[468] M. Pappalardo and M. Passacantando, Stability for equilibrium problems: from variational
inequalities to dynamical systems, Journal of Optimization Theory and Applications, 113
(2002), pp. 567–582.
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dynamics by Michel Frémond extended to the modelling of crowd movements, Discrete
and Continuous Dynamical Systems Series S, 6 (2013), pp. 547–565.
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l’université de Strasbourg, Hermann, Paris, 1966.

[504] M. Sene and L. Thibault, Regularization of dynamical systems associated with prox-regular
moving sets, Journal of Nonlinear and Convex Analysis, 15 (2014), pp. 647–663.

[505] O.-S. Serea, On reflecting boundary problem for optimal control problem, SIAM Journal on
Control and Optimization, 42 (2003), pp. 559–575.

[506] O.-S. Serea, Optimality conditions for reflecting boundary control problems, Nonlinear Dif-
ferential Equations and Applications NoDEA, 20 (2013), pp. 1225–1242.

[507] V. Sessa, L. Iannelli, and F. Vasca, A complementarity model for closed-loop power con-
verters, IEEE Transactions on Power Electronics, 29 (2014), pp. 6821–6835.

[508] V. Sessa, L. Iannelli, F. Vasca, and V. Acary, A complementarity approach for the compu-
tation of periodic oscillations in piecewise linear systems, Nonlinear Dynamics, 85 (2016),
pp. 1255–1273.

[509] J. Shen and J.-S. Pang, Linear complementarity systems: Zeno states, SIAM Journal on
Control and Optimization, 44 (2005), pp. 1040–1066.

[510] J. Shen and J.-S. Pang, Semicopositive linear complementarity systems, Int. Journal of
Robust and Nonlinear Control, 17 (2007), pp. 1367–1386.

[511] M.-J. Shi, J. Huang, L. Chen, and L. Yu, Adaptive full-order and reduced-order observers
for one-sided Lur’e systems with set-valued mappings, IMA Journal of Mathematical
Control and Information, 35 (2016), pp. 569–589.

[512] A.-H. Siddiqi, P. Manchanda, and M. Brokate, On some recent developments concerning
Moreau’s sweeping process, in Proceedings of the 1st International Conference on In-
dustrial and Applied Mathematics of the Indian Subcontinent: Trends in Industrial and
Applied Mathematics, A. Siddiqi and M. Kocvara, eds., Applied Optimization, Kluwer
Academic Publishers, 2002, pp. 339–354.

[513] G.-V. Smirnov, Introduction to the Theory of Differential Inclusions, vol. 41 of Graduate
Studies in Mathematics, American Mathematical Society, Provicence, Rhode Island, 2002.

[514] J. Sponsel, S. Bundfuss, and M. Dür, An improved algorithm to test copositivity, Journal
of Global Optimization, 52 (2012), pp. 537–551.

[515] J.-S. Spraker and D.-C. Biles, A comparison of the Carathéodory and Filippov solution
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