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Abstract—Providing network services access anytime and
anywhere is nowadays a critical issue, especially in disaster
emergency situations. A natural response to such a need is the
use of autonomous flying drones to help finding survivors and
provide network connectivity to the rescue teams. We propose
VESPA, a distributed algorithm using only one-hop information
of the drones, to discover targets with unknown location and
auto-organize themselves to ensure connectivity between them
and the sink in a multi-hop aerial wireless network. We prove
that connectivity, termination and coverage are preserved during
all stages of our algorithm, and we evaluate the algorithm
performances through simulations. Comparison with a prior
work shows the efficiency of VESPA both in terms of discovered
targets and number of used drones.

I. INTRODUCTION AND BACKGROUND

An important field of application for Unmanned Aerial
Vehicles (UAVs), or drones, concerns natural disasters such
as earthquakes, tsunamis, tropical storms, fires, etc. [1], [2],
[3]. The effects of these large-scale natural disasters could be
significantly mitigated through a comprehensive, and highly
efficient disaster management system. In such situations, time
is a critical factor in finding survivors, and it is important to
provide connectivity through a quick and effective solution to
rescue teams. Unless traditional ground emergency systems
that are usually low efficient in information gathering with
large latency and low bandwidth satellite communications,
the use of UAVs has become a key solution to enhance
the capability of disaster responses, deal with the extreme
environmental conditions without any network connectivity
and conduct timely rescue work [1]. Regulations on the use
of drones usually differ depending on the country. But in the
event of a disaster, special authorizations are usually granted
to flying devices to help first responders assess the situation
as quickly as possible.

The potential of using UAVs in every stage of a nat-
ural disaster to enhance the ability of disaster prediction,
assessment and response has been documented in [3]. Indeed,
UAVs provide efficient and cost-effective solutions for contin-
uously monitoring events that precede the disaster, for real-
time location-based conditions for logistical planning and for
efficient response and recovery after the disaster.

Leveraging UAVs is of particular interest when providing
ground access to network services is almost impossible, but
when fair quality of emergency services must be provided. The
goal is to build a system of autonomous flying drones to par-
ticipate to search and rescue operations, provide the required

services, or collect continuously monitored information from
the ground [4]. For instance, drones have been designed to
leverage smart devices owned by the survivors in devastated
areas and provide an on-demand communication infrastruc-
ture for rescue operations [5]. Auto-organization through an
effective path planning of the drone fleet in a decentralized
way is the top priority study for providing an efficient disaster
management system [6].

In this paper, we consider the following problem : given
a set of targets located on the ground field with unknown
location, the goal is to monitor the area with flying drones to
discover as many targets as possible and ensure the connec-
tivity with a base station to continuously report or broadcast
information to and from the sink centralizing search and
rescue operations. The autonomous air system must be able to
retrieve data (e.g. medical information) from ground nodes and
transfer them through multi-hop aerial communications to the
base station. Oppositely, emergency information or temporary
network services must be efficiently provided to the ground
nodes by the rescue team through the fleet of drones. Network
connectivity for air-to-ground and air-to-air communications
must be ensured by the deployment while maximizing the
monitored area by the drones.

More generally, the use of a fleet of drones has been studied
both from theoretical and practical considerations. Authors
of [7] propose an optimal formulation of the drone location
problem to cover a set of targets and a localized algorithm,
where each drone autonomously cooperates with neighboring
drones in order to minimize the cost of deployment in terms of
number of drones. Connectivity between the drones to gather
information to a fixed base station has been considered in [8].
Authors propose an optimization framework for optimally
deploy a set of drones to cover ground targets while optimizing
both the drones altitude and the total deployment cost. A
cooperative search and coverage algorithm is presented in [9]
where the drones are deployed to explore the environment in
order to gather information about it and concentrate the UAVs
around targets to capture them as soon as possible. Global
connectivity among drones and a sink is not considered.

Covering points of interest (PoI) has also been studied in
mobile wireless sensor networks (M-WSN) [10], [11]. In such
networks, the goal is to ensure that deployed mobile sensors
provide the required coverage for the area of interest, while
ensuring connectivity of the deployed network. In [12], a
decentralized approach deploys the sensors to maximize the



duration of the monitoring of an as large as possible surface.
The closest work to ours propose the Spread and Shrink
(SaS) algorithm that uses only surrounding information and
local interactions with mobile robots within range [13]. SaS
implements both the discovery phase and the coverage phase in
a decentralized manner. In the discovery phase, mobile sensors
spread to discover new target throughout the field and in the
second phase, they deploy to focus only on the discovered
target. Connectivity is guaranteed during both phases to gather
information from the found targets to a central sink.

We develop here an iterative algorithm called Vehicle
Spreading using Self-organized Parallel Algorithm (VESPA)
repeating the detection and coverage of targets with initially
unknown locations by the available drones, while guaranteeing
the connectivity to the central sink for all discovered targets. In
other words, we extend existing works in the following way:
• We assume that the target locations are unknown so that

a drone detects a target only when flying over.
• We propose a distributed algorithm run by each drone

using only information from their neighbors.
• We ensure connectivity between the discovered targets

and the sink using drones forming a multi-hop aerial
wireless path. Once a target is detected, the drones self-
organize to construct the path.

• We then expand again to fully use the available drones
and maximize the size of the observed area and the
efficiency of the target detection.

This paper is organized as follows. We introduce the model
in Section II and detail our distributed algorithm (VESPA)
in Section III. We prove its correctness and guarantees in
Section IV. We show the effectiveness of VESPA over SaS
through simulation in Section V, and conclude in Section VI.

II. MODEL

We consider a population D of drones, identified by their
id di, i ∈ {1, . . . , |D|}, and located in the three dimensional
space. Let pi = (xi, yi, zi) be respectively the position (xi, yi)
of drone di in the 2D plane, and zi its altitude. The sink S is
located at pS = (xS , yS , zS). Each drone di is equipped with
an omnidirectional antenna. It is able to communicate with
other drones located within a ball of radius Rpi (commonly
assumed to be in the order of 20 meters). Let Ni denotes the
set of all reachable drones in the ball centered on di.

We consider the presence of a set T of target points, or
target, on the monitored area corresponding to survivors to
detect on the field. Each target τi ∈ T has a fixed position
pτi = (xτi , yτi , 0), that is unknown to the drones and the sink.
A target is discovered and covered by a drone if it is located
inside the area intersecting the communication ball of the
drone with the ground. In order to avoid sensing holes and to
ensure an optimized coverage, we use a triangular tessellation.
Each drone is located in the center of an hexagon, and the
communication range Rpi ensures that it can communicate
with the 6 drones located at the center of the neighboring
hexagons following the triangular tessellation (Figure 1). Also
the coverage area of the drone is assumed to encapsulate the
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Fig. 1: Triangular tessellation model.

hexagon to ensure complete coverage of the area. It does not
restrict the drones to fly at the same altitude.

III. VESPA ALGORITHM

All the n = |D| drones start at position pS corresponding
to the base station centralizing the search and rescue opera-
tions. The absolute geographical positions are unknown, but
drones can deduce their relative positions among each other.
Each drone runs independently the algorithm following an
alternating of 3 phases: (i) expansion, (ii) spanning, and (iii)
balancing. During the process, each drone can take 3 possible
states:
• irremovable: these drones will stay in their current

position. They are essential for ensuring the connectivity
of the discovered targets and the aerial path to the sink;

• border: these drones are the ones surrounding the cov-
ered area, representing the edge of the expansion zone;

• free: these drones are those that can move freely, i.e.,
they are neither irremovable nor border drones.

To ensure connectivity during the successive expansion phases,
we allow the drones to be simultaneously irremovable and
border as shown in the next sections.

A. Expansion phase

In the expansion phase, the drones move away from the
sink to detect the targets. They all start in the free state on the
initial expansion phase.

a) Move selection: We consider each drone indepen-
dently and located at spot s0 corresponding to the center
of the hexagon. If it is free, a drone decides if it moves to
another location within spots s1, . . . , s6 (centers of neighbor-
ing hexagons in Figure 1) or remains at location s0. If there
are multiple drones located at s0, the algorithm ensures that
at least one drone will stay at this position to maintain the
coverage and connectivity. To do so, each drone is given a
priority based on their unique identifier or any other chosen
metrics, and the one with the smallest priority is not allowed
to move. When a drone can move, it first assigns each spot
si a value vi as follows, and then chooses the spot with the
smallest value. Let wi be the number of drones located at spot
si, and C and ε be constants.
• Each unoccupied spot si (i.e., such that wi = 0) receives

a value vi =
d(si,S)×C
4×d(di,S) that is proportional to the distance



of the spot to the sink. This helps avoiding a linear
expansion letting uncovered holes closer to the sink.

• Each occupied spot si that moves away from the
sink is assigned a value vi picked randomly in
[ωi × C + ε, (ωi + 1)× C[, where ε is a small value pre-
venting the overlap of the generated values. These spots
are chosen as a priority since they favor the expansion of
the drones over the area.

• Each occupied spot si that is closer to the sink has value
vi = ∞ to prevent drones to fly back to the sink if a
drone is already on the spot.

If all the spots around drone di have infinite value, then the
drone stays at s0.

b) Termination: When a drone di is alone on a spot, it
senses if the 6 neighboring spots are occupied or not. If there
is at least one drone on each spot si, i ∈ {1, . . . , 6}, then di
remains in free state. Otherwise, di changes to border state and
sends a message to a neighboring drone following the right-
hand rule. Starting from the empty zone corresponding to the
area containing the unoccupied spots, di selects the first drone
in clockwise direction as destination node for its transmission,
indicating its neighbor that it reaches the border state. When a
drone receives such a message, it drops it if it is in a free state,
or forwards it if it is in border state following the right-hand
rule. Following the forwarding process, when di receives its
message back, this means that it has not encountered a drone
in a free state. The drone then sends a broadcast message
indicating the end of the expansion phase and wait for ξ(D)
time correlated to the diameter of the expansion area.

c) Further expansions: In addition to the initial expan-
sion phase, which aims to cover the largest possible area
around the sink, the subsequent expansion phases must cover
the largest area around the last created border. Thus, we
must slightly modify the expansion rules, forbidding drones
to fly back from a spot of the border to a spot in the region
surrounded by the border (information deduced from the
termination of the previous expansion phase). The termination
of this phase and the discovery of the new external border, are
similar to the first expansion phase.

B. Spanning phase

At the end of the expansion phase, each spot is either empty
or populated by exactly one drone. Each drone tries to establish
the last-hop connectivity with a possible target located in its
covered area by exchanging ping messages. Then, each drone
located on a spot including a target, becomes irremovable and
will seek both to create the shortest multi-hop communication
path to the sink, and to connect to the nearest edge drone to
ensure the connectivity of the network as a whole.

a) Path construction: Each drone, which has changed
from a free state to an irremovable state (i.e., discovered a
target in its current zone), sends a message to its neighboring
drone located in the zone closest to the sink. If the latter
is already an irremovable node, then the path construction
process stops but the message still follows the existing path
until it reaches the sink. Otherwise, it also switches to the

irremovable state and iterates the process again. Since we
have a finite number of drones, the process ends when the
sink is reached. In parallel, the first drone of the process also
sends another message, but in the opposite direction to the
previous message to the sink. Thus, it transmits a message
to the drone whose position is furthest from the sink in its
neighborhood. The process will iterate again until it reaches
the edge of the current expansion zone (i.e. a drone in border
state). This ensures that the entire border remains connected
to the sink at the end of the phase.

b) Termination: When the sink receives the end-of-
expansion phase message, it begins to wait for ξ(D) time.
During this time, if it receives a message indicating the
discovery of a target, then the time is reset and the sink
starts waiting again from the beginning. When the waiting
time is over, if no discovery message has reached the sink,
then it randomly selects a nearby drone and tells him to find
a path as far away from it as possible, thus ensuring the
construction of a path from the sink to the edge. The drones on
the path turn into irremovable state and an acknowledgement
message is then sent from the border drone until the sink.
Once the acknowledgement is received, the sink broadcasts a
message indicating the end of the spanning phase. If at least
one discovery message has been received, the sink directly
broadcasts the end-of-spanning phase message at the end of
the waiting time.

c) Further spanning: Again, except for the first spanning
phase which ensures that a direct path exists between any
target and the sink (by fully covering the initial expansion
phase), the following spanning phases should seek to connect
any new target found with an existing irremovable drones path.
Thus, we must slightly modify the spanning rules as follows. A
drone located on newly discovered target becomes irremovable
and seeks to establish a path to the sink.
• If a drone that became irremovable during the previous

spanning phase occupies a neighboring spot, we are done.
• If there is an occupied spot si closer to the sink (the

closest if there is a choice), it sends a message to the
drone occupying that spot that becomes irremovable and
continue the process.

• If there is no occupied spot closer to the sink, i.e., we
reached the previous border, a right-hand-side process is
used to follow the border until a spot occupied by an
irremovable drone from the previous phase is reached.

In parallel, a path to the new border is created. Finally, paths
to the border of the previous phase are extended to reach the
new border. Hence, at the end of the spanning phase, at least
one path of irremovable drones exists between the sink and
the border of the explored area.

C. Balancing phase

Only free drones are allowed to move in this phase. Each
free drone chooses randomly a neighboring spot that goes
away from the sink. This process is repeated until the drone
reaches a spot occupied by a border drone. We then balance
the number of drones per spot at the border so that the number



of drones on two neighboring spots of the border differ by at
most one. Observe that some spots of the border might be
occupied by irremovable drones and that these spots might
now also be occupied by some free drones.

a) Termination: When a free drone reaches a border
drone, it will follow the same process as in the expansion
phase. It sends a broadcast message indicating the end of the
balancing phase and starts ξ(D) time to terminate the phase
in case of another free drone answering that it has not reach
the border yet.

Finally, we repeat the 3 phases balancing, expansion, span-
ning until all drones are either irremovable and/or border.

D. Example

We illustrate in Figure 2 the round-by-round operation of
VESPA on an example with 217 drones and 10 targets to cover.

Initially, all drones are in the free state and located on the
sink (cf., Figure 2a). The process starts with a first expansion
phase, allowing to cover the widest possible area centered on
the sink. At the end of the phase, all the drones located at
the edge of the expansion zone change their state to border
(cf., Figure 2b). Once the termination process is completed,
the drones covering an area including a target switch to an
irremovable state and initiate the spanning phase, in order
to guarantee connectivity between the sink and the border (cf.,
Figure 2c). The 3rd phase of VESPA then allows all drones
still in a free state to reach the border, in order to prepare
for the next expansion phase (cf., Figure 2d). Figures 2e to 2i
illustrate the continuation of the VESPA execution, requiring
11 additional rounds to reach the maximum expansion. Once
the final round is reached (no more drone is in free state),
all the drones not necessary for the connectivity of the targets
with the sink return to their starting point.

Observe that Figure 2c illustrates the output of SaS [13].

IV. ALGORITHM ANALYSIS

We now formally prove the characteristics of our distributed
algorithm. For each phase, we show that, in all cases, the guar-
antees of connectivity, coverage and termination are respected.

A. Expansion phase

Theorem 1 (Connectivity). During the expansion phase, if at
time t the network is connected, then at any time t′, t′ > t,
the network remains connected.

Proof. During the expansion phase, only free drones can
move. Indeed, the border and irremovable drones are forced
to remain in place. Let us now consider all the drones in free
state. At least one drone (free or not) will remain on each spot
considered (see Section III-A). Thus, no spot occupied at time
t will be unoccupied at time t′ > t of the expansion phase. If
a drone di is allowed to leave a given spot sj , it will move
to a neighboring spot. Therefore, its final distance to sj will
be less than Rpi , guaranteeing the connectivity of this drone
with the remaining drones on spot sj . Since the network is
connected at time t, by induction, after each movement, the

network connectivity is maintained. Then, at any time during
the expansion phase, the network is connected.

Let’s now denote by At the total area covered by the drone
network at time t. More formally,

At = ∪i∈{1,...,N}B(di, rs)
where B(di, rs) is the ball centered at the coordinate of drone
di, with a radius equals to rs.

Theorem 2 (Coverage). During the expansion phase, if at
time t the discovered area is equal to At, then at any time
t′, t′ > t, the discovered area At′ is not decreased, that is
At ⊆ At′ .
Proof. Since no spot can be freed by a drone previously
covering it, the number of occupied spot after each movement
is either stable or increased. In addition, in a given expansion
phase, spots covered at a time t will be covered at a time
t′ > t by definition (guarantee of connectivity and stability of
positions already covered, cf., Section III-A). Also, the area
covered by the drone cannot be reduced between time t and
t′ of expansion. This implies that At ⊆ At′ .
Lemma 3. At the end of the expansion phase, there is a cycle
composed only of drones in border state (i.e., the stabilized
border is contiguous).

Proof. In this proof, we separate the analysis into two steps:
the first expansion phase and the subsequent expansion phases.

1) During the first expansion phase, all the drones will
cover the largest continuous area around the sink. Theorem 2
shows that the maximum coverage is reached (monotonous
growth until convergence, i.e., when there is only one drone
left per spot). In addition, the expansion rules presented in
Section III-A ensure that any unoccupied spot, whose distance
from the sink is less than the current distance of the considered
drone from the sink, will be occupied as a priority in the next
movement. Thus, since a spot occupied at a time t cannot be
unoccupied in the same expansion phase at a time t′ > t, and
since all the UAVs start from the same starting point (i.e., the
sink), the coverage area at the end of the first expansion phase
will be complete (i.e., no unoccupied spot inside the area).

During the termination phase of the expansion phase, only
drones located at the border of the coverage area will therefore
have unoccupied spots in their vicinity. They will therefore all
declare themselves in a border state. Since the area is con-
tinuous, each border drone has at least two border neighbors.
Otherwise, it would mean that either
(i) he has no neighbors in a border state (i.e., all his neigh-

bors would then be surrounded by occupied spots, which
is impossible, because itself would then be surrounded by
neighbors, and could therefore not be in a border state,
or he would have no neighbors, which contradicts the
continuous zone assumption), or

(ii) only one of his neighbors is in a border state. In the latter
case, it is either that it has only one neighbor (i.e., it is at
the end of a drone line), in which case we consider that
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Fig. 2: Example of execution of the VESPA algorithm, with 10 targets and 217 drones.

this same neighboring drone plays the role of left and
right neighbor of the considered drone, or an unoccupied
spot would be in the vicinity of a drone which is not in
border state (which is also impossible).

Finally, by applying a right hand path algorithm, it is always
possible to advance from one drone in border state to the next
in border state. The area being continuous and closed (the
space is considered infinite), it is therefore guaranteed to fall
back on the starting drone. This therefore implies the existence
of a border drone cycle, surrounding the coverage area.

2) In the subsequent expansion phases, we can apply a
similar reasoning. Since all the free drones are located on the
border of the previous round (cf., Theorem 9). Thus, the same
arguments apply, allowing to conclude that there will be a
complete coverage between the border of the previous round
(whose presence is guaranteed until the end of the expansion
phase) and the new border defined by the drones that have
moved furthest from the sink. Thus, at the end of the expansion
phases, all non-irremovable drones are located in a complete
annulus, surrounded by the frontier of the previous expansion
phase and the new extended frontier.

Finally, since a new external border has been created, the
reasoning equivalent to the previous one is valid for the new
border drones. By applying the same algorithm with the right
hand, it is therefore possible to follow a continuous path
around the annulus, thus representing a cycle by definition.

The combination of these two cases therefore completes the
proof.

Theorem 4 (Termination). Any expansion phase will eventu-
ally terminate.

Proof. Each spot hosting at least one drone during an expan-
sion phase will remain occupied until the end of the expansion
phase. Also, given the rules for moving drones, no movement
towards an occupied spot towards the sink is allowed. The free
drones that are not required for connectivity will therefore
definitely move towards the outer edge of the covered area,
until they find a free spot, or become the drone that covers
the spot it has reached. In the first case, this drone will no
longer be able to move, at least until another drone joins it
on this spot. In the second case, the drone that was previously
covering the spot will be able to move towards the outside of
the area. So, the number of drones that can move according to
the rules of the Section III-A can only decrease. By combining
these properties with Theorems 1 and 2, the number of drone
being able to move will reach 0 with a probability equal to 1,
which concludes the proof.

In addition, unlike [13], we propose a deterministic algo-
rithm to detect termination that ensures the direct transition
from the expansion phase to the spanning phase, without
relying on a timeout process or too strong synchronization.

B. Spanning phase

Theorem 5 (Connectivity). During the spanning phase, if at
time t the network is connected, then at any time t′, t′ > t,
the network remains connected.
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Fig. 4: Whisker-box of number of discovered targets, with min,
max, average and standard deviation values.

Proof. Since no drone can move during the spanning phase,
and thanks to Theorem 1, connectivity is maintained through-
out the spanning phase.

Theorem 6 (Coverage). For any target discovered during a
previous expansion phase, a path composed of irremovable
drones exists between this target and the sink at the end of
the spanning phase. In addition, at the end of the spanning
phase, there is a connected path between any drone in border
state with the sink.

Proof. In this proof, we separate the analysis into two steps:
the first spanning phase and the subsequent spanning phases.

1) At the end of the first expansion phase, the coverage area
is related and the boundary is continuous (cf., Theorem 1 and
Lemma 3). Thus, all the target located inside the border will be
covered by a drone. The latter will therefore de facto pass into
an irremovable state and launch the connection procedure to
the sink (cf., Section III-B). Since the coverage is exhaustive,
the iterative procedure of creating a path of irremovable drones
to the sink is deterministic and will terminate (the number
of drones being finished and each step reducing the distance
between the probe and the sink).

In parallel, a probe will be routed in the opposite direction to
the sink. Since the boundary is continuous and encompassing
(cf., Lemma 3), and the number of drones is finite, the probe
will reach the edge of the coverage area in a finite time.

Thus, after the first phase of spanning, each target will be
connected by paths composed of irremovable drones, to the
sink on the one hand and to the edge on the other hand.

2) During the subsequent spanning phases, exhaustive cov-
erage around the sink is no longer guaranteed. However,

this complete coverage is guaranteed between the border
established during the expansion phase of the previous round
and the new border established during the expansion phase of
the current round. Thus, for any target discovered during the
current round, the procedure explained in the Section III-B
results in creating a path composed of non-removable drones
between the two boundaries mentioned above, passing through
the target (following the same reasoning as before). Then, the
probe arriving at the inner edge of the area will attempt to
connect to an irremovable path created in the previous round
(cf., Section III-B0c). The previous spanning phase ensures
that there is at least one irremovable drone on any external
boundary of the previous round. The border being continuous
(cf., Lemma 3), this implies by transitivity the connection of
any new target discovered with the sink, as well as any drone
located on the current external border with the sink.

The first step (1) represents the initialization of the proof by
induction, while the following step (2) represent its recurrence.

Theorem 7 (Termination). Any spanning phase will eventually
terminate.

Proof. In the spanning phase, there is no drone movement.
Termination is therefore based solely on the termination of
the communication and state change process. Two scenarios
can occur: (i) no new target are discovered during this phase,
so the sink will automatically trigger the balancing phase after
ξ(D) time; (ii) if a new target is discovered, the sink will be
informed before the timeout, and will wait again ξ(D) time to
ensure that the propagation process to the external border is
achieved, then will trigger the balancing phase. In both cases,
the process will therefore end in a finite time.

C. Balancing phase

Theorem 8 (Connectivity). During the balancing phase, if at
time t the network is connected, then at any time t′, t′ > t,
the network remains connected.

Proof. During the balancing phase, none of the drones in
border and irremovable states will move. Since the border is
continuous and encompassing (cf., Lemma 3), all the drones
in the free state inside the border will end up on an occupied
spot on the border. Theorem 6 ensures that the other drones
that haven’t moved are still connected. Concerning the drones
that have moved, they are connected by transitivity with the
border drone located on their new location.

The objective of this phase being to move all the free drones
to the edge of the previously covered area, the study of the
coverage is useless here. However, the final locations of the
free drones for the next expansion phase is interesting and is
addressed by the following theorem.

Theorem 9 (Drone End-phase Localization). At the end of the
balancing phase, all drones that are not in irremovable state
are located on a spot on the border.



Proof. The balancing phase is in two steps. The first step
consists in moving all the drones in free state away from the
sink. Since border drones form a cycle outside the previous
expansion zone (cf., Lemma 3), they therefore continuously
surround the area covered by all drones in free state. Thus,
each free drone moving towards the outside of this area, they
will arrive definitively on a spot occupied by a drone in border
state. Therefore, all free drones will complete the first step at
the border of the area covered during the current round.

The second balancing step only allows the movement of
drones from one border spot to another border spot, so no
drones will be able to leave the cycle of border spots, which
concludes the proof.

Theorem 10 (Termination). Any balancing phase will even-
tually terminate.

Proof. In a similar way to the termination of the expansion
phase, all the drones in free state will move away from the
sink until they reach a spot located on the outer edge of
the coverage area. So, since the border is continuous and
encompassing (cf., Lemma 3) and the number of drone in
free state being finished, all these drones will end up on an
occupied spot on the border. Given the process described in
Section III-C0a, each drone arriving on the border, and not
being surrounded by border spots of a size that differs more
than one, transmits a termination message and waits for ξ(D)
time. If this drone has to move once again to balance the
distribution of drones along the border, it will then relaunch its
probe message. Then, as the number of moving UAVs is finite
and decreasing irrevocably, convergence will be achieved in a
finite time. The last drone to move will then send a termination
message and after ξ(D) time, all drones will switch to the next
expansion phase.

V. SIMULATIONS

We simulated the distributed pattern of our algorithm in the
following scenario. One sink is located in the center of the area
to monitor. We randomly deploy targets around the sink with
unknown coordinates to the drones and the sink, and we try
to discover them with a set of drones. We run the algorithm
on thousands of random topologies, making the number of
targets vary from 1 to 30, and the number of drones from 10
to 250. As in [13], we set the drones communication range Rpi
to 20m, constant C to 100 and ε to 20. We validate VESPA
through extensive simulations and compare its performances
with SaS [13] that we also implemented for fair analysis in
terms of number of discovered targets, and number of drones
needed to cover and ensure connectivity to the targets.

A. Validation of VESPA

To ensure a fair comparison with SaS, we first define the
following scenario from [13]: 8 targets are deployed on the
area at coordinates: (0, 85); (0,-85); (85, 0); (-85, 0); (75, 75);
(75,-75); (-75, 75); (-75,-75), assuming that the sink is located
at coordinate (0, 0). We run VESPA on this configuration with
various number of drones and depict the number of discovered

targets in Figure 3. The average number of discovered targets
in function of the number of drones used is enveloped by the
variance value obtained over 1 000 runs. We observe that the
discovery of all the targets depends on the number of drones.
Indeed, the more drones, the larger monitored area, and so the
larger number of discovered targets. Since VESPA guarantees
connectivity and coverage at each stage of the process, the
number of free drones allowing to move along and enlarge
the monitored area decreases with time.

However, even with very few drones (20), it is possible to
discover at least one target. Figure 4 also shows that with 70
drones it is possible to find all the targets. With 160 drones
and above, all targets are discovered in each run, and with 120
drones, all targets are discovered more than 99% of the time.
This behaviour shows that the randomness of the movement
decisions is managed and controlled by VESPA.

As expected, our multi-stage algorithm allows to discover
more targets with less drones than SaS. We indeed use the full
potential of the available drones to discover as many targets as
possible. With the same number of drones at the beginning,
our algorithm will cover between two to three times more
target on average than SaS (e.g. 3 times more with 50 drones,
and 2.5 times more with 100 drones, see Figure 3).

In return, VESPA will repeat expansion-spanning-balancing
phases to discover new targets at the edge of the previous
round of these 3 phases, if free drones are available. We
present in Figures 5 and 6 the number of repetitions of the
3 phases of VESPA in function of the number of drones.
The number of rounds decreases when the number of drones
increases. Indeed, when the number of drones is large enough,
all the targets are found in the first round (with more than
180 drones, see Figure 6). With small number of drones, the
number of 3-phase rounds can vary, depending on the targets
location, leading to a large variance value, but the average
number of rounds is usually lower than 6.

B. Performance evaluation

We now compare the results on random topologies where
the targets are randomly deployed on the monitored area.

Figure 7 depicts the number of needed drones to cover all
the targets. The number of required drones increases with the
number of targets for small values: 45 drones must spread
the area to cover one target, while 90 drones are required to
discover 10 targets on average. This phenomenon is also found
in SaS, while the number of needed drones is more important
(twice as many drones for 5 target). When the number of
targets is large, the number of drones is always below 140
drones on average. Indeed, VESPA computes connected path
gathering several targets on the same path, therefore limiting
the number of additional drones required in the solution.

This is confirmed in Figure 8 where the number of used
drones at the end of the algorithm, that are kept to ensure
the connectivity between the found targets and the sink, is
presented in function of the number of targets. We observe
that less than 10 drones are needed on average to cover a
target (depending on its distance to the sink), and less than
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Fig. 5: Average number of 3-phase rounds, enveloped by
variance value.

�
��
��
��
��
��
�
��
��
�

��
��
��
��
�
��
��
��

������ �� ������

�����

�
�
�
�
�
��
��
��
��

�� ��� ��� ��� ���

Fig. 6: Whisker-box of number of 3-phase rounds, with min,
max, average and standard deviation values.

70 drones can cover and connect 30 targets. Compared to SaS
(see also Figure 13 in [13] for the scenario of Section V-A),
the number of drones in the solution is more important for
small number of targets because longer paths can be computed
by VESPA during the several spanning phases, but for more
than 10 targets the number of used drones becomes equivalent
for both algorithms. This validates the spanning and balancing
phases of VESPA that manages the size of the solution.

VESPA reduces by 40% the number of drones required to
discover as many targets as SaS, while optimizing the size of
the paths connecting to the sink in the solution.

VI. CONCLUSION

In this paper, we have presented a disaster management
system composed of flying drones to discover survivors with
unknown locations, and provide network access between them
and the rescue teams. The proposed distributed algorithm
uses only one-hop information of the drones, which auto-
organize themselves to ensure connectivity between them
and the sink in a multi-hop aerial wireless network. We
prove that connectivity and coverage are preserved during
all stages of our algorithm, and that all phases eventually
terminate. We evaluate the performances of our algorithm
through simulations and show its effectiveness compared to a
former algorithm from the literature both in terms on number
of drones used in the solution and number of discovered
targets. In the next steps of this work, we would like to evaluate
our algorithm on a real experimental platform with accurate
energy, mobility and communication models.
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