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Abstract
Riemannian geometry and the theory of quotient spaces facilitate the analysis of medical
imaging algorithms dealing with organ shapes. These algorithms often start with the com-
putation of a template organ shape that serves as a reference for normalizing the measure-
ments of each individual data into a common space. The template represents the organ’s
“prototype” for further analyses. The template is modeled as a parameter of a generative
model that is estimated from the observed data, i.e. from noisy images of organs. A usual
procedure for template estimation is the computation of the Fréchet mean of the observed
data projected in a quotient space. This chapter introduces the geometry of quotient spaces
and uses it to show that the usual template estimation procedure is biased. Riemannian
geometry allows us to explain the origin of the bias and to design bias correction methods,
in order to improve statistical analyses on organ shapes.

9.1. Introduction

The shape of a set of points, the shape of a signal, the shape of a surface, or the shape
in an image can be defined as the remainder after we have filtered out the position and
the orientation of the object [Ken84]. Studying shapes in medical images has many
applications. For example, orthopaedic surgeons analyze bones’ shapes for surgical
pre-planning [DBD+14]. In neuroimaging, studying brain shapes as they appear in the
MRIs facilitates discoveries on disorders like Alzheimer’s disease [LAP15].

What do these applications have in common? Position and orientation of the
anatomical structures do not matter for the studies’ goal: only shapes matter. Math-
ematically, the study analyzes the statistical distributions of the equivalence classes
of the data under translations and rotations. This amounts to projecting the data in a
quotient space.

The most widely used method for summarizing shape data is the computation of the
mean shape. Researchers refer to the mean shape with different terms: mean configu-
ration, mean pattern, template, atlas, etc. We use the term “template” in this chapter.
The template is most often computed in practice as a representative of the average of
the data equivalence classes. This average is a Fréchet mean in the quotient space and
the corresponding procedure is often called the “max-max algorithm” [AAT07].
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We may wonder if the procedure of template estimation is biased. If it is, then
inferences in Computational Anatomy on organ shapes will be too. This chapter uses
Riemannian geometry and statistics on quotient spaces to show that a bias is indeed
introduced under certain conditions. We illustrate the bias in examples from Compu-
tational Anatomy and present correction methods.

9.2. Shapes and quotient spaces
9.2.1. Group actions
Consider three-dimensional MRIs of different brains. The concept of the brains’
“shapes” has an intuitive meaning: we can make statements such as “these two shapes
look different” or “these two shapes look similar”. Computational Anatomy seeks to
formalize and quantify such statements. Can we give a good formal definition of the
concept of “shape”? Can we give a good mathematical representation of an organ
shape? We present a mathematical formalism of shapes by considering the following
complementary question: can we give a good representation of what leaves a shape
invariant? This section presents the notion of group actions as an answer to this ques-
tion.

Definition 9.1 (Group action of G on a setM). A group (left) action of a group G on
a setM is a map:

ρ : G ×M →M,

(g, x) 7→ g. x

such that for all x ∈ M, e. x = x, where e is the identity element of G, and for all
(g, h) ∈ G2 and for all x ∈ M, h. (g. x) = (h ◦ g). x. A right group action can be defined
similarly.

We use the action of g ∈ G on an object x ∈ M to represent a transformation that
leaves the shape of x invariant. In other words, x and g. x have the same shape for any
g ∈ G.

Definition 9.2 (Lie group action of G on a differentiable manifoldM). If G is a Lie
group,M is a differentiable manifold and ρ is differentiable group action, then ρ is a
Lie group action of G onM.

Definitions 9.1 - 9.2 are illustrated in Examples 9.1 - 9.4 from Computer Vision,
Signal Processing and Medical Imaging. In these examples, we note that several left
and right group actions can be defined on the same space M. The space M itself
can be a set, a finite or infinite dimensional vector space, or a finite or infinite dimen-
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sional differentiable manifold. G can be a finite group as well as a finite or infinite
dimensional Lie group.

Example 9.1 (k landmarks in Rd). A k-tuple of landmarks in d dimensions is a func-
tion φ from the space of labels {1, ..., k} to the ambient space Rd:

φ : {1, ..., k} 7−→ Rd. (9.1)

Here, the space of objects is the space of k-tuples, i. e. the space of functions M =

F ({1, .., k},Rd) and is finite dimensional. Two groups act on the space of k-tuplesM.
First, the finite group of permutations G1 = S acts naturally on the space of labels and
induces a right action onM. Second, the finite dimensional Lie group G2 = SE(d) of
rigid body transformations naturally acts on Rd and induces a left action onM.

Some authors do not consider the right action on the space of labels and work with
M =

(
Rd

)k
equipped with a left action of G = SE(d), for example in Kendall analyses

[Ken77] or Procrustean analyses [Goo91, DM98, GD04].

Example 9.2 (k landmarks in S d). We can also consider k-tuple of landmarks on hy-
perspheres. Such k-tuple is a function φ from the space of labels {1, ..., k} to the ambi-
ent space S d:

φ : {1, ..., k} 7−→ S d. (9.2)

The space of objects is the space of functionsM = F ({1, .., k}, S d) and is finite dimen-
sional. Two groups act on the space of k-tuplesM. The finite group of permutations
G1 = S acts naturally on the space of labels and induces a right action onM. The finite
dimensional Lie group G2 = SO(d + 1) of rotations naturally acts on S d and induces a
left action onM.

Example 9.3 (Continuous 1D signals and 2D/3D images). A continuous 1D-signal is
a continuous function φ from its support [a, b] to R:

φ : [a, b] 7−→ R. (9.3)

Here, the space of objects is the space of functions M = F ([a, b],R) and is infinite
dimensional. Several groups act on the space of 1D signalsM. The (infinite dimen-
sional) group Diff([a, b]) of diffeomorphisms (also called warpings or reparameteriza-
tions) of [a, b] induces a right action on M, see Chapter 4. The (finite dimensional)
group of translations and scalings, which naturally acts on R, induces a left action on
M [KSW11]. As another example, a (medical) image is a function φ from its domain
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D to the grey levels [0, 256]:

φ : D 7−→ [0, 256]. (9.4)

Here, the space of objects is the space of functions M = F (D, [0, 256]). The group
of diffeomorphisms Diff(D) of the domain D induces a right action onM, see again
Chapter 4. Subgroups of Diff(D) are also often considered, like the LDDMM sub-
group, or the rotations or affine transformations [LAP15].

Example 9.4 (Discrete 1D signals and 2D/3D images). A 1D discrete signal with
periodic boundary conditions is a function φ from the set of N points to R:

φ : Z/NZ 7−→ R. (9.5)

This can be generalized to discrete 2D or 3D images, where the values are now
intensities:

φ : (Z/NZ)d 7−→ R. (9.6)

When d = 1 this is a discrete signal with N points, d = 2 a discrete image N × N
pixels and d = 3 a discrete 3D image N × N × N pixels. The action of translations on
the pixels’ coordinates is a simplified setting for image registration.

9.2.2. Orbit, isotropy group, quotient space
We consider a setM equipped with a left action of a group G, denoted (M,G, .). The
action of the group G on M formalizes the statement “x ∈ M and y ∈ M have the
same shape” through the notion of orbit, that we define now.

Definition 9.3 (Orbit of x ∈ M). The orbit of x ∈ M under the action of G, written [x]
is defined as:

[x] = {g. x | g ∈ G} . (9.7)

The orbit of x ∈ M contains the points ofM reachable with the action of G on x.

Intuitively, the orbit of x ∈ M is the set of all objects in M that have the same
shape as x. The relation “having the same shape” defined by x ∼ y : [x] = [y] is an
equivalence relation whose equivalence classes are the orbits. By properties of the
equivalence relations, the orbits defined by this action form a partition ofM.

An object x ∈ M can be left unchanged by the action of an element g ∈ G. Not
only the action of g on x does not change the shape of x, the action does not change
the object x at all.



Bias on estimation in quotient space and correction methods 5

Definition 9.4 (Fixed points of g ∈ G). A point x ∈ M is a fixed point of g ∈ G, if:

g. x = x. (9.8)

Equivalently, we say that g fixes x.

When x ∈ M is a fixed point of g, g can be seen as a symmetry of the object’s
shape. When we consider all the elements g that leave the object x unchanged, i. e. all
the symmetries of x, we define the isotropy group of x.

Definition 9.5 (Isotropy group of x ∈ M). The isotropy group (or stabilizer) of x, writ-
ten Gx, is defined as the subgroup of transformations that leaves this element fixed:

Gx = {g ∈ G | g. x = x}. (9.9)

Each isotropy group Gx is a subgroup of G.

Remark 9.1 (Special case of a Lie group action). If (M,G, .) is a Lie group action of
G onM, then each orbit [x] is a submanifold ofM and each isotropy group is a Lie
subgroup of G.

We are interested in studying the shapes of the objects inM, i. e. we are interested
in studying the orbits of objects.

Definition 9.6 (Quotient space). The set of orbits is called the quotient space ofM by
the action of G:

Q =M/G = {[x] | x ∈ M}. (9.10)

Intuitively, the quotient space Q is the space of the shapes of the objects described
inM. Q is sometimes called the shape space.

Remark 9.2 (Terminology). The spacesM and Q have different names in the litera-
ture. M can be called the top space, the ambient space, the object space, etc. Q can be
called the bottom space, the quotient space, the shape space, etc.

Definitions 9.3, 9.5 and 9.6 are illustrated in Examples 9.5-9.6 and in Figure 9.1.

Example 9.5 (2 landmarks in the plane R2). Consider two landmarks in the plane R2,
one red and one black as in Figure 9.1 (left). The landmarks are initially parameterized
each with 2 coordinates. We then consider that one landmark is fixed at the origin on
R2. Thus the system is now parameterized by the 2 coordinates of the second landmark
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only, e.g. in polar coordinates (r, θ). We consider the action of the Lie group S O(2)
on the second landmark. This action does not change the shape of the system of the
two landmarks. The shape of the 2 landmarks is the distance between them which is
simply r in our notations: the shape is an element of the quotient space R2/S O(2).

Figure 9.1 (left) shows the action of g on the landmark x by a blue arrow and the
orbit [x] by a blue dotted circle. The shape space is the space Q = R+ of all possible
distances between the two landmarks. Every x , (0, 0) has isotropy group the identity
and (0, 0) has isotropy group the whole group of 2D rotations.

x = (r, θ)
x = (θ, φ)

2 landmarks in the plane R2 2 landmarks on the sphere S 2

θ

r

φ

θ

g. x

g. x

Figure 9.1 2 landmarks, one in red and one in black, in the plane R2 (left) and on the sphere
S2 (right) described in Examples 9.5 - 9.6. The blue arrow shows the action of g ∈ SO(2) on the
landmark x and the blue dotted circle represents the orbit of x.

Example 9.6 (2 landmarks on the sphere S2). Consider two landmarks on the sphere
S2, one in red and one in black as in Figure 9.1 (right). One of the landmarks is fixed
at a pole of S2. The system is now parameterized by the 2 coordinates of the second
landmark only, i.e. x = (θ, φ), where θ is the latitude and φ the longitude. We consider
the action of the Lie group S O(2) on the second landmark. This action does not change
the shape of the system of the two landmarks. The shape of the two landmarks is the
angle between them, which is simply θ in our notations: the shape is an element of the
quotient space S2/S O(2).

Figure 9.1 (right) shows the action of g on the landmark x by a blue arrow and
the orbit inM by a blue dotted circle. The shape space is Q = [0, π], the space of all
possible angles between the two landmarks.
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9.2.3. Proper and effective group actions
There are different types of group actions which have different properties. A group
action can be: proper, effective (or faithful), free, locally free, transitive, regular (or
simply transitive or sharply transitive), etc. From now on, we consider only proper
and effective actions and define them below.

Definition 9.7 (Proper group action). A group action of G onM is proper if the map:

ϕ : G ×M →M×M

(g, x)→ (g. x, x)

is proper, i.e. if the pre-image of any compact set is compact.

If G is compact and if the map ϕ is continuous, then the action of G onM is proper.
A proper action enables to separate points in the quotient space, i. e. to separate shapes
in the shape space, as shown in the Proposition below.

Proposition 9.1. If the action of G onM is proper, then every orbit is a closed subset
ofM and the quotient space Q is Haussdorff.

Definition 9.8 (Effective group action). A group action of G onM is effective if:

∩xGx = {e}, (9.11)

i.e. if the only group element that leaves all points fixed is the identity element. An
effective group action is also called faithful.

Lastly, we consider the situation where there are no fixed points for any g ∈ G,
which is the definition of a free action given below.

Definition 9.9 (Free group action). A group action of G on M is free if all isotropy
groups are trivial, i.e. equal to {e}.

The actions described in Examples 9.5 - 9.6 are proper and effective, but not free.
For example, there are points fixed by all elements of the group: their isotropy groups
are not trivial, they are equal to the whole group.

9.2.4. Principal and singular orbits
The isotropy group of an object x controls the “size” of its orbit, i. e. the amount of
objects that have the same shape as x:
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Theorem 9.1 (Orbit-stabilizer theorem). For x ∈ M, consider the map from G toM
given by: g 7→ g. x. Its image is the orbit [x]. Besides, the following map defined by:

G/Gx → [x]
g ◦Gx 7→ g. x

is well defined and is a bijection.

If x, y ∈ M are in the same orbit [x] = [y], then their isotropy groups Gx and Gy are
conjugate groups in G, i.e. there exists an element g ∈ G such that: Gx = g ◦Gy ◦ g−1.

Definition 9.10 (Orbit type). The orbit type of the orbit [x] is defined as the conjugacy
class (H) of the isotropy group Gx.

The “smaller” is the isotropy group, the “larger” is the orbit and its type: if a shape
has less symmetries, then there exist more configurations of objects that have the same
shape. The definition below formalizes the notion of ordering that can be defined
between isotropy groups and corresponding orbit types.

Definition 9.11 (Partial ordering on isotropy groups and orbit types). Let H and K
be isotropy subgroups of G, with isotropy types denoted by (H) and (K). We write
(H) ≤ (K) if and only if H is conjugate to a subgroup of K.

This defines a partial ordering on the set of isotropy groups and orbit types. The
“largest” orbit type exists and is unique under the principal orbit theorem [AKLM03].

Theorem 9.2 (Principal orbit theorem). Consider (M,G, .) a proper Lie group action
of G on a connected differential manifoldM. Then, the smallest orbit type is unique
and the stratum generated by principal orbits is open and dense inM. We denote it
M̌.

Under the assumptions of the above theorem, we can give the following definitions.

Definition 9.12 (Principal and singular orbits). The principal orbit type is the orbit
type with largest isotropy group. We call principal orbits the orbits with principal
orbit type. We call singular orbits any other orbit.

We call principal shapes the shapes that correspond to the principal orbits: they are
“non-degenerated” shapes. Similarly, singular shapes correspond to singular orbits:
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they are shapes with symmetries, i. e. degenerated shapes. The density of M̌ means
that there are objects with principal shapes almost everywhere.

The following proposition gives additional properties of sets of orbits with same
orbit type and of M̌ in particular [AKLM03].

Proposition 9.2. Consider an isotropy type and the set N of orbits with this isotropy
type. Then N and N/G are smooth manifolds. Furthermore, the inclusion N/G →
M/G is smooth and the submersion N → N/G is smooth.

Under our assumptions, the principal shape space Q̌ = M̌/G is a smooth manifold
and π̌ : M̌ → Q̌ is a smooth submersion. Q̌, the space of non-degenerated shapes, is
the manifold part of Q.

How do the singular shapes, or singularities of Q, or singular orbits of M, enter
the picture? Consider (M,G, .) a Lie group action of G on a differentiable manifold
M. The orbits - principal or singular - can be gathered into a stratification ofM, as
formalized below.

Definition 9.13 (Stratification and orbit type stratification). A stratification ofM is a
locally finite partition of M by embedded submanifolds called strata, required to fit
together in a certain way, called the frontier condition. The connected components of
the orbit types form a stratification ofM, called the orbit-type stratification ofM.

The orbit-type stratification induces a stratification of the quotient space.

Proposition 9.3. The quotient space Q is a stratified space, where the strata are the
connected components of the orbit types.

Example 9.5 continued (2 landmarks in the plane R2). The principal stratum ofM =

R2 is M̌ = R2 \ (0, 0) which is dense in R2. Likewise, principal shapes form an open
and dense subset Q̌ = R∗+ which is dense in Q = R+.

Example 9.6 continued (2 landmarks on the sphere S2). The principal stratum inM
is M̌ = S2 \ {(0, 0), (π, 0)} which is dense in S2. The point (0, 0) denotes one pole of
S2 and (π, 0) its opposite pole in S2. In Q, the principal stratum is Q̌ =]0, π[ which is
dense in Q = [0, π].

9.2.5. Metric structure
We now formalize and quantify the statement: “these shapes are similar”. So far, we
did not introduce any notion of distance or dissimilarity between objects or shapes.
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We address this by adding a Riemannian structure on the previous framework.
We consider a vector space or a differentiable manifold (M,G, .) equipped with

a group action. Let dM be a distance defined on M, that is a way to quantify the
(dis)similarity between shapes. We study below the “compatibility” of this distance
with the group action.

Definition 9.14 (G-invariant distance and isometric action). The distance dM onM is
invariant under the action of the group G onM, and is called a G-invariant distance,
if:

∀g ∈ G, ∀x, y ∈ M dM(x, y) = dM(g. x, g.y). (9.12)

The distance between two elements in M is conserved after an action by the same
group element g. Equivalently, the action is said to be isometric with respect to dM
because it conserves the distances.

The distance dM may come from an inner product or a Riemannian metric onM.
Intuitively, a G-invariant distance means that the (dis)similarity between two objects
does not change if we transform both objects in the same way.

Example 9.5 continued (2 landmarks in the plane R2). Consider the Euclidean plane
(R2, 〈 , 〉) where 〈 , 〉 is the canonical inner product. The action of S O(2) is isometric
with respect to the distance induced by 〈 , 〉.

Example 9.6 continued (2 landmarks on the sphere S2). Consider the sphere (S2, 〈 , 〉)
where 〈 , 〉 is the Riemannian metric on S2 induced by the canonical inner product in
R3. The action of S O(2) is isometric with respect to the Riemannian distance induced
by 〈 , 〉.

Example 9.4 continued (Discrete 1D signals and 2D/3D images). Consider the space
of discrete 1D signals or the space of discrete 2D/3D image with the distance being the
sum of the square differences in intensities. The action of translation on coordinates is
isometric with respect to this distance.

Remark 9.3 (Special case of a Hilbert space (M, 〈 , 〉)). We consider the distance
in the Hilbert space M, given by the norm: dM(a, b) = ‖a − b‖. We say that G acts
isometrically and linearly on M, if x 7→ g.x is a linear map which leaves the norm
unchanged.

Remark 9.4 (Special case of a Riemannian manifold (M, 〈 , 〉)). The Riemannian
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metric onM is G-invariant if the differential of its action ρ:

dρg : TxM→ Tg. xM (9.13)

leaves the metric 〈 , 〉x at x invariant. A G-invariant Riemannian metric induces a
G-invariant Riemannian distance.

The distance in M represents a measure of (dis)similarity between objects. We
examine how to turn it into a distance in Q: a measure of (dis)similarity between
shapes. A first step in this direction is the concept of registration of objects, also
called alignment, which can be formulated using group actions:

Definition 9.15 (Optimal positioning). We say that the point g. x1 is in optimal position
to x2 if:

dM(g. x1, x2) = inf
g∈G

dM(g. x1, x2). (9.14)

Equivalently, we say that the objects x1 and x2 are registered (Medical imaging termi-
nology, e.g. [MV96]) or aligned (Signal processing terminology, e.g. [KSW11]).

Then, a distance onM induces a distance on the quotient space Q:

Definition 9.16 (Distance on the quotient space Q). Consider dM be a distance onM
and (M,G, .) an isometric action with respect to dM. Then:

dQ([x], [y]) = inf
g∈G

dM(g. x, y) (9.15)

is a distance on Q.

Example 9.1 continued (k landmarks in Rd). Consider the case of k-tuples in Rd with
the action of the rigid body motions SE(d) on (Rd)k of Example 9.1. The Euclidean
metric on Rd induces a metric on (Rd)k which is invariant for the action of SE(d).
This induces a distance on the quotient space, which is computed in practice by first
registering the k-tuples and then using the distance on (Rd)k: the Procrustean distance
[Sma96, DM98]. The Riemannian structure of the quotient space has been studied in
by Le and Kendall [LK93].

In practice, the distance in Q, i.e. the distance between two shapes, is computed
by first registering the objects, and then using the distance in the ambient space M.
The registration is a crucial step as there is a priori no closed formed expression to
compute the distance between two points in Q, even if there is one in M. One case
where it may be possible is when an isometric section exists.
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Definition 9.17 (Global and local isometric sections). Take π :M 7→ Q the canonical
projection into the quotient space. LetU be an open subset of Q. A map s : U 7→ M
is a local section if π ◦ s = Id. Moreover, we say that s is isometric if

∀o, o′ ∈ U, dQ(o, o′) = dM
(
s(o), s(o′)

)
. (9.16)

Then the image S = s(U) of the open subset U of the quotient by the section s is a
subset ofM with the following property: ∀x, y ∈ S, dM(x, y) = dQ([x], [y]). Moreover
we say that the section is global ifU = Q.

A global section gives a subset ofM containing a point of each orbit such that all
points in S are registered. A global isometric section rarely exists.

Example 9.7. There exists a global isometric section for the Examples 9.5 and 9.6 of
the two landmarks in R2 and S2: we can compute a closed form expression for the
distance in the respective quotient spaces R+ and [0, π]. However, we can show that
there is no global isometric section for Example 9.4 of discrete 1D signals and 2D/3D
discrete images.

9.3. Template estimation

Differential Geometry on quotient spaces, introduced in the previous sections, gives
a mathematical framework to analyze algorithms in Medical Imaging and Computa-
tional Anatomy. We consider the algorithms of template estimation. Intuitively, a
template of a given population is a prototype of this population. In Medical Imaging
for example, a template of a data base of brain images is a brain image representing
a reference anatomy. The template shows the prototype shape of the brain population
under study.

Various methods exist to compute a template from a given database, see [DM98]
for templates of landmarks or [EJCB12] for brain templates. A first practice was to
select one object from the database as the template. If the selected object’s shape is
far from the population mean shape, the template is necessarily biased towards this
specific data point. Thus, the template fails at being a prototype of the population.
Therefore, researchers have developed other algorithms to compute the template. We
investigate here the computation of the template as a Fréchet mean in the quotient
space.

9.3.1. Generative model
The template represents a prototype of the data. We formally define it here as a pa-
rameter of a generative model. We have a sample {Xi}

n
i=1 of size n, which can be

sets of landmarks, curves, images, etc. Each element of the sample is interpreted
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as a noisy observation of the template up to a group action that does not change the
template’s shape, for example the action of a repositioning or a reparameterization
[AAT07, DATP17b, BG10, BC11, KSW11]. We present below common generative
models, first for data in a Hilbert space then for data in a Riemannian manifold.

Observations in a Hilbert space
Let (M, , 〈 , 〉 ,G, .) be a (potentially infinite dimensional) Hilbert space with a group
action. The generative model of the data is defined as:

X = g.y0 + ε, (9.17)

where y0 ∈ M is the template, g is a random transformation in G and ε is a random
variable that represents a standardized noise inM with null mean E(ε) = 0 and finite
variance E(‖ε‖2) < ∞. We assume that g and ε are independent random variables.

Example 9.5 continued (2 landmarks in the plane R2). The generative model of the
landmarks in the 2D plane writes in Cartesian coordinates:

(x, y) = Rθ . (0, r0) + ε = r0(cos θ, sin θ) + ε.

where y0 = (0, r0) is the template, the 2D rotation matrix Rθ of rotation angle θ is a
random variable in S O(2) and ε is the noise in R2.

Observations in a finite dimensional Riemannian manifold
Let (M, 〈 , 〉 ,G, .) be a finite dimensional Riemannian manifold with a group action.
Expp(u) denotes the Riemannian exponential of u at point p. The generative model of
the data is defined as:

X = Expg. y0
(ε), (9.18)

where y0 ∈ M is the template, g ∈ G is a random transformation and ε is a random
variable in the tangent space Tg. y0Mwhich represents the noise. We assume that g and
ε are independent random variables. We assume the noise to be isotropic Gaussian of
standard deviation σ in each coordinate on the tangent space Tg. y0M.

Example 9.6 continued (2 landmarks on the sphere S2). The generative model writes
in latitude and longitude coordinates:

(λ, φ) = Rθ . (y0, 0) + ε = (y0, θ) + ε, (9.19)

where y0 = (y0, 0) is the template, the random 2D rotation matrix Rθ is a random vari-
able in SO(2) and ε is the noise.

An alternative generative model where the noise is added before the group action
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can also be considered for data belonging respectively to a Hilbert and to a Riemannian
manifold:

X = g. (y0 + ε) resp. X = g.Expy0
(ε). (9.20)

A model without noise X = g.y0 can be found in [KSW11].

9.3.2. An iterative estimation procedure
The template y0 ∈ M is defined as a parameter of the generative model. We now de-
scribe the usual procedure of template estimation [KSW11, AAT07, DATP17b, BG10,
BC11, JDJG04], which is given in Algorithm 9.1. Let (M, 〈 , 〉 ,G, .) be a Hilbert
space or a finite dimensional Riemannian manifold equipped with a group action of
G. Data are generated from the generative model described in the previous subsection.
The template estimate is initialized with one of the observed data ŷ = X1. Then, the
procedure iterates two steps (i) and (ii) until convergence of the template estimation.

Algorithm 9.1 Template estimation
Input: Observed data {Xi}

n
i=1, convergence threshold δ

Initialization: k = 0 and ŷ(0)
0 = X1

Repeat:
• (i) Registration: ∀i ∈ {1, ..., n}, ĝi = argmin

g∈G
dM(ŷ(k)

0 , g.Xi),

• (ii) Fréchet mean computation: ŷ(k+1)
0 = argmin

y∈M

∑n
i=1 dM(y, ĝi .Xi)2

• k ← k + 1
until convergence: dM(ŷ(k)

0 , ŷ(k−1)
0 ) < δ

Output: ŷ(k)
0 .

Step (i) is the registration of each object Xi to the current template. We assume that
each minimizer ĝi exists and is reached by (i). In practice, this is the case when G is
compact. Step (ii) is the computation of the Fréchet mean of the registered data ĝi .Xi.
We assume that the minimizer ŷ(k+1)

0 exists and is reached in (ii). In practice, this is the
case for low levels of noise σ in the generative model, as the registered data ĝi .Xi will
end-up being concentrated on a small neighbourhood of M [EM91]. The procedure
described in Algorithm 9.1 is sometimes called the “max-max procedure”.

Example 9.5 continued (2 landmarks in the plane R2). Let x1, x2, x3 be three objects
in R2 in Figure 9.2 (left). Step (i) filters out the position or parameterization compo-
nent, i. e. the coordinate on the orbit. The objects x1, x2, x3 are projected in the shape
space Q using the blue arrows. Then, the Fréchet mean is computed in Step (ii).
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Example 9.6 continued (2 landmarks on the sphere S2). Similarly, Figure 9.2 shows
Steps (i) and (ii) of the template estimation procedure for a sample of size 3, where
each element is a set of 2 landmarks on the sphere S2.

2 landmarks in the plane R2 2 landmarks on the sphere S 2

Step (i) Step (ii) Step (i) Step (ii)

Figure 9.2 Steps (i)-(ii) of template estimation. The 3 black plus signs in R2 (left) or S2 (right)
represent the 3 data. The 3 dotted blue curves are their orbits. In Step (i), the data are registered.
The 3 black crosses in R+ (positive x-axis) (left) or [0, π] (right) represent the registered data. In
Step (ii), the Fréchet mean of the registered data is computed and shown in orange.

9.3.3. Convergence to the Fréchet mean in the quotient space
We consider the convergence of the iterative procedure of template estimation, de-
scribed in Algorithm 9.1, for k → +∞ where k is the number of iterations. The pro-
cedure decreases at each step the following cost, which is bounded below by zero:

Cost(g1, ..., gn, y) =

n∑
i=1

d2
M

(y, g.Xi). (9.21)

Under the assumptions that both steps (i) and (ii) reached their minimizers, we are
guaranteed convergence to a local minimum.

Proposition 9.4. We assume that the procedure converges to the global minimum for
k → +∞. Then, the estimate of the template is:

ŷ0 = argmin
y∈M

n∑
i=1

min
g∈G

d2
M

(y, g.Xi). (9.22)

where we recognize the sample Fréchet mean in the quotient space, as in Section 4.6.2
of Chapter 4. Moreover, if the group is finite, the algorithm converges in a finite
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number of steps [DATP17a].

We recall that the template y0 is defined as an element ofM. Proposition 9.4 shows
that the iterative procedure converges to ŷ0 which is an element of the quotient space
Q. Recovering y0 is indeed an ill-posed problem. We can only estimate the equivalence
class of y0. In other words, we estimate the shape of the template.

We want to compare ŷ0 to the parameter y0 it was designed to estimate: to this
aim, we want y0 and ŷ0 to be in the same space. We assume that there exists a local
isometric section s around y0 and compare s(ŷ0), a representative object of the shape
ŷ0, to the template y0 in M. In the following, we write ŷ0 or s(ŷ0) indifferently, as
well as π(y0) or y0 indifferently, since the local geometry of Q̌ is equivalent to the local
geometry of its local isometric section in M̌.

9.3.4. Other convergence(s)
We can investigate two other types of convergence in the estimation procedure. First,
we consider the convergence in the sample size n→ +∞. The sample Fréchet mean
on a manifold converges to the population Fréchet mean set when sample size goes to
infinity [Zie77]. Thus, we assume that we have an infinite sample and we consider the
population Fréchet mean as the estimator of the template:

ŷ0 = argmin
y∈M

∫
min
g∈G

d2
M

(y, g.X) dM(X). (9.23)

Second, we consider the convergence as the noise level goes to 0: σ→ 0. When
there is no noise, the population Fréchet mean in Q gives the template shape of the
generative model: the estimator gives the parameter it was designed to estimate. There
is no bias in the estimation in this case. The next sections investigate what happens
when the noise is non-zero, i.e. in the context of a real experimental setting.

9.3.5. Bias of the procedure
Consider the template y0 and a representative of its estimate ŷ0. We want to know
if the procedure described above has a bias, when is noise is non-zero: σ , 0. The
following definition generalizes to Riemannian manifolds the usual definition of a bias
Bias(ŷ0, y0) = E

[
ŷ0 − y0

]
in a linear space.

Definition 9.18 (Bias). Consider (M, 〈 , 〉) a Riemannian manifold and Log its Rie-
mannian logarithm. Take y0 ∈ M and ŷ0

(n) ∈ M an estimator of y0, computed from a
sample of size n. We assume that ŷ0

(n) is within the injectivity radius of the Rieman-
nian exponential at y0 so that the Riemannian logarithm at y0 is well defined. The bias
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of the estimator ŷ0
(n) with respect to the (manifold-valued) parameter y0 is defined as:

Bias(ŷ0
(n), y0) = E

[
Logy0

(ŷ0
(n))

]
. (9.24)

where the expectation is taken over the repeated draws of samples of size n. The
asymptotic bias is defined as the bias of the estimator ŷ0

(∞) with respect to the param-
eter y0.

From now on, we assume that ŷ0
(n) converges in probability to a single value ŷ0

(∞) =

ŷ0, when the sample size goes to infinity. If this value is exactly the original template
value y0, then the estimate is said to be consistent.

Definition 9.19 (Weak consistency). A estimator is weakly consistent if it converges
in probability to the parameter it is designed to estimate, as the number of data points
goes to infinity.

In the following, we use the term “consistency” to refer to the “weak consistency”
above. In the general case, the estimation ŷ0 differs from the original template value
y0. The asymptotic bias

Bias(ŷ0, y0) = Logy0
(ŷ0) (9.25)

measures how much one would have to shoot from y0, along a Riemannian geodesic,
to get the estimated parameter ŷ0.

Remark 9.5 (Variance and asymptotic variance). In statistics, an estimator is evalu-
ated based on its bias and variance. Since we assumed that the estimator ŷ0

(∞) of the
template converges in probability to a value ŷ0, the asymptotic variance of the estima-
tor is vanishing:

Var(ŷ0
(∞)) = lim

n→∞
E

[
dist2(ŷ0

(n), ŷ0)
]

= 0. (9.26)

Thus, we focus on the asymptotic bias.

9.4. Asymptotic bias of template estimation

We first consider R2 with the canonical inner product as an example of a finite di-
mensional Hilbert space and S2 with the metric inherited from R3 as an example of a
finite dimensional Riemannian manifold. We show the asymptotic bias of the template
estimation for these special cases, before extending to general cases.
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9.4.1. Intuition on examples
The special cases of 2 landmarks on the plane R2 and on the sphere S2, introduced
in Examples 9.5-9.6, are useful to show the origin of the asymptotic bias of ŷ0. We
consider a generative model with a Gaussian isotropic noise of standard deviation σ
on each coordinate. As long as σ , 0, there is a bias that comes from the curvature of
the template’s orbit. Figure 9.3 shows the template’s orbit and the level set σ of the
Gaussian noise for both examples.

2 landmarks in the plane R2 2 landmarks on the sphere S 2

σ σ

Figure 9.3 Geometric origin of the bias. The extrinsic curvature of the template’s orbit creates
the asymptotic bias. The blue curves represent the respective templates’ orbits. The balls
of radius σ represent a level set of the Gaussian noise distribution. The grey-colored areas
represent the noise distribution that generates data “outside” the orbit of y0, i. e. on the orbit
side that is the furthest away from the closest singularity.

Example 9.5 continued (2 landmarks in the plane R2). Figure 9.3 (left) shows that
the probability of generating an observation Xi outside of the template’s shape orbit is
larger than the probability of generating it inside: the grey area in the black circle is
larger than the white area. When the data are registered, and projected in the shape
space, there will be more registered data that are greater than the template. Their
expected value, which is the template estimator, will therefore be greater than the
template: there is a bias of the estimator with respect to the parameter it is designed to
estimate.

Figure 9.4 (left) shows the bias of ŷ0 with respect to y0, as a function of σ. Increas-
ing the noise level σ takes the estimate ŷ0 away from y0. The estimate is driven away
from 0: it goes to ∞ when σ→ ∞. One can show numerically that the bias varies as
σ2 around σ = 0.
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Example 9.6 continued (2 landmarks on the sphere S2). Figure 9.3 (right) shows that
if the template’s shape orbit is defined by a constant θ < π/2, the probability of gen-
erating an observation Xi “outside” of it, i.e. with θi > θ, is larger than the probability
of generating it “inside”. When the data are registered, and projected in the shape
space, there will be more registered data that are greater than the template θ and again,
their expected value will also be greater than the template. Conversely, if the template
is θ > π/2, the phenomenon is inverted: there will be more registered data that are
smaller than the template. The average of these registered data will also be smaller
than the template. Finally, if the template’s shape orbit is the great circle defined by
θ = π/2, then the probability of generating an observation Xi on the left is the same as
the probability of generating an observation Xi on the right. In this case, the registered
data will be well-balanced around the template θ = π/2 and their expected value will
be π/2: there is no asymptotic bias in this particular case.

Figure 9.4 (right) shows the bias of ŷ0 with respect to y0, as a function of σ. In-
creasing the noise level σ takes the estimate ŷ0 away from y0. It is repulsed from 0
and π: it goes to π/2 when σ→ π, as the probability distribution becomes uniform on
the sphere in this limit. One can show numerically that the bias varies as σ2 around
σ = 0.

0.5 1.0 1.5 2.0 2.5 3.0 0.5 1.0 1.5 2.0 2.5 3.0

1.0

1.2

1.4

1.0
2.0
3.0
4.0
5.0

0.00.0
σ σ

Bias (2 landmarks in the plane R2) Bias (2 landmarks on the sphere S 2)

Figure 9.4 Asymptotic bias on the template estimate ŷ0 with respect to the noise level σ for r = 1
(left) and θ = 1 (right). The bias is quadratic near σ = 0. Increasing σ takes the estimate ŷ0 away
from the singularities of Q.

9.4.2. Bias on quotient of finite dimensional Riemannian manifold
This section uses geometry of quotient spaces to prove the origin of the bias observed
in the special cases above. Consider a finite dimensional manifold with an isometric
proper effective action of a finite dimensional Lie group (M, 〈 , 〉 ,G, .). The data
Xi’s are generated in M through the model 9.18: X = Expg. y0

(ε), where g and ε are
independent random variables. We assume that the template y0 is in the principal
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stratum of M, i.e. y0 ∈ M̌ and that there exists a local isometric section1 around y0.
We assume that the noise ε is a random variable with isotropic Gaussian distribution
of standard deviation σ in each coordinate of the tangent space Tg. y0M.

We show that there is an asymptotic bias on the template shape estimation un-
der these assumptions. We proceed in two steps. The template shape estimate is the
Fréchet mean of the observations projected in the quotient space. Thus, we first com-
pute the distribution of the observations in the quotient space Q, see Theorem 9.3.
Then, we compute the estimator ŷ0 as the expectation of the distribution in Q and
compare it with the parameter y0 to get the bias, see Theorem 9.4.

Theorem 9.3. [Induced probability density on Q [MHP17]] Under the above assump-
tions, the probability density function f on the [Xi]’s, i = 1...n, in the asymptotic regime
on an infinite number of observations n→ +∞, has the following Taylor expansion
around the noise level σ = 0:

f (z) =
1

CQ(σ)
exp

−d2
M

(y0, z)

2σ2

 (F0(z) + σ2F2(z) + O(σ4) + Ξ(σ)
)

where z denotes a point in M̌ belonging to a local isometric section around y0. In the
above expression, CQ(σ) is the integration constant of the Gaussian. Then, for a fixed
z, Ξ is a function of σ that decreases exponentially for σ→ 0. F0 and F2 are functions
of z involving the local geometry of M̌ around each z ∈ M̌.

The expression of f is obtained by locally integrating the probability distribution
function of the observations inM along the orbits, see [MHP17] for the proof. Thus, f
is the probability density function on Q̌, i.e. the probability density of the object shapes
associated to the generative model. Moreover, we have: d2

M
(y0, z) = d2

Q
([y0], [z]) for

dM(z, y0) ≤ r.
Consider now that ŷ0 is computed with the template estimation procedure presented

in this section. This means that ŷ0 is the expectation of the distribution f above. The
following theorem computes its Riemannian logarithm from the parameter y0, i.e. the
asymptotic bias of the template shape estimation.

Theorem 9.4 (Asymptotic bias [MHP17]). Under the above assumptions, in the regime
of an infinite number of observations n→ +∞, the asymptotic bias of the template
shape estimator ŷ0, with respect to the parameter y0, has the following Taylor expan-

1This technical assumption due to the structure of the proof currently limits the application range of the
bias analysis of this section. We conjecture that is can be notably softened.
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sion around the noise level σ = 0:

Bias(ŷ0, y0) = −
σ2

2
H(y0) + O(σ3) + ε(σ), (9.27)

where H is the mean curvature vector of the template’s orbit which represents the ex-
trinsic curvature of the orbit in M̌, and ε is a function ofσ that decreases exponentially
for σ→ 0.

The proof of this result can be found in [MHP17]. This expression of the bias gen-
eralizes the quadratic behavior observed in the examples on Figure 9.4. The asymp-
totic bias has a geometric origin: it comes from the extrinsic curvature of the template’s
orbits, see Figure 9.3.

The results are valid when M is a finite dimensional manifold and G a finite di-
mensional Lie group. Some interesting examples belong to the framework of infinite
dimensional manifolds with infinite dimensional Lie groups. This is the case for the
LDDMM framework on images [JKSM06]. Therefore it is important to extend these
results to the infinite dimensional case. The next subsection presents results for (infi-
nite dimensional) Hilbert spaces.

9.4.3. Bias on quotient of (in)finite dimensional Hilbert space
Consider a Hilbert space with a linear and isometric group action (M, 〈 , 〉 ,G, .). We
assume that the data are generated with the model: X = g. (y0 + ε) where y0 ∈ M is
the template and ε is an independent noise. We define the random variable Y = y0 + ε.

When we are in a Hilbert space of infinite dimension M, it does not make sense
to take an isotropic Gaussian variable defined as a Gaussian noise on each coordinate
with a parameterσ. Therefore we have to proceed differently to control the noise level:
we consider a standardized noise η with null mean and unit variance (E(η) = 0 and
E(‖η‖2) = 1) and scale it with the standard deviation τ: ε = τη. Then the observable
variable is assumed to be:

X = g.y0 + ε = g.y0 + τη.

WhenM is a linear space of finite dimension k, an isotropic Gaussian of parameter σ
on each coordinate has the standard deviation τ =

√
kσ. Therefore, σ and τ are two

equivalent measures of the noise level which is added as far as we remain in finite
dimension.

Theorem 9.5 (Sufficient condition leading to a bias). Let G be a group acting isomet-
rically and linearly on a Hilbert spaceM and X = g. (y0 + ε) be a random variable in
M with E(‖X‖2) < +∞. We pose Y = y0 + ε with E(Y) = y0 , 0. If:

P
(
dQ([y0], [Y]) < ‖y0 − Y‖

)
> 0, (9.28)
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then [y0] is not a Fréchet mean of [X] in Q =M/G. The max-max template estimation
procedure is inconsistent.

Notice that here the linearity assumption is crucial. For instance, this does not hold
with translations. In practice it is easy to fulfill the condition given by (9.28). For
instance a Gaussian noise fulfills this condition as soon as the template is not a fixed
point under the group action. We have also the following proposition:

Proposition 9.5. Let G be a group acting isometrically and linearly on a Hilbert space
M, and let Y a random variable inM with E(‖Y‖2) < +∞. Assume Y = y0 + ε, where
y0 , 0 and E(ε) = 0. We suppose that [y0] is a sub-manifold ofM with tangent space
Ty0[y0] at y0. If:

P(ε < Ty0[y0]⊥) > 0, (9.29)

then (9.28) is fulfilled, and the template estimation is inconsistent.

For a consistent estimation, we need the support of the noise to be included into a
proper linear space ofM. This is a severe restriction.

Asymptotic bias for a very large noise
When τ goes to infinity, we have the following a behaviour of the bias:

Theorem 9.6. Let G be a group acting isometrically and linearly on a Hilbert space
M. We assume that the support of the noise ε is not included in the set of fixed points
under the group action. Let X = g.y0 + τε be the observable variable. If the Fréchet
mean of [X] exists, then the asymptotic has the following asymptotic behavior when
the noise level τ goes to infinity:

Bias(ŷ0, y0) = σK + o(τ) as τ→ +∞, (9.30)

where K = sup
‖v‖=1
E

(
sup
g∈G
〈v, g. ε〉

)
∈ (0, 1] is a constant which depends only on the stan-

dardized noise and of the group action. In particular, K does not depend on the tem-
plate.

9.5. Applications to statistics on organ shapes

The procedure of template shape estimation has an asymptotic bias: even with an
infinite number of observations, the estimator does not converge to the parameter it
was designed to estimate. We show in this section how the results of Section 9.4
impact the analysis of landmarks and brain shapes.
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9.5.1. Shapes defined by landmarks
We first consider landmarks’ shapes and we mention the theory introduced by Kendall
in the 1980’s [Ken77]. Kendall considered shapes of k labelled landmarks in Rd and
assumed that data were observed directly in the quotient space. Thus, the framework
of Section 9.4 does not apply in this context: such studies do not consider that the
data are observed with noise in the space of landmarks (Rd)k and then projected in the
shape space. The generative model is different and the question of the bias that we
investigate in this chapter is not raised in this context.

However, Section 9.4 applies directly to Procrustean analyses of landmarks shapes
[Goo91, DM98, GD04] which consider observations in the space of landmarks. Data
are projected in the shape space by an “alignment” or “registration” step. In this lit-
erature, the bias has been observed in different settings depending on the assumptions
defining the shape, as described below.

Different types of Procrustean analyses
Procrustean analyses that relate to the framework of Section 9.4 are the ones called
“Generalized” Procrustean analyses. The original orthogonal Procruste problem was
to find the rotation minimizing the residuals between two matrices [Sch66] (other so-
lutions for that problem were proposed with different names [Mos39, Joh66]). “Ordi-
nary” Procrustean analysis is the problem of registering a set of matrices to a reference
matrix chosen in advance. “Generalized” Procrustean analysis refers to the problem
of group-registration of a set of matrices using the max-max algorithm, i.e. Algo-
rithm 9.1, which is also called the alternation framework in this literature [Gow75,
TB77].

Then, the terminology depends on the group of transformations G used to register
the matrices. If only rotation matrices are used, this is orthogonal Procrustean anal-
ysis. If rotations, translations and scalings (i.e. similarities) are used, this is called
“Extended Orthogonal” Procrustean analysis. The setting that relates to the isometric
action’s framework of Section 9.4 is the use of rotations and translations only.

A distinction has been made in this literature between “shape” and “form” (or
size-and-shape) to help determining which group of transformation G is used for reg-
istration. “Form” relates to the quotient of the object by rigid body transformations
only. “Shape” denotes the quotient of the object by similarities. Kendall shape spaces
refer to “shape”: the scalings are quotiented by constraining the size of the landmarks’
set to be 1.

Note that the group of transformations used to register the objects can be distinct
from the group used to generated them in the generative model. If there is no scal-
ing in the generative model, and we estimate the mean form, then we get the partial
Procrustes estimate of form. If there is some scaling in the generative model and we



24

estimate the mean form, we get the full Procrustes estimate of shape [KM97]. The
partial estimate of shape can also be considered.

Mean form and mean shape for 2D/3D landmarks
Existing results on bias for shapes of landmarks in 2D and 3D first confirm the findings
of Section 9.4, but also give intuition to prove bias results in settings not covered in
Section 9.4.

We first consider the Gaussian noise assumption on the landmarks in 2D and 3D.
The partial Procrustes estimate of the mean ”form” through Generalized Procrustean
analysis was known to be inconsistent, as shown in [Lel93] with an reducto ad absur-
dum proof. Section 9.4 provides a geometric interpretation of this fact, while extend-
ing the results for landmarks in higher dimensions. The full Procrustes estimate of the
mean “shape” through Generalized Procrustean analysis was known to be consistent
for shapes of landmarks in 2D and 3D [Lel93, Le98]. This result goes beyond the
settting of Section 9.4 and shows that there can be no bias for a non-isometric action
in this specific case.

Now we relax the Gaussian noise assumption on the landmarks. We investigate if
there is bias in other noise settings. For landmarks in 2D and under isotropic noise
model (non necessarily Gaussian), the full Procrustes estimate of shape is proven to
be consistent [KM97]. Under isotropic Gaussian noise model, the partial Procrustes
estimator of form is inconsistent, but its shape is correct. Bias thus appears only
in the size of the estimate and is shown to be of order σ2. Then, for non-isotropic
errors, the full Procrustes estimate does not need to be consistent and can be arbitrarily
inconsistent for high level of noise. This analysis gives an excellent line of work in
order to extend the results of Section 9.4 to other noise settings.

9.5.2. Brain images
We turn in this section to shapes of brains as shown in medical images and especially
in MRIs. We show how Section 9.4 can be applied to gather intuition about bias of
brain template estimation.

Brain template
Computing a brain template is often the first step in neuroimaging studies. The tem-
plate is often called an atlas in this literature. In general, the brain template is used as
a standardized 3D coordinate frame where the subject brains can be compared. The
subjects are then characterized by their spatial diffeomorphic deformations from the
template, see Chapter 4. These deformations may then serve in a statistical analysis of
the subject shapes [AHF+98] where the normal and pathological variations of the sub-
jects with respect to the template are quantified. In other words, the template serves as
prior knowledge of the brain anatomy [MCAG93]. It should be representative of the
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population under study, thus avoiding bias in subsequent statistical analyzes.
Such an “unbiased” template is often constructed by performing an iterative av-

eraging of intensities and deformations [GMT00, JDJG04, HHLAP16] in the spirit
of Algorithm 9.1: the brain template can be interpreted as an instance of a Fréchet
mean in a quotient space, see Section 4.6.2 of Chapter 4. We can gain insight about
its statistical properties using the intuition developed in this chapter and quantify its
asymptotic bias, locally on the brain template image.

Spatial bias on the brain template image
We produce maps showing the local asymptotic bias with a color code superimposed
on the original tridimensional brain template image, as shown in Figure 9.5. We call
these maps the asymptotic bias maps. A green color indicates a low asymptotic bias
for a given brain region and a red color indicates a high asymptotic bias on another
brain region. These maps are computed by leveraging the geometric understanding of
this chapter to quantify the bias on the brain image through the following heuristic.

Section 9.4 shows that the asymptotic bias of the template estimate ŷ0 depends
on the noise level σ at the scale of a distance d to the singularity of the space. The
variables d and σ depend on the topology of the brain template image’s level sets
and can be expressed using the Morse-Smale complex of the image [MHP18]. The
indicator quantifying the local asymptotic bias is expressed in a logarithmic scale, as:

SNRdB = 10 log10

( d
σ

)2 . (9.31)

The scale is thus in dB, as the decibel is the logarithmic unit that expresses the ratio
of two values of a physical quantity. This unit emphasizes that the quantification of
the asymptotic bias depends on a signal-noise ratio (SNR). Indeed, we can consider
that the signal is d, which is the template’s distance to a singularity and the “noise”
is σ, the intersubject variability after registration. The lower is the SNR on a given
brain region, the larger is the local asymptotic bias on the brain template on that brain
region.

We compute several local asymptotic bias maps for the same brain template, see
(c)-(d)-(e) on Figure 9.5. The difference between the maps is a threshold used to com-
pute the asymptotic bias, which is increased from (c) to (e) [MHP18]. The threshold
corresponds to the intensity scale at which we look at the images. It controls the spa-
tial scale of the brain regions. Increasing the threshold makes more regions appear,
these regions are smaller as well as more biased: they become colored in orange-red
on Figure 9.5 (c)-(e).

The interpretation with respect to neuroimaging is the following. Each map of
Figure 9.5 (c)-(d)-(e) represents the asymptotic bias of the brain template we would
obtain if we were constraining the image’s level sets’ topology complexity at a given



26

intensity scale. The local asymptotic bias maps show smaller regions, in orange-red,
where the estimated template’s brain structures are small with respect to the subjects’
variability in the database. In these orange-red regions, it is not reasonable to have
a sharply defined template, because the estimated “anatomical” structures may have
appeared by chance, by registration of noise between the different subjects. In other
words, the maps reveal brain regions where the assumption of a unique anatomy in the
subject population may break down.

4

1

2

B∞(a) (b) (c) (d) (e) (dB−1)

Figure 9.5 Local asymptotic bias maps of the brain template’s computed from the OASIS
database [MWP+07]. (a) Template. (b) Template whitened by the intersubject variability. (c)
Local asymptotic bias maps for a threshold= 1.3, (d) for threshold = 2, (e) for threshold = 4
(dimensionless) [MHP18].

9.6. Bias correction methods

The bias of the template shape estimation impacts analyses of organ shapes in Medical
Imaging and Computational Anatomy. We now investigate how to correct for the bias.
A first correction would be to change the estimate of the template, moving away from
the Fréchet mean in the quotient space. This is for instance what is provided by the
maximum likelihood template estimation techniques or Bayesian mixed effect models
[ADK15]. This is beyond the scope of this chapter. Here, we present methods to
quantify the bias in the Fréchet mean estimator and to correct it when it is sufficiently
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important.

9.6.1. Riemannian bootstrap
Procedures to correct the asymptotic bias on the template’s estimator are described
in [MHP17]. They rely on the bootstrap principle, more precisely on a parametric
bootstrap, which is a general Monte Carlo based resampling method that enables one
to estimate the sampling distributions of estimators [Efr79]. We focus here on one of
the methods, called the iterative bootstrap (Algorithm 9.2), and we refer to [MHP17]
for the other method, called the nested bootstrap.

y0

σ

σ

ŷ1

ŷ0

ŷ∗1

−Bias(ŷ∗0, ŷ0)

ŷ∗0

−Bias(ŷ∗1, ŷ1)
ŷ2

(a)

(b)

(c)

(d)

(e)

Figure 9.6 Algorithm 9.2 Iterative bootstrap procedure on the example of 2 landmarks in the
plane for n→ +∞. (a) Initialization, (b) Generate bootstrap sample from ŷ0 and compute the
corresponding estimate ŷ0

∗, compute the bias ŷ0 − ŷ∗0, (c) Correct ŷ0 with the bias to get ŷ1, (d)
Generate bootstrap sample from ŷ1 and iterate as in (b), (e) Get ŷ2 etc.

Algorithm 9.2 starts with the usual (biased) template’s estimate ŷ0, see Figure 9.6
(a), and iteratively improves it. At each iteration, we correct ŷ0 with a better approx-
imation of the bias. First, we generate bootstrap data by using ŷ0 as the template
shape of the generative model. We perform the template’s estimation procedure with
the Fréchet mean in the quotient space. This gives an estimate ŷ∗0 of ŷ0. The bias
of ŷ∗0 with respect to ŷ0 is Bias(ŷ∗0, ŷ0). It gives an estimation ̂Bias(ŷ0, y0) of the bias
Bias(ŷ0, y0), see Figure 9.6 (b). We correct ŷ0 by this approximation of the bias. This
gives a new estimate ŷ1, see Figure 9.6 (c). We recall that the bias Bias(ŷ0, y0) depends
on y0, see Theorem 9.4. ŷ1 is closer to the template y0 than ŷ0. Thus, the next itera-
tion gives a better estimation Bias(ŷ∗1, ŷ1) of Bias(ŷ0, y0). We correct the initial ŷ0 with
this better estimation of the bias, etc. The procedure is written formally for a general
manifoldM:
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In Algorithm 9.2, Π
x2
x1 denotes the parallel transport from Tx1M to Tx2M along a

geodesic. For linear spaces like R2 in the plane example, we have Logx1
x2 = −−−→x1x2,

Expx1
(u) = x1 + u, and the parallel transport is the identity Π

x2
x1(u) = u. For general

manifolds, the parallel transport Π
x2
x1(u) can be approximately computed using the

Schild’s ladder [EPS12] or more accurately using the pole ladder [MP13] (see Chapter
5 of this book). In constant curvature spaces like spheres, the pole ladder is even exact
in one step [Pen18].

Algorithm 9.2 is a fixed-point iteration yk+1 = F(yk) where:

F(x) = Expŷ0
(−Π

ŷ0
x (Bias)) and: Bias = Logx x̂. (9.32)

In a linear setting we have simply F(x) = ŷ0 −
−→
xx̂. One can show that F is a contraction

and that the template shape y0 is the unique fixed point of F, see [MHP17] for details.
Thus the procedure converges to y0 in the case of an infinite number of observations
n→ +∞.

The bootstrap methods work for any type of data, but may be computationally
expensive as the estimation procedure is performed at each step of the bootstrap. These
methods also depend on how confident we are in the generative model. As such, we
can consider alternatives to correct the bias.

9.6.2. Brain images: topologically constrained template
We present a correction method that can specifically be applied to the case of brain
images presented in Section 9.5.

Algorithm 9.2 Riemannian iterative bootstrap
Input: Objects {Xi}

n
i=1, noise variance σ2, convergence threshold δ

Initialization:
ŷ0 = Fréchet({[Xi]}ni=1)
k ← 0
Repeat:
• Generate bootstrap sample {X(k)∗

i }
n
i=1 from NM(yk, σ

2)
• ŷk = Fréchet({[X(k)∗]i}

n
i=1) Biask = Logyk

ŷk

• ŷk = Expŷ0

(
−Π

ŷ0
ŷk

(Biask)
)

• k ← k + 1
until convergence: ||Logŷk+1

ŷk|| < δ

Output: ŷk
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Constrain the topology to control the bias
In Section 9.5, each map of Figure 9.5 (c)-(d)-(e) represents the asymptotic bias of the
brain template we would obtain if we were constraining the level sets of the image to
have a specific topology of increasing complexity. On the one hand, a complex topol-
ogy implies an important asymptotic bias on the template, which may not represent
faithfully the brain anatomy shared by the subjects in the database. On the other hand,
a topology that is too simple has no chance of representing a brain anatomy at all. If
we want to look at small brain structures, we have to allow for some precision in the
topology.

Which topology shall we choose in this trade-off of asymptotic unbiasedness versus
image sharpness? If the local intensity of the computed template is below the noise,
there is no hope to compute a consistent template. If the noise is of the same order
of magnitude as the signal, the template may estimate the noise instead of the signal.
Thus we choose an threshold that expresses the limit situation where signal (intensity
on the brain image) and noise are of the same order of magnitude. In practice, this
threshold is between -1 and 0 dB [MHP18].

Applying topological denoising on the brain template’s
We have decided on the complexity of the brain template topology. This topology
can be enforced by applying a topological denoising step in the template estimation
procedure [JWS12, GJR+14]. By doing so, we force the asymptotic bias to be below a
threshold. Such a control of the brain template’s bias enables us to build a template in
which the topological denoising step has blurred the image where the sharply defined
brain template does not make sense as a representative of the shared brain anatomy
[MHP18].

We could be interested in a brain template that would be sharp and unbiased. In
this case, we could consider dropping the assumption of a unique brain anatomy ex-
pressed by a unique template y0 in the generative model. We could consider multi-
ple templates, expressing the generative model as a mixture model. Further work is
needed to investigate the construction of a stratified template, which would add a new
stratification every time a region’s asymptotic bias crosses the threshold B∞ ∼ 1dB.

9.7. Conclusion

This chapter has introduced tools of Riemannian geometry to study the properties of
template shape estimation in Medical Imaging. The study of consistency and asymp-
totic bias that was presented summarizes the results of several works. In particular,
Table 9.1 summarizes the contents of the Theorems 9.3-9.6 taken from these works,
with their main differences.

In both analyses, the fixed points of the group actions play a fundamental role. The
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Work in [DATP17b,
DATP17a]

Work in [MHP17]

Top spaceM Hilbert space Finite dimensional manifold
Noise ε Sufficient condition Gaussian noise
Quantification
(noise level)

Taylor expansion for
σ→ +∞ and bounds

Taylor expansion for σ→ 0
with orbit’s geometry

Table 9.1 Summary of the mathematical results presented in this chapter.

fixed points are the “worse” singularities of the space, in the sense that their isotropy
group is the whole acting group. They are responsible for the curvature of the orbits
as shown in the Riemannian manifold case, and they play a role in the hypothesis on
the noise’s support in the Hilbert case.

Non isometric actions are often encountered in the literature. However, obtaining
results in this setting is much more difficult since the distances are now changed by the
action of the group. As a consequence, one can not define a priori a quotient distance
anymore. However, for Hilbert spaces, it is still possible to define the classical loss
function:

F(m) = E

(
inf
g∈G
‖g.m − X‖2

)
.

In this setting, one can show that the template used to generate the variable X does not
minimize this function F, at least when the noise level σ is large enough [DATP17a].
Future works could probably improve this result.

We have also presented specific examples of template computations in which bias
appears, as well as methods to correct it. Computations of templates have been used
in the Medical Imaging literature for at least 15 years. In neuroimaging in particu-
lar, computing the template is often the first step of a study and understanding the
associated bias is key. Still, a biased template can be seen as an indication that the
assumption of a unique template, e.g. a unique brain anatomy within the population,
should be relaxed. Further work will investigate the estimation of a mixture of tem-
plates or stratified templates and how this may allow to reduce the bias.
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[ADK15] Stéphanie Allassonnière, Stanley Durrleman, and Estelle Kuhn.
Bayesian Mixed Effect Atlas Estimation with a Diffeomorphic Defor-
mation Model. SIAM Journal on Imaging Sciences, 8(3):1367–1395,
January 2015.

[AHF+98] John Ashburner, Chloe Hutton, Richard Frackowiak, Ingrid Johnsrude,
Cathy Price, and Karl Friston. Identifying global anatomical differences:
Deformation-based morphometry. Human Brain Mapping, 6(5-6):348–
357, 1998.

[AKLM03] Dmitri Alekseevsky, Andreas Kriegl, Mark Losik, and Peter W. Michor.
The Riemannian geometry of orbit spaces. the metric, geodesics, and
integrable systems. Publ. Math. Debrecen, 62, 2003.

[BC11] Jeremie Bigot and Benjamin Charlier. On the consistency of Fréchet
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