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Abstract

We follow a formal homogenization approach to investigate the effects of mechanical de-
formations in electrophysiology models relying on a bidomain description of ionic motion at
the microscopic level. To that purpose, we extend these microscopic equations to take into
account the mechanical deformations, and proceed by recasting the problem in the frame-
work of classical two-scale homogenization in periodic media, and identifying the equations
satisfied by the first coefficients in the formal expansions. The homogenized equations reveal
some interesting effects related to the microstructure — and associated with a specific cell
problem to be solved to obtain the macroscopic conductivity tensors — in which mechanical
deformations play a non-trivial role, i.e. do not simply lead to a standard bidomain problem
posed in the deformed configuration. We then present detailed numerical illustrations of the
homogenized model with coupled cardiac electrical-mechanical simulations — all the way to
ECG simulations — albeit without taking into account the abundantly-investigated effect of
mechanical deformations in ionic models, in order to focus here on other effects. And in
fact our numerical results indicate that these other effects are numerically of a comparable
order, and therefore cannot be disregarded.

1 Introduction

Cardiac electrophysiology modeling is a very mature field of research, and the so-called
bidomain model — introduced in the late 1970’s, see [73] — is nowadays considered as a reference
model, while some approximations thereof are often considered, with the so-called monodomain
model [17, 65], in particular, and also some specific forms of eikonal equations [32, 33, 37]. Con-
currently, cardiac mechanical modeling has made tremendous advances over the past decades,
and complete modeling frameworks are now available to represent the detailed mechanical phe-
nomena induced by electrophysiology over entire heartbeats, including for predictive purposes
in clinical applications where pathological behavior must be incorporated in the model, see [12]
and references therein. However, although the deformation of cardiac tissue is well-known to be
very substantial and while computer power is no longer an obstacle for considering fully coupled
multiphysics problems, the question of the full coupling between cardiac electrophysiology and
mechanics is still partly open. More specifically, whereas the mechanisms by which electro-
physiology entails tissue contraction and relaxation have been actively investigated, the reverse
effects by which mechanics impacts electrophysiology — i.e. the so-called “mechano-electrical
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feedback” — remain to be fully elucidated. More precisely, the effect of mechanics on ionic mod-
els — i.e. ordinary differential equations aimed at describing the local exchanges of ions between
various cellular compartments, including through the cell membranes — has received significant
attention, see [34, 48], but by contrast the effects on conservation laws (of charges and ions)
that govern the spatial variations of all quantities of interest have not been as actively studied.
We refer to [16] for a detailed survey on the latter aspect, see also [14, 15, 21, 61].

Clearly, a major difficulty for elucidating the effects of mechanical deformations on the
bidomain model, in particular, is that the conservation laws — pertaining to ions and associ-
ated electrical charges — incorporated in this model are in fact posed at the microscopic level,
and are not directly visible in the macroscopic bidomain model equations. These macroscopic
bidomain equations are, indeed, the result of a complex homogenization process starting from
a microscopic level associated with the cellular scale at which intra- and extracellular domains
— separated by the cell membrane — can be geometrically defined [18, 49, 63]. Furthermore,
the derivation of the macroscopic bidomain equations via this homogenization process has been
performed under various assumptions, among which the absence of mechanical deformations.
There lies the fundamental motivation and program of the present paper, i.e. it is essential to
go back to the origins of the bidomain model to ultimately elucidate the effects of mechanical
deformations on this model. In so doing, we will also revisit the other underlying assumptions of
the bidomain model, and in particular the assumption according to which ionic diffusion can be
neglected compared to drift induced by the electrical fields in order to eliminate ionic concentra-
tions from the final partial differential equations (PDEs), except in the ionic models, of course.
We will note in passing that this assumption is not straightforward to justify, although this is
not the subject of this paper. We emphasize, indeed, that it is not our objective in this work to
question — and a fortiori to justify — the underlying assumptions of the microscopic bidomain
model, nor the asymptotic assumptions laying the ground for the homogenization, in particular
the leading orders sought in the various terms. Our aim is to focus on the effects of mechanical
deformations in this homogenization procedure, and for completeness we only allow ourselves
to consider the variant of equations obtained without neglecting ionic diffusion. We will there-
fore proceed to a formal homogenization derivation when including mechanical deformations
and without neglecting ionic diffusion, and finally obtain a complete system of macroscopic
equations in which the conductivity tensors are given by a cell problem — i.e. posed at the
microscopic level — in which the solution depends on the mechanical deformation. In the final
result, we can then infer a simpler model by neglecting ionic diffusion, which again allows to
eliminate ionic concentrations from the PDEs, albeit this transfers the cell-dependent tensor to
the new macroscopic bidomain equations.

The resulting homogenized model can then be compared to previously-proposed formula-
tions, and in particular to that obtained when directly posing the usual macroscopic bidomain
equations in the deformed configuration, as considered and numerically investigated in [16]. We
will, indeed, find two major differences with such “macroscopic-only” formulations: (1) there
should be no convection term in the Lagrangian form of the bidomain equations, or in other
words the membrane equations are intrinsically Lagrangian, and (2) the standard transforma-
tion formula for Lagrangian vs. Eulerian conductivity tensors does not hold. Moreover, for the
second difference the homogenized model can be used to assess the error made when using the
standard transformation formula.

The outline of the paper is as follows. In Section 2, we recall the microscopic model that un-
derlies the bidomain model, and we extend these equations to take into account the mechanical
deformations. Then, in Section 3, we recast the problem in the framework of classical two-scale
homogenization in periodic media, and identify the equations satisfied by the first coefficients
in the formal expansions. Finally, in Section 4, we present detailed numerical illustrations of



the homogenized model with coupled cardiac electrical-mechanical simulations, all the way to
ECG simulations, before giving some concluding remarks in Section 5.

2 Microscopic model

The purpose of this section is to recall the microscopic model — governing ionic motion
and electric potentials — that underlies the bidomain model, and to derive extensions of these
equations in order to take into account mechanical deformations.

2.1 Definitions and notation

The geometric domain occupied by the cardiac tissue at any time t is denoted by €(t),
with boundary 0Q(t). We use a Lagrangian description, for which we introduce a reference
configuration g — not necessarily corresponding to ©(0) — and the one-to-one deformation
mapping ¢ from the reference configuration to the current configuration, giving the position of
each material point over time,

(RSN

‘ { Qo x [0, 7]

We define the displacement y by

and the deformation gradient by

We will assume that J = det I is strictly positive for any § € Qp, meaning that the deformation
mapping does not degenerate anywhere. Of course, this implies that F is always invertible, in
particular.

In fact, this geometric domain 2y is decomposed into two parts, i.e. Q((]i) the intracellular

)

region and Q(()e the extracellular region, see Figure 1, with the associated regions Q) (t) and
Qe (t) in the deformed configuration. Geometrically, Qéz) and Qée) are two connected domains
verifying

0 =0y uay and o N = . (1)

We suppose that the membrane separating the two regions I'g = 8(2(()6) N 89(@ is regular, and

we define @(()i) and @(()e) as the unit outward-pointing normal vectors associated with Q[()e) and

Q((f), respectively, with of course Q(()Z) = —ﬂ(()e). Accordingly, n(®) (t) and n(d (t) denote the unit
normal vectors on the deformed membrane I'(¢). In what follows, for the sake of compactness
we will often drop the explicit time dependence in the notation pertaining to the deformed
configuration, as in Q(© and Q.

As usual, the deformation mapping ¢ allows to transport to the deformed domain Q(t) any
field f(£,t) defined over the reference domain €y, by simply considering f@*l(g),t). And
conversely of course, any field primarily defined over (¢) can be transported back to €y by
composition with ¢ itself. For the sake of compactness, we will use the same notation f to
indifferently refer to either field considered in Qo or €(t). Nevertheless, some special care is
required in this context as regards time partial derivatives, and therefore we will use the notation



Figure 1: Intracellular and extracellular regions of the heart.

to indicate that we are time-differentiating the field considered as a function of

(&,t) or (z,t), respectively, with the classical transformation formula

af) _ of

atle ot

z

. 0, . . . . .
denoting v, = a—% ¢ the material velocity. We will also use the terminology of Lagrangian versus

Eulerian derivatives to refer to derivatives of fields considered as functions of (&,t) or (z,t),
respectively.

2.2 General model of ion motion

In this section, we give an overview of the derivation of the equations governing ionic mo-
tion in the intracellular and extracellular regions, namely, the so-called Nernst-Planck-Poisson
equations. For more details we refer e.g. to [36].

We consider ion motion in an isothermal medium with negligible solvent flows. We suppose
that we have N@ and N(©) different species of mobile ions in the intra- and extracellular regions,
respectively. The individual conservation gives, in each region,

ac(a)
a—’;ﬁz&-gg@:o,k:l,...,N@,a:@,e, (3)
where c,ga), ll(ca) = cl(f) Q,(ga) are the concentration and the flux of the k-th ionic species, re-

spectively, in the given region, and with y,(f) the corresponding velocity. Denoting by y,(gaT) the

relative velocity of the ions with respect to the substrate, we will use the decompositions

v =40 g =50+ 50 = o (v, + o).

The total charge density p(®) = pl()a) +F> zkc,(ga) — with pl()a) the background charge den-
sity (independent of the mobile ions), F the Faraday constant, and z; the signed number of



elementary charges carried by this ion — is related to the electric field E by the Gauss law of

electrostatics
S U N S
V. -E® = :—< Y4 F zca), 4
Vg L 0ts 0ts Py ; kCp, (4)

with e, the relative permittivity of the medium, and ¢ the permittivity of free space.

In order to determine the flux ll(f) = c,(ca)yl(ca) of the species k, we apply Newton’s second law to

an ion of this species. The forces undergone by this ion are:

, (@)
e the friction force Eimt = _%7 where my, denotes the so-called mobility of the ion;

e the electric force Ezlec = 2;,qE®, with ¢ the charge of a proton;

e the diffusion force, which reads, according to Einstein’s diffusion law, £ gif = — ’“ij . c,(;‘),
B z
where kp denotes the Boltzmann constant and 71" the absolute temperature. *
Neglecting the inertia effect, we then have the equilibrium equation
F(]iif 4 ng(:t 4 leec =0
and we infer
kT o () oy
(0% —RK,T
- (Oé) 22 ck,‘ + quE(a) = mi
Cy, k
Therefore, for the flux 2,(;!) = c,ga)y,ga) of the species k, we obtain the so-called Nernst-Planck
equation
z’(f) =-mpkpTV, céa) + mkzkcgf)qﬁ(a) + cgga)ys,
which can be rephrased as
(@ @ 22 ) (@

Iy = —Dy (22% - k:BiTE ) +c Vs, (5)
with D = mygkgT the diffusion coefficient of the species k. The electric field is related to
an electric potential u by E® = -V, u(®). Using (3), (4) and (5), we finally obtain for
k=1,...,N©@

— Charge conservation
(o)
9| _ g .,
ot Iz L k7
— Drift-diffusion flux
() (6)
qziC
)@ = -y (Yg @ 4 k:B; Y,“(a)> + ey s

— Gauss law
N ()

a 1 a a
Ay ul ):—£<pg )+F;zkc§€ )>.

This system of equations is a straightforward extension of the so-called Nernst-Planck-Poisson
()
k

system, with here the additional term ¢, 'v, resulting from the substrate motion.



2.3 Electroneutrality

By examining the orders of magnitude of the physical parameters in the above Gauss law,
compared to the time and space scales in consideration, it can be argued — and justified by a
mathematical asymptotic analysis, indeed [43, 62] — that electroneutrality must prevail away

from the membranes, i.e.
N ()

A F Y 2 =0, (7)
k=1

everywhere in the interior of the intra- and extracellular regions. This equation should be
considered as a substitute for the Gauss law — and not together with it, which would incorrectly
imply A, u® = 0 — and therefore leaves the electric potential undetermined. In order to
obtain an equation for the electric potential, we can instead consider the total electric current
9@ = FZkN:(?) ijéa). Summing each of the first two equations of (6) over the ionic species
with the same weights F z;, and using the electroneutrality, we obtain

N(@)
@ =— (a("‘)yi GO = Z 2 DpY c,(f) + péa)ys), (8)
k=1

with o(® = Fq Z]kvz(? mk(zk)chI) the total effective conductivity, and also

N 8p(a)
V. 'Z( ) — abt

Y
Alternatively, decomposing the electric current into J(a) = Jga) + 25,"‘) with
N(@)

S =F( D e ) vy = —p v,
k=1

and using the conservation of the background charge density carried by the substrate, i.e.

opy” (@), _
ot ’;E@ Py s =0,
we get
N ()
l&a) — _<O'(a)z£ u(a) +F Z Zkaz£ Cl(j)), (10)
k=1
and
T, ) =0 (1)

These two equations can be seen as those governing electric potentials, instead of the Gauss
law.

2.4 Transmembrane equations

The ions that hit the membrane can be blocked on the surface on each side, or cross the
membrane through so-called ionic channels. We denote by u,(f) the molar density per unit surface
of the reference configuration for species k on either side, and by I{°" the molar quantity crossing

the membrane from Q) to Q)| per unit time and per unit surface of the reference configuration.



Considering an arbitrary subpart of the membrane 79 C I'g in the reference configuration,
associated with «(¢) C T'(¢) in the deformed configuration, we write the conservation of species
k attached to the internal side of 79. Here, conservation dictates that the variation of molar
quantity attached to the membrane equals the quantity crossing the membrane from Q) to
Q@ plus the quantity associated with ions coming from Q® and hitting the membrane, i.e.

d ; A o
/ @ qry = _/ Iion dl“g—l—/]g)r-n(’) dr.
dt J, Yo vy

Note that this assumes that ions attached to the membrane cannot slide on this surface, hence
there is no contribution coming from the rest of the membrane through 0v. Changing variables
in the last integral, we directly obtain

5#/(;) _ ion G) . (@) -7 ()
dly = hendlo + [ g9 0@ E7T - ng?|| Y,
w Ot e o _— =

where we recall that we omit writing the composition by the deformation mapping. Since
Yo C I'g is arbitrary, we now infer

8:“1(5) ion (@) ()
ot le T T T g

everywhere on I'g (or I'), where sp = J||[E~7- @(()a) || represents the stretch ratio of the membrane
in the current configuration with respect to the reference configuration. Finally, since a similar
conservation can be written on the external side of the membrane, we have

(4)

d 4 8
gf ’5 + I’ = sp Zl(c)r n®  onTl
) (12)
8M(6) on € I
a’; ‘élk = *Srz;gﬂ)n -@(), onT

We emphasize that the time partial derivatives appearing in this system are to be understood
at £ fixed, i.e. — when following a given material point of the membrane — which is intrinsically
justified by the fact that ionic channels are physically attached to the membrane. Note in
passing that the transformation formula (2) cannot be applied to derive an equivalent equation
with a Eulerian time derivative, since the densities u,(ca) are only defined on the membrane that
is moving in the Eulerian reference frame.

Likewise, introducing
o =F S mlion, p@ =Ty sul®
k=1 k=1

i.e. , the total flux of charge and surface charge per unit surface of the reference configuration,
we can directly infer the conservation of total charge as

o ® . , .

Gl e = sy,
= (13)

(e) . .

agt —Iior = —sp g -n),




We then make two additional classical assumptions on the surface charges. Namely, any charge
accumulation on one side of the membrane is automatically balanced by an opposite charge on
the other side

p® + 4@ =0, (14)

and the membrane behaves as a capacitance, i.e. the surface charge is linearly proportional to
the transmembrane potential

1D = C Vi, (15)

where V;, = u( — u(®) denotes the transmembrane potential and C, the capacitance per unit
area of the membrane. We obtain

oV,
Crm ot le
S0 50 = 4O 0,

=r - =r

+ I = spg a0,
B (16)

To complete the modeling, we need some boundary conditions on the membrane for the ionic
flux equations, i.e. equations relating volume-distributed ionic concentrations and the quantities
characterizing the state of the membrane. It can be justified by asymptotic analysis arguments
that the surface concentration of charge associated with each ionic species in the layer is in
proportion to its respective adjacent volume concentration weighed by the square of the charge
number [44], i.e.

FZkM;(f) - (%)201(9&) (a) ZkC;E;a) ut

« - a 'uk = « ’
p@ S ()26l > (ze)2e F

where we see that — depending on the ionic charges — some surface concentrations can be
negative, which amounts to a deficit of this species with respect to a reference concentration.

@)

(17)

2.5 Summary of equations

Gathering the above equations, we obtain for the main unknowns céa) and u(®)

801(;‘) (@) . a
" l:_yz'ik , . in Q)
o+ - kpT = (18)
0 0 = O pion r
STk 0= T | TR on
o () .
o 12‘62’ e = g’; L — e onT
and
v, g =0, in Q)
o N(®
@) « «@ (a) : [e%
17(“ ) ——(0'( )ygu( MFE%DNM ), in Q) (19)
, . aV, ,
sp sz) 'E(Z) = —sp 256) .@(6) - Cma—;” ) + 15, onl




In addition, the auxiliary unknowns p,(ca) and p(® — representing surface densities of ions and

charges on the membrane — are given by

M(a) _ chl(ca) ,U(a)
Y S F
,U/(l) = —,U,(e) = Cme7 on T

, onT

2.6 Lagrangian form

Alternatively, we can derive a Lagrangian form of the above equations, i.e. written entirely
with respect to the space variable associated with the reference configuration. To that purpose,
as is standard in the derivation of conservation laws in moving domains [69], it is classical to
introduce the following modified concentration and (relative) flux quantities

i = 1D, A =T )

k,r
The conservation laws in each region then directly read
90, ()
. = 21
5| HYe L =0, (21)

with the Lagrangian flux given by

-1 qZk(J_lc]ia))v u(a)>' (22)

19 = D, (E" - F) Y

B)" - (Ve (770) +
For the boundary conditions, recalling that Z,gag @l = J ,(;x) . Q(()a)dFo and dI' = spdly, we
infer

(4)

2 nf) = | g,

o (23)
IOl = Opiy ‘ _ fion

ot e

Likewise, the equations governing the electric currents read

T, g 0,
s N()
J@ — _g (£T ) E)fl ) (U(O‘)z§ w@ 4 F Z 2p DV ¢ (J—lcéa))>, (24)
- k=1 -
i i e e avm on
IO nf) = =1 nif) = G|+ 1

2.7 Bidomain model simplifications

In order to derive the classical bidomain equations, it is assumed that diffusion can be
neglected compared to drift in ionic fluxes [43]. Whether or not this assumption is valid in
practice is an open question that goes beyond the scope of this paper. Nevertheless, under this



assumption System (19) directly yields

V, - (U(Q)ZQ u(a)) =0, in Q)
U(i)zg u® ) = J(e)y£ u(® .@(i), onT (25)
s oY, u® ) = cma(,)vj T T
Alternatively, we have the following Lagrangian form
V- <J0<a>(£T_£)—1.y§u<a>> —0, in Q)
o) (@T B! Y, um) 1 = 5© <(£T F) v, u(e)) nl’, on Ty (26)
~Je((ET-B) - v u) nf) = Cmaavzn I on Ty

We recall that the effective conductivities o(® are defined by

N(e)
o) =Fq 3 mp(ar) el
k=1

which implies that these conductivities are not constant in general, because ionic concentrations
are not, both space- and time-wise. Nevertheless, the assumption of constant conductivities
made in the bidomain model is easier to justify than the negligible effect of diffusion in ionic
fluxes, because the latter involves concentration gradients over very small (cellular) length scales.

We further point out that the only difference between (25) and the classical (microscopic)
bidomain equations in a fixed domain lies in the fact that the time partial derivative of the
transmembrane potential is here taken at fixed £, whereas the space derivatives are considered
with respect to z, the position in the deformed domain.

2.8 Ionic models and mechanical effects

So far, we have not dwelled on the description of the transmembrane currents I;%* and ionic
fluxes I,i‘m, although to date the effects of mechanical deformations on electrophysiology have
mainly been considered via these terms in the literature. As our main objective in this paper
is to identify and study other effects, we will here simply provide a very brief overview of these

so-called ionic models.

Physiological vs. phenomenological ionic models Physiological ionic models aim at de-
scribing ionic exchanges up to some varying degree of detail. Historically, the first such model
was proposed for neurons by Hodgkin and Huxley [29]. Some models were later introduced to
more specifically address cardiac electrophysiology with — to cite just a few classical ones — the
models proposed in [20, 50] for atrial cells, and the ventricle model proposed in [70] — further ex-
tended in [71] to include an improved intracellular calcium dynamics — and the model proposed
in [51] that probably represents the most comprehensive human ventricle cell model published
so far.

By contrast, so-called phenomenological ionic models are intended to focus on reproduc-
ing the variations of the transmembrane potential with much fewer state variables. The first

10



phenomenological model was independently proposed by FitzHugh and Nagumo [22, 46] for
neurons, and was later adapted to cardiac cells in [2, 64]. A more recent phenomenological
model was proposed in [42], and used for ECG modeling and simulations in [6, 7]. To conclude,
we mention the Minimal model for human Ventricular action potentials (MV) model that was
calibrated to the mid-myocardial, epicardial and endocardial cells of the ventricular tissue. It
is associated with three ionic currents, three gate variables, and governed by 28 parameters, see
a further description in Section 4.2.1.

Stretch-Activated Channels In a first approximation, cardiac electrophysiology and me-
chanics are often assumed to be “weakly coupled”, i.e. electrophysiology is taken as an input
that drives the active part in the mechanical behavior. However, it is known that mechanical
deformation modifies the electrical properties. This is the so-called mechano-electrical feedback
(MEF), which is believed to be at work in arrhythmias and other pathologies, see e.g. [4] and
references therein. One of the mechanisms of the MEF is provided by the stretch-activated
channels (SAC). To model this effect, some parts of the ionic models are made dependent on
the deformation, the effects of which usually being to reduce the action potential duration and
amplitude, and to increase the resting transmembrane potential [1, 27]. It is shown in [52] that
the strain of the myocardium can induce automatic pacemaking activity. In [1], it is observed
that the most important consequence of SAC is an increase in the intracellular concentration
of Ca?*, and consequently an increase in contractility. This observation is supported by many
studies, see the references in [1].

To close this section, we would like to underline, as in [75], that the role and mechanisms of
stretch-activated channels are still not fully elucidated, and experimental findings indicate rather
strong uncertainties in their characterized quantities, notwithstanding inter-species variability.

In what follows, as already mentioned we consider the ionic model as given and we disregard
its direct dependence on mechanical deformations to focus on other effects and assess them.

3 Macroscopic model

Our objective in this section is to use an homogenization approach — based on a local peri-
odicity assumption for cardiac cells — in order to obtain macroscopic equations for the electrical
and ionic quantities, i.e. equations posed on the whole domain, instead of the above microscopic
equations posed separately in the intra- and extracellular regions. In so doing, we follow the
path originally proposed in [18] — see also [19] for an approach using 2-scale convergence — to de-
rive the macroscopic bidomain equations, albeit here with two substantial extensions, i.e. : (1)
for the complete equations inferred from the Nernst-Planck-Poisson system without resorting
to the bidomain simplifications a priori; (2) taking into account the mechanical deformations.

3.1 Formal homogenization in Lagrangian coordinates
3.1.1 Setting definition and homogenization Ansatz

We define Y as a domain that represents an idealized micro-structure corresponding to a
cardiac cell. Each cell is decomposed into its intracellular part Y and its extracellular part

Y(©) that are separated by 'y, with outward-pointing unit vectors ﬂg) and Q§f), respectively.

We assume that the reference domain Qg = ﬁée) u ﬁ(()i) and the boundary I'g are given by a
periodic repetition of entire cells — with the period parameter denoted by ¢ and related to the
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size of the cell — namely,

ﬁ(()a) - Um and Ty= U (eTy +et), (27)
t t

where t is the vector corresponding to the translation from a reference cell to each cell of the
domain. The periodicity assumption is not exactly adapted to the global fiber structure of the
heart, because the fiber direction varies spatially. However, we can argue that periodicity holds
“locally” in the sense of [58], and we will derive the corresponding straightforward extension in
the next section, while starting here with exact periodicity.

Our homogenization Ansatz is then that each main unknown of the microscopic electrophys-
iology problem defined on the reference domain is the sum of

e a leading term, defined everywhere in {2y and independent of ¢;

e correction terms, also defined everywhere in {2y, but dependent on ¢ and with local vari-
ations inside each cell.

More precisely, we assume that

e =CREn)| ., reCilEgen|  +EORE | o (28)

Q(a)

and

(5 t) _U’O (57 )

with the correction terms C’k 1 (§, n,t), C’kag) (& mn,t), ula (§,n,t) and u2 (5,77, t) periodic in the

the variable n € Y. Note that, due to the assumption that the domains Q(()) and Qge) are
connected sets, the periodic boundary condition holds in the cell over a subpart of the boundary
of non-zero measure. To simplify our study, we also assume that the deformation mapping ¢ is
such that its gradient I has a leading term independent of the microstructure, which means

= go(g,t) + o(1).

As only the leading order term in I will be needed in our analysis, we will not distinguish
between F' and F , and in fact only use the notation F.

Regarding the membrane equations, we consider asymptotic assumptions consistent with
those made in the homogenization of the classical bidomain equations — see [49] and [19] —
starting with the assumption that the capacitance parameter C,, scales like ¢, i.e.

L e g/e, t)’ +e2ul (g ¢ e, )‘ Yo(e?), (29

Cyp, = s@m.
Therefore, with u® = —p(€) = Cp, (u® — u(®), this justifies seeking the surface charges in the
form
(6t =< (60| +oe). (30)
0
with the direct identification
1 (€)= =g (61) = CuVino (&), (31)

(4) (e)

where we have introduced the notation V;,, 0 = vy’ — v’ for the leading term in the expansion
of the transmembrane potential V,,,. Furthermore, recalling

M(a) _ sz,go‘) ,u(a)
LY (z2C F
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we infer similar expansions for the individual ionic surface charges, i.e.

D6t =< (maEn)|, +o. (32)

(a )

with I also independent of 1 and given by

(O‘) o
@ G0 ud
Hro

O e F

Finally, in view of the membrane equations (23) it is natural to make a similar asymptotic
assumption on the ionic terms I;°", viz.

zon(é— t) —c (I“m( £,t) ) ‘Fo + o(e). (34)

We will now incorporate the equations of our homogenization Ansatz into the governing
equations of Section 2.6, our major objective being to identify the equations satisfied by the
leading order terms C’,go) and ué ) 1t should be noted, however, that these terms will be mixed
with higher order terms in the equations that we will directly infer, due to space differentiation

with the coexistence of the { and {/e variables in various terms. Indeed, for any quantity
I = fo(&,§/e) with fo(&,n) periodic in 7, we have

Ve F(©) = Ve folebfe) +7 Y, fol&nE/o). (35)

(33)

3.1.2 Ionic flux leading order

Using the identity (35), we derive an expansion of the ionic fluxes (22) as follows

I = I8 e ) + oe),

(Yg '+v u(a))>

(36)
and where the explicit expression of J ,(fl) that depends on (C,E,of)), C,S:O‘l), C’,(C 2)) and (ué ) ga) (a))
is not provided because it is not needed to derive the macro-scale equatlons Introducmg the

auxiliary unknown

Iy = =Dy (ET-B) ' (Ve (770 + 71, O +

this can be rewritten as

I = =Dy (ET-F) - (9 (770 +

Next, using expansions of the fluxes and concentrations, we can derive an expansion of (21),

gy : J(a) —eVe - J](Cal) + o(e), (38)

(e (03 1
UCY + 00 = —- Y, I -V S - Y,

from which we can infer a cascade of equations by equating the coefficients of the successive
powers of e. For the coefficient of ¢!, we get

v, I =0. (39)

n
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This is an equation set on Y@ in which the macroscopic variable § and the time ¢ can be
considered as parameters. Corresponding boundary conditions can be obtained by using (23),
for which the term of degree 0 in ¢ gives, recalling (32) and (34),

Ji%9 - ni? =0, on Ty

which can be rephrased as
J%ni =0, onTy (40)
(c)

since ng ~ only depends on the micro-structure variable 7.
@)

Gathering (37), (39) and (40), we have the following complete system of equations for 6’,2 !

v, [E-F)" v, 0] <o, in v

@
C g u)] -n 0. onTy

[(ET'E)_l' (YECN’,(C??—i—JZé (J_IC,E%)) T Y

This should be understood as a set of partial differential equations in 7 parametrized by § and
time. At this stage, it is possible to solve this so-called cell problem to obtain an expression of

C’,(Cal) as a function of the leading terms of the Ansatz. To that purpose we introduce the following

basic cell problem in which, for any vector v € R?, we call X® (v) the periodic solution (defined
up to a constant) of

X@ ()] =0, in Y@
(41)
(E" B, 20w 0l = —[(ET-B) ] 0l onTy

Noting that (FT F)_1 is a positive definite tensor, X(®)(v) is the well-defined solution of an
elliptic problem in 7, at any point £ in {29 and any time ¢, and for any choice of v. Finally, we
infer

()
~(a N 1 e qsz
O = @IV (J7Cf) + Ve uf)., (42)

and we can substitute this expression into (37) to obtain

1

1) =T D (ETE) 7 [ (1) 4T, 2 (T (77CL)

—1(@)
) o (o @), (@)
Ry (zéuo TV, X (T >)} (43)
where we have used the (obvious) linearity of X(® (v) with respect to its argument v.

3.1.3 Macro-scale equations for ionic concentrations

In this section, we derive the macroscopic equations satisfied by the leading terms of our
expansions. Identifying terms of order 0 in (38), we get

+Y¢ - L+ Y, L =0. (44)



The macro-scale equation is then obtained by integrating (44) with respect to n over y (@),
Using the Stokes formula on the last term, we get

(c)
o k,0 o)) 7o) @ el
YO v YO0 +/F Ji) - n{ dr =0, (45)
Y
where we have introduced the average flux quantities

Ha) 1 (@)

= J;° d

JEk0 \Y(a)] v g0 a1

It is classical in periodic homogenization analysis (see e.g. [3, Chapter 1]) to introduce the
tensor 2(0‘) defined by

() (a)
) u= e [ D) e ¥, A w)dn (40

Note that 7 only depends on the geometry of the cell and on the deformation (through F).
Using this definition with (43) we then obtain the identity

()
@) _ ey, PO o @)
Iy = 1D (9 (771CL) + Ve ) (47)
Remark 1 Using the weak form of (41), the following equivalent expression for z(a) can be
derived
e -1 (6% (e
(L u) v = ‘/ 1B (@t Y, W) - 0+ T, X @), (48)

which shows that 2(0‘) is symmetric definite positive. Note that the definite property can be
obtained as follows

which implies u = 0, since V x(@) (u) cannot be constant and non-zero due to the periodicity
of X see [3] for more detail.

To conclude, we need to derive boundary conditions for J, (a) g,). These conditions are

obtained by first substituting the Ansatz in the terms defined on the membrane 'y in (23), and
then identifying terms proportional to €. We get

[ 7 8“22)0 on
i](a)l QY) e 6t7 + Ik’o 5 49
ol© (49)

gle) ple) _ kO rion

fk,l *Y at k,O

Since by assumption — recall (33) and (34) — the terms ,u,(go) and [} ion are independent of 7 we

get from (49)

()
1 DINC 9
L0 0 = (% gy

Y| Jr, ot
¥ ©) (50)
L[ @ @ g (P90 pion
W] Jp, ol Y T Am\ Ty TR0 )
Y
defining the quantity A,, = %, i.e. the ratio of membrane area to overall volume in the

reference cell.
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3.2 Summary of equations in Lagrangian framework

Defining the volume fractions of intra- and extra-cellular media ¢(® in the reference config-
uration as

Y (@)
<15(04) _
Y]

we divide (45) by |Y| and gather the result with (47) and (50) as follows

Lo "
(@ 81&7 + Vg ¢(a)Jk0 + A, pko"o =0,
(51)
—1 ()
~a) o —1 (@) qzk(J Ck,o) ()
lk,(] = _JDkg( ). (2§ (J 1Ck70) + kB—Tyéuo )7
with i
% 8uk1
Pho =5 I -
52
(5) _ a’u'l(::()) on
Pro = —g; ~ ko
and the additional relations pertaining to surface charges read — recalling (31) and (33)
@_ _ #C%
Fro = 2@ F
> e(z0) Ce,o (53)

Mg) = —Mée) = é\’m‘/m,O‘

Note that the terms A,, p,g?lg in (51) represent the quantity of ions going from the volume to the
membrane, for each species and in each domain (per unit volume of the reference configuration).
Finally, we complete this set of equations by the homogenized version of (24). Following the
same ideas as in the previous sections, one can show that

Ve gl R )
~a) (@) () = () oy
5 =T (e 48 Y miw 7Cl),
k=1
with aV,
i e - m,0 ion
ot = vy = Cn =5 + Tigks,
o) (55)
ol = Fg Y mp(z)2 I L,
k=1
where

ZOTZ lOTL
Ot 0o — F E Zk .

Remark 2 The homogenized equations obtained above can be shown to also hold in the frame-
work of so-called locally periodic media. We refer to [58] for a mathematical definition and

16



treatment of locally periodic homogenization by 2-scale convergence. This framework is partic-
ularly well-suited to the modeling of the heart because of its fiber structure of smoothly varying
orientation, see Figure 4, and we refer e.g. to [8] for a detailed mathematical description of this
structure . In terms of homogenization this corresponds to assuming that the cell geometry Y is
a regular function of & with “slow variations”, see [58] for a precise definition. Applying these
concepts, the above homogenized equations (51)—(54) are exactly preserved, up to the fact that
Ap, [V, Y] and z(o‘) are now functions of §.

Bidomain simplifications. Assuming that the diffusion is negligible compared to the drift,
one can simplify System (54) into

Ve (Z0 Veud +30 Veul’) =0,

(56)
~ 0V, ,0 ion i (7
Apm [CmTTZ + tot,0:| _zé ) (;E)) y§u0)) =0,
with
;{(}a) - Jaéa)¢(a) z(a). (57)

3.3 Summary of equations in Eulerian framework

We can obtain the equivalent Eulerian form of the homogenized Equations (51) and (53).
Defining

(0% (0% 6% /\(Oé) [e% fe% (0%
Cl(c,g =J" 10}5:0)’ 75”)0 =J" £ lk()? j;g = 2{,67,,0 + 01(478257
and the Eulerian tensor zg) as
@) «@ T
T =F-7¢. FT, (58)
we directly infer
a(ﬁf)(a)cl(fag) (@)
2|+ Y, ($E) T Awpyly = 0,
ot z z o (59)
~a) _ Q) (o) , 9%k 0 (@)
Jkro = D T (zzck,o sl Vg ug )

while the additional equations (52) and (53) remain unchanged, up to the use of Eulerian
— i.e. physical — concentrations in the expressions, viz.

i 'uk 0 zon
pl(c,)() = ‘ +1 k,0»
. (60)
(e) _ 8#,&7% on
Pro = o ‘ — k0>
(a) a
p@) = 0 us”
’ Z (25)26206) F (61)

Likewise, defining



we have

V,  (6979) + T A py?) =0,
o) _ _pla) (g (@) = (@) (62)
Jo T TLp '(Uo VU +FZZ’€D’€2§%0)7
k=1
with
o) = o) = Cu gl + 1,
N(®) (63)

=Fq Z my (2 )? c,gag.

)

Bidomain model simplifications. Neglecting the diffusion effect in (62), we obtain

Vg - (g(i) "V, uéi) + g(e) "V, u(()e)) =0,

J A, [a anO‘ 4 1320} ~V, (g(i) 'Y u(()z)) —0, (64)

with 0‘ qb(a T(a)

Eulerian cell problem for homogenized tensor. We have, recalling (46),

@ . 0.y = (7@ . (FT. (TN 1 o N |

(£E Q) Q_(za (£ 2)) (£ Q)— \Y(a)| o (g—{—g YQXQ(E g)) Qdﬂ
(@) .

Y(a |/Y(a)) utV, (w) -vdy, (65)

where we denote Xd()a) (u) = X@(ET - u). Moreover, we note that the equivalent variational
form for the cell problem (41) is: Find X(® (v) periodic such that, for all periodic X,

[ (D7 (@, x 0w +0) v, Xy =0 (66)

Applying this for v = F 7. w and changing variables via the mapping ¢ we obtain equivalently

x@
Vv +u)-V, Xdy=0, 67
/¢(Y(a)) ( e () y) —¥= (67)

which shows that the homogenized tensor in the Eulerian framework can be obtained through a
natural cell problem posed in the deformed configuration, i.e. the form that would be obtained
with (66) in the absence of deformation (£ = I) albeit posed here in the deformed cell. This
was to be expected since the deformation is assumed to be slowly varying, and therefore satisfies
the local periodicity assumption already discussed in Remark 2.

Remark 3 The tensors I%I) and T'% — that directly provide the conductivity tensors in the
homogenized equations — are obtained by solving cell problems that depend on the deformation
— at the point considered — via the deformation gradient F'. Characterizing this dependence
more precisely is of course an interesting question. We point out that there does not appear to
be a direct transformation rule from the tensors in the undeformed configuration (E = I) to
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those in a deformed one. Nevertheless, we have the property — immediately seen from (41) and
(46) — that 7@ only depends on the deformation via FT - F, i.e. the so-called right Cauchy-
Green tensor, which directly implies that the Lagrangian tensor is invariant in all rigid body
deformations, as could be expected. We will further discuss the dependence on the deformation
in the case of cardiac cells in the next section.

4 Numerical illustrations

In this section, we will perform a detailed numerical assessment of a simplified model derived

based on the proposed bidomain model (64). First we present the simplified model obtained by
(o)

assuming a closed-form expression for the tensor IEa , and we substantiate this assumption by
numerically comparing the resulting tensors with those obtained by solving the above-described
cell problems. Secondly, we present the realistic cardiac electrophysiology context and the
numerical methods that we have used to perform the simulations. In a third part, we compare
a complete simulation taking into account the mechanical deformations with a simulation where
we neglect them. Finally, we illustrate the impact of mechanical deformations on the simulation
of electrocardiograms.

4.1 Construction of an approximate homogenized conductivity tensor in de-
formed configuration

The exact computation of the homogenized conductivity tensor would rely on the a priori
description of a typical cell geometry for each point of the reference configuration 3. Then
the canonical cell problems (41) should be solved at each of these points and for every given
deformation tensor F. This makes for a complex procedure in which, moreover, a detailed
description of the cell geometry is out of reach in practice, and therefore rather artificial. As a
consequence we look for alternative strategies to build the conductivity tensors, albeit in such
a way that the essential features of these tensors — and of the effect of mechanical deformations
— are reasonably captured.

First, let us assume that the periodicity cell at any point in the tissue Y (£) is obtained by

a rotation of a reference periodicity cell ¥ given by

v L L H HAq2
=l-3al[-33]
so that the first direction is aligned with the fiber direction. In practice, typical values for the
aspect ratio L/H are in the range 5-10. We also assume that the geometry is invariant by
rotations of 90 degrees around this first direction. This implies that the resulting tensor T®) is
transversely-isotropic when F = I, as often assumed in cardiac electrophysiology, i.e. a

T = L+ () — i) 1y ® 7,

where 7, is a unit vector associated with the fiber direction at any point, and with the longi-

tudinal and transverse scalar coefficients cl(a) and c§°‘) (respectively) independent of the point

considered. When deformations are considered, it is then natural to evaluate how the homog-
enized tensor differs from one associated with the same scalar coefficients, albeit with the new
Ty

fiber direction 7 = =L i.e.
To

(I3l

i(a)

T =+ — o, (68)
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or equivalently in Lagrangian form

( — ) — « — « « — _
Vot T R = O ET )T 4 (N = ) (B ol 7o) @ (LB 1ol 1o). (69)

= =F —

T

Note that this expression only depends on F via F T. E —i.e. the right Cauchy-Green defor-
mation tensor — as it should be.

|
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Figure 2: Geometry of 2D periodicity cell, and computed function X(® for undeformed and
sheared problems.

Our objective is now to compare the tensors provided by the closed-form expressions (68)-
(69) with those obtained by numerically solving the cell homogenization problem for a repre-
sentative range of deformations F. As an example, we consider the 2D cell shown in Figure 2
for which we focus on the intracellular region — as the connectivity of the extracellular space
cannot be made realistic in 2D as the intracellular region constitutes a barrier — and we use
FreeFem++ to compute finite element approximations of the cell problems (41) on a very fine
mesh [28]. More precisely, Egs. (46) and (65) are used for the computation of tensors in the
Lagrangian and Eulerian frameworks, respectively. The initial computation for the undeformed

problem provides the scalar coeflicients cl(a) and cga), and we then use these values in (68)-

(69) to compute the error I(O‘) — i(a) when varying the deformation F — here considered as
incompressible, i.e. det F' =1, a common assumption in biological tissues — see the results in
Figure 3. We observe that the relative error does not exceed 4% for deformations of up to 20%,
and that the largest errors are reached for deformations involving large shear, to an extent that
is unlikely to be frequently encountered in practice. We also display in Figure 2 the computed
functions X (e;) and (¥ (e,) for the undeformed problem and for that associated with the
largest shear.

Finally, although we cannot draw definitive conclusions from this 2D numerical study, in

and 74

to focus on other effects of deformations. Denoting O't(a) = U(a)Cga) and O’l(a) = J(Q)cl(a), this
amounts to approximating the Eulerian conductivity tensor as follows

our cardiac simulations we will approximate the tensors z(a) and ;g“) by Z(a in order

g(04) ~ ¢(a) [Uga)i_i_ (Ula) _ gga))l(g’z]‘ (70)

Note that this tensor depends on the deformation through the vector 7 that — by definition
— represents the fiber direction in the deformed configuration.
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Table 1: Conductivity parameters (all in S.cm™1).

4.2 Simulation results
4.2.1 Model description

In our numerical simulations, we focus on the bidomain model given in (64). Dropping the
“0” subscripts introduced in the definition of the homogenized quantities, these equations can be
rewritten in a weak form as follows. For all t > 0, find V;, (-, t) € HY(Q(t)), ul®)(-,t) € H (Q(t))
with fQ(t) u(® = 0, such that

Vi,
% ot

/ (g(i) (Vo Vi +V, u(e))) -V, 0d0+

Q) N - - B

/ oY, Vi - V0 dQ+ / (€429 v,u) ¥, vd2=0,
O - - Q) N - B

Amém( L + I,fgf’>¢ Q) = 0,

(71)

for all ¢,7p € HY(Q(t)) such that
P =0.

Q(t)
Note that the second integral term in the first equation of (71) — i.e. that inherited from the
membrane equations — is posed in a natural manner in the reference configuration, as the time
derivative of the transmembrane potential inside is intrinsically Lagrangian.

For the conductivity tensors o(®, we use the approximate expression (70) instead of solving
the homogenization cell problemT In so doing, we still expect to reasonably capture the effects
of cell deformations on the macroscopic conductivity, as discussed in Section 4.1. This also indi-
cates that conductivity is more naturally described in the deformed configuration, which is the
reason why all the corresponding integrals of (71) are written in the deformed configuration. In
our simulations we used the values of conductivity parameters given in Table 1. These values are
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Right ventricle

Left ventricle

Figure 4: Left: Mesh of the ventricles. Right: Fibers in the ventricles.

close to those given in [54] and have been slightly adapted to obtain realistic electrocardiograms.
The values of the membrane parameters are A4,, = 200.0cm™! and ém =102 mF.cm™2.

As already mentioned, we will disregard the effect of deformations on ionic models discussed
in Section 2.8, which means that we deliberately choose to focus on the other effects that have
been little investigated before. In fact, we point out that the impact of writing the conductivities
in the deformed configuration has already been studied in [14, 15, 16, 21, 61], albeit without
the Lagrangian time derivative that we have derived from our homogenization approach.

We will now describe the important ingredients required to set up and run simulations of
this model in a realistic case.

Anatomical geometries First of all, in order to obtain patient-specific simulations, a ge-
ometry of the patient heart is needed. In the literature, many approaches are proposed using
automatic (or semi-automatic) segmentation [31, 39, 78] to extract the contours of the epi-
cardium and endocardium of the left and right ventricles of the heart. This allows to obtain
a surface geometry of the patient mesh. In this paper, we use the Zygote' heart model, a
geometric model derived from anatomical data using segmentation.

Using the surface geometry of the patient mesh, a computational mesh adapted to finite
elements was constructed. We used the 3-matic software to obtain a computationally correct
surface mesh, and the Yams meshing software to refine the surface mesh [23]. Then, we meshed
the volume of the two ventricles using Ghs3d [24] and Gmsh [25]. We can see in Figure 4 (left)
the whole heart mesh, which contains about 230,600 tetrahedra.

We computed the cavity volume, the tissue mass and the valves diameters of the left ventricle
of this mesh, and compared them with literature reports of normal human heart dimension
indicators. Our results indicate that the geometry corresponds to ventricular end-systole, i.e. ,
when the ventricle chamber is smallest. This geometric configuration is the closest one — within
a cardiac cycle — to the geometry associated with the stress-free reference configuration, so we
directly use it as the reference configuration in our simulations.

Muscle fibers The fiber directions are needed to prescribe the anisotropic conductivity tensor
given by (70). According to standard anatomical knowledge [47, 68], it appears that in a good

lyww.3dscience.com
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approximation the fiber angles vary from 470 to —70 degrees with respect to circumferential
direction across the wall thickness from endo- to epicardium, see Figure 4 (right, top). Using an
automatic method, we prescribe the fibers in the 3D mesh, see Figure 4 (right, bottom). This
approximation strategy is very effective, especially since in-vivo measurement of fiber directions
is still out of reach in clinical practice, although some promising research results are available
in this direction [45, 67, 74].

Ionic model As discussed in Section 2.8, many ionic models exist in the literature. In this
paper, we present simulations performed with the Minimal model for human Ventricular action
potentials model (MV model) [9]. This model has been adapted to the ventricular tissue includ-
ing mid-myocardial, epicardial and endocardial cells. It is associated with three ionic currents,

Iion

i.e., Ijgyt = Ip; + Igo + I, where

Igi = —H (Vo = 0,) (Vin = 6) (Vs = Vin) —,
fi
m o H - Yw
I, — (1 —H(Vpy — ew)) Vio = Vi HVon = b))
To Tso
IS’L = _H(Vm - ew)wsa
Tsi

with H the standard Heaviside function. The three gate variables appearing in these equations
are themselves solutions of

O = (1 —H(Vp — 9v)) ”‘jf Y HW,, - 91,)%,
w = (1 —H(Vp — aw)) ““‘;%w — H(Vypy — 9@%,

1+ tanh(ks(Vi, — V) — 2s

27

8158 =

We consider the same parameter values as in [9], except for that determining the duration of the
plateau. Indeed, we change the values of the parameter 75, in order to reduce the action potential
duration for epicardial, endocardial and mid-myocardial cells selectively. This heterogeneity is
considered in the left ventricle, for the positivity of the T-wave in the electrocardiogram. In the
right ventricle, cells are considered as homogeneous and their parameters are taken as in the
left ventricle epicardium. We refer to [66] for more detail.

External stimulus /PP The cells need an activation to become depolarized. Physiologically,
the activation wave starts at the sinus node in the right atrium and propagates to the ventricles
through the atrioventricular node before reaching the bundle of His, which activates the septum
and the Purkinje network to stimulate all the endocardium. Our model does not include the
atria — see [66] for a full coupling — and in order to model the electrical activation wave in an
appropriate and simple way, we stimulate a part of the endocardium. We apply a given volume
current density to a thin sub-endocardial layer of the ventricles during a small period of time
tstim. Then, for each simulation the applied current I*PP — which is summed to the ionic current

Ii°" in System (71) — is a space-time dependent function of the form

ITPP(E,1) Y€ € Qgtim, Yt € [0, tatim],
Iapp(f,t) :{ 0 (7 ) S 13 [ t ]

0 otherwise.

where Qg C o corresponds to the stimulation area determined using the strategy proposed
in [6]. This consists in modeling the Purkinje fibers by using a predefined stimulus pattern,
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Figure 6: Left ventricular volume during a cardiac cycle with typical timings of ventricular
depolarization and repolarization.

where a time-dependent thin subendocardial layer is activated using the external current for
5 ms in both ventricles, see Figure 8 at time 195 ms.

Numerical methods The space and time discretizations used in the simulations correspond
to the approach proposed in [6]. All the numerical procedures have been implemented in the
finite element library named FELiScE? developed at Inria. Space discretization is performed
by applying the finite element method with the bidomain model equations (71). The resulting
system is discretized in time by combining a second-order implicit scheme — backward differen-
tiation formulae, see [59] — with an explicit treatment of the ionic currents.

4.2.2 Coupling strategy

The mechanical displacements are required for the simulation of (71). To obtain them, we
consider the biomechanical model presented in [13] where the electrical stimulation is considered
as an input, with numerical simulations performed using the heartLab code developed at Inria,
see also [11] for more detail on the mechanical model and the coupling with an approximate
circulation model. A coupled solution was obtained by a fixed point procedure with iterations
between the biomechanical model and the bidomain model. In order to initialize the iterations,

*http://felisce.gforge.inria.fr
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Figure 7: Comparison between the results of the bidomain model without (left) and with (right)
deformations.
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Figure 8: Comparison between the results of the bidomain model without (left) and with (right)
deformations in a cut of the heart.
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we use the results of the bidomain model (64) when F(&,t) = I. Figure 5 displays the evo-
lution of various indicators for both ventricles during one cardiac cycle obtained with the last
biomechanical simulation. All these indicators are in good agreement with physiological values.

4.2.3 Simulation results and discussion

To facilitate the discussion, Figure 6 illustrates the relationship between the main stages in
cardiac electrophysiology and mechanics by showing a typical evolution of the left ventricular
volume during a cardiac cycle with the timings of ventricular depolarization and repolarization.
Depolarization occurs at end-diastole, which corresponds to the stage of the cardiac cycle when
the ventricle chambers are largest — hence, so are the mechanical deformations. By contrast,
repolarization occurs at end-systole when the chambers are smallest.

We display the simulation results in Figure 7 and in Figure 8 for a cut of the heart, where
we compare for each time considered the potential maps obtained with and without taking the
deformations into account, albeit applying the same deformation in the visualization to ease the
comparison. The simulation starts when the atria contract and eject the blood in the ventricles,
see the left diastole part in Figure 6 between ¢t = 0 and 190 ms, i.e. when the volumes of the
ventricles are near their maximum. The applied current PP stimulates the endocardium at
t = 190ms. As we can see in Fig. 7 and 8, the depolarization is faster when deformations
are considered, which is explained by the fact that the signal mainly propagates through the
ventricular wall thickness from the endocardium to the epicardium. Indeed, the wall thickness is
thinner when the walls are stretched. The depolarizations are complete at 211 ms vs. 214 ms with
and without deformations, respectively, which gives a delay of 3 ms on a depolarization duration
of 21 ms, i.e. a difference of 15%. Near the end of depolarization (around ¢ = 210 ms), ejection
begins. Before the end of ejection (around ¢ = 365ms), repolarization occurs. We can see (t =
390 ms) that the repolarization appears somewhat faster when the deformations are considered,
but the advance of 3 ms due to depolarization has to be considered. The repolarizations of both
simulations are complete at 410ms vs. 411 ms with and without deformations, respectively,
which gives a small difference in the end.

We can summarize our observations by saying that the effects of deformations as represented
by our model are predominantly seen in the depolarization phase, where they speed up the prop-
agation through the wall, with an impact on the depolarization timings that is comparable — in
relative value — to the deformation amplitude. We point out that this is also comparable to
the impact obtained when only considering changes in the constitutive laws to account for the
mechano-electrical feedback. Note that changing the geometry on which the fixed-domain elec-
trophysiology problem is solved to one closer to end-diastolic configuration would most probably
reduce the discrepancy in the depolarization phase with the solution of the model incorporating
mechanical deformations. Nevertheless, this would not be satisfactory in our context where
only the mechanical reference configuration (close to end-systole) is assumed to be given, and
moreover in this case it would instead introduce discrepancies in the repolarization phase. In
other words, if conductivity parameters are calibrated in one given configuration (end-systolic or
end-diastolic), using the same parameters in a phase where the deformed geometry is far from
this configuration will introduce discrepancies between the solutions of the electrophysiology
problem with and without deformations.

4.3 Electrocardiogram simulations

An electrocardiogram (ECG) is a recording of the electrical activity of the heart [40, 76]
measured at the outer surface of the body. This procedure — which is non-invasive and inexpen-
sive — is the most standard diagnosis tool for cardiologists to detect cardiac pathologies. The
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Figure 9: Left: Mesh of the torso domain Q¢ with the locations of the 9 electrodes. Right:
R-wave progression in the precordial leads Vi,---,Vg: schematic view from [76] (top), and
simulated ECGs (bottom). Bidomain model simulations with (blue) and without (red) defor-
mations.
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Table 2: Torso conductivity parameters (all in S.cm™1).

literature on the simulation of ECG is abundant, see e.g. [5, 30, 35, 38] and references therein.
The simulation of 12-lead ECGs based on partial differential equations (PDEs) — as proposed
here — appeared during the last decade [6, 41, 53, 55, 72|, more recently than simulations based
on cellular automata [77].

4.3.1 Coupling with the body

To model an ECG, the coupling between the heart and the rest of the body must be taken
into account. We consider a diffusion problem in the rest of the body, see Figure 9-left for the
body domain, i.e.

—div(oerVur) =0, in Qp (72)

where the electrical conductivity coefficient o takes different values in the ribs and the lungs,
see [10] and Table 2. On the body surface Q5" — corresponding to the skin — a homogeneous
Neumann boundary condition is imposed

orVur-n=0, on 89%“

i.e. , we assume that the body is electrically isolated.
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Last but not least, the transmission conditions at the heart-body interface 92y must be
adequately chosen. In this work, we consider that the extracellular current does not flow through
the pericardium, i.e. , the heart is considered as isolated,

(g(e) 'Zu(e)) -n=0, on Ny (73)
and that we have a perfect electric contact between the heart and the torso domains
U = Ue, on Q. (74)

Condition (73) is known to have a limited impact on the shape of the ECG — see e.g. [6] — and
allows to solve the full system as a one-way coupled problem, which dramatically reduces its
computational cost.

An additional stage is necessary to obtain simulated ECGs with the bidomain model when
deformations are considered, due to the deformation of the heart domain in the coupling, as the
thorax domain is assumed to be fixed. We handle this new difficulty by projecting the solution
obtained with the deformations onto 9z, the boundary of the thorax domain adjacent to the
heart.

4.3.2 Electrocardiogram computation

A standard 12-lead ECG is obtained with 9 electrodes located on the body surface, see
Figure 9-left,

I = wup(L)—up(R), aVR = 1.5(up(R)— uy),
II = wup(F)—urp(R), aVL = 15(ur(L)— uy),
I = wup(F)—wur(L), aVF = 15(ur(F)— uy),
Vi = ur(Vi) — u, Vi = ur(Va) — v,

Vo = ur(Va) — uy, Vs = ur(Vs) — uw,
Vs = ur(Vs) — uu, Ve = ur(Ve) — tw,

where w,, = 3 (ur(L) + ur(R) + up(F)) is the Wilson potential [40]. The leads I, II and III
are called the limb leads, aVR, aVL and aVF the augmented limb leads. The leads V;, for
i € {1,---,6} are called the precordial leads. A lead signal is decomposed into 5 waves, see
Figure 9-left for an example with the lead I:

e the P-wave which represents the atrial depolarization,

e the QRS complex which represents the ventricular depolarization,

e the QT segment which corresponds to the plateau of ventricular action potential,
e the T-wave which represents the ventricular repolarization.

As we do not consider the atria in this work, we do not have the P wave, see [66] for complete
simulated ECGs.

The simulated ECGs can be validated against numerous criteria used to assess real elec-
trocardiograms. Those considered in this work are summarized in Table 3, see [66] for a more
complete survey.
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Wave/ Description Without With

Interval displacements displacements
limb leads < 2mV v v (~I11)
R-wave precordial leads < 3mV v v
always > 0, < 0 in aVR v v
R-wave progression, see Fig. 9-right v v (=Vg)
T-wave >01, 1II, V3 to V6 v (=10) v
< 0 aVR (follow the QRS) v v

Table 3: Criteria for typical ECGs [76], compared with simulated ECGs of Fig. 10.
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Figure 10: Simulated ECGs with (blue) and without (red) deformations.
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Figure 11: Simulated ECGs with deformations, and with (blue) and without (dashed gray)
projection on the thorax.

4.3.3 Results

Figure 10 displays the simulated ECGs with (blue) and without (red) deformations. Ta-
ble 3 shows that these simulated ECGs are quite realistic. As already discussed in [66], in the
simulated ECGs the QRS complex is shorter than physiologically expected. Numerous factors
including the geometry, the heart position inside the torso, the orientation of muscle fibers, the
choice of ionic model and the model parameters (for instance heart and body conductivities)
make the simulation of realistic electrocardiograms very difficult, see [56, 57, 60]. As our pri-
mary objective in this work is to assess the effects of mechanical deformations on the bidomain
model — for which simulated ECGs are only one specific indicator — this point is not a limitation
in itself, as it impacts both simulations (with or without mechanical effects). Concerning the
case with deformation, some oscillations are observed and the precordial lead Vg is not perfect.
This could be improved by a more adapted applied current /*PP and a better choice of the many
parameters — which were adjusted to the case without deformation — but it is not the objective
in this article. The main difference between the two simulations is the duration of the R-wave
in the limb leads, which is smaller when the displacements are considered. This is due to the
faster depolarization as explained in Section 4.2.2.

Next, we want to study the impact of the projecting step onto the thorax contact surface.
Figure 11 gives the ECGs with (blue line, same as in Figure 10) and without (dashed gray
line) projection. The difference on the depolarization (QRS complex) is very small. This can be
explained by the fact that during the depolarization the heart inflates along the normal direction
of the epicardium. This implies that the impact of the projection can be neglected. The impact
on the repolarization (T-wave) is more pronounced on the first three precordial leads. This can
be explained by the fact that the repolarization occurs when the heart chambers are smaller and
twisted under the action of the cardiac torsion. It does not seem necessary to do this projecting
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step — which is computationally expensive — in view of these results.

Finally, our simulations reveal a significant — although not predominant — impact of mechan-
ical deformations on the ECGs. One natural perspective would be to compare our mechanically
deformed bidomain model — which takes into account the heart deformation in conservation
laws — with the classical mechano-electrical feedback model in a realistic case of ECG simula-
tion.

5 Conclusions

We have followed a formal homogenization approach to investigate the effects of mechanical
deformations on electrophysiology, and more specifically for electrophysiology models relying
on a bidomain description of ionic motion at the microscopic level. To that purpose we have
extended these microscopic equations to take into account the mechanical deformations, and
proceeded by recasting the problem in the framework of classical two-scale homogenization in
periodic media and identifying the equations satisfied by the first coefficients in the formal
expansions. In so doing, we have not taken for granted the usual — albeit not easily justi-
fied — assumptions classically made in the derivation of the macroscopic bidomain equations
— i.e. negligible diffusion compared to drift in ionic equations, and constant effective conduc-
tivities — and this results in homogenized equations that describe ionic concentrations and fluxes
species by species, in addition to electric potentials. Nevertheless, the standard approximations
can be considered in a second stage to derive equations on potentials only. In all cases, the
homogenized equations reveal some interesting effects related to the microstructure — and asso-
ciated with a specific cell problem to be solved to obtain the macroscopic conductivity tensors
—in which mechanical deformations play a non-trivial role, i.e. do not simply lead to a standard
bidomain problem posed in the deformed configuration.

We have then presented detailed numerical illustrations of the resulting homogenized model
with coupled cardiac electrical-mechanical simulations, albeit without taking into account the
abundantly-investigated effect of mechanical deformations in ionic models, in order to focus here
on other effects. And in fact our numerical results indicate — both in the 3D electrical potentials
and in the associated ECGs — that these other effects are numerically of a comparable order,
and therefore cannot be disregarded.

Relevant perspectives and extensions of this work include further investigations to justify
the approximation made in (70) to avoid solving a deformation-dependent cell problem at
every point in the domain to compute the conductivity tensor, for which we conjecture that
an asymptotic analysis, either with respect to the aspect ratio of the cells, or to the Green-
Lagrange deformation tensor %(ﬁ T. F-1 ) (i.e. a local measure of departure from rigid
body deformation), may provide some interesting insight. From a modeling standpoint, a more
refined — and realistic — homogenization problem could take into account gap junctions that
hinder ionic fluxes between intracellular regions of adjacent cells [26], which would break the
symmetry between intra- and extracellular equations.
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