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Abstract Robot audition refers to a range of hearing

capabilities which help robots explore and understand

their environment. Among them, sound source localiza-

tion is the problem of estimating the location of a sound

source given measurements of its angle of arrival with

respect to a microphone array mounted on the robot. In

addition, robot motion can help quickly solve the front-

back ambiguity existing in a linear microphone array.

In this article, we focus on the problem of exploiting

robot motion to improve the estimation of the location

of an intermittent and possibly moving source in a noisy

and reverberant environment. We first propose a ro-

bust extended mixture Kalman filtering framework for

jointly estimating the source location and its activity

over time. Building on this framework, we then propose

a long-term robot motion planning algorithm based on
Monte Carlo tree search to find an optimal robot trajec-

tory according to two alternative criteria: the Shannon

entropy or the standard deviation of the estimated be-

lief on the source location. These criteria are integrated

over time using a discount factor. Experimental results

show the robustness of the proposed estimation frame-

work to false angle of arrival measurements within ±20◦

and 10% false source activity detection rate. The pro-
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posed robot motion planning technique achieves an av-

erage localization error 48.7% smaller than a one-step-

ahead method. In addition, we compare the correlation

between the estimation error and the two criteria, and

investigate the effect of the discount factor on the per-

formance of the proposed motion planning algorithm.

Keywords Robot audition · Motion planning · Sound

source localization · Extended mixture Kalman filter ·
Monte Carlo tree search

1 Introduction

For an autonomous assistive robot, perceiving the

sound environment is an important function. This is

necessary for understanding human voices and gath-
ering information about the environment such as the

location and the activity of the sound sources. This

hearing capability is called robot audition [41,44,49].

The auditory knowledge from robot audition completes

the information delivered by other sensors like cameras

or laser range-finders. When the robot gathers more

knowledge about the environment, it knows better what

to do next and human-robot interaction becomes more

efficient.

Although still recent compared to static microphone

array processing, robot audition has brought new ad-

vances in audio signal processing, especially in sound

source localization. Using a static array, source local-

ization in the far-field could only estimate the source

angle of arrival (AoA) and even suffered from the so

called front-back ambiguity in the case of a linear mi-

crophone array [41,30,45]. By exploiting robot motion,

i.e., active audition [41], more information can be ob-

tained. For instance, the front-back ambiguity can be

eliminated by simply turning towards the target sound
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Fig. 1 General framework of the source localization for robot
audition.

source [43,6]. Using body movements of the robot, the

distance to the sound source [51,67] can also be esti-

mated. Finally, robot audition provides the means of

getting closer to the target source for increasing the

signal-to-noise ratio (SNR) [39,61]. Based on this source

location information, robots can separate a mixture of

sounds, thereby increasing the performance of speech

recognition. Based on that, they can process the data

to extract other useful information (e.g., source identity,

emotion, . . . ) and better understand their environment.

In addition, by knowing the sound source location and

its characteristics, they can make better decisions, e.g.,

decide to move closer for further investigation, or move

away from a noisy area.

Generally speaking, detecting and precisely localiz-

ing a sound source is not an easy task due to noise

in the measurements. Besides the direct signal from

the target sources, the robot also receives reflected sig-

nals and noises, e.g., fan noise. Such an environment is

qualified as reverberant and noisy. Reverberation and

background noise severely degrade the performance of

source localization [66,8] and also of source activity de-

tection (SAD) [54,71]. In addition, the sound sources

in the real world, e.g., speech, are not always active,

making the estimation even more difficult. The silence

intervals and the transitions between activity and si-

lence intervals increase the uncertainty in detecting and

localizing the source and induce false measurements.

Most studies have tried to avoid this by assuming a pri-

ori knowledge of the source activity (i.e., whether the

speaker is active or inactive in a given time frame) or

by evaluating performance in an anechoic environment

[51]. Obviously, these solutions do not perform well in a

real-world situation where false measurements will hap-

pen. Moreover, when the source is not static or in the

context of multiple sound sources, the uncertainty sig-

nificantly increases. Therefore, conquering uncertainty

is the key challenge for inferring precise information

about the source location.

The general framework of source localization for

robot audition is depicted in Fig. 1. The audio signal

is captured by a microphone array on the robot. This

audio signal could be any source that is active for a

sufficient amount of time, e.g., a human speaker. The

source AoA and SAD measurements are uncertain due

to reverberation and the noisy background. By fusing

these measurements with the robot motion information

using a probabilistic filtering framework, we can deal

with uncertainties in the observations and estimate the

source location and activity over time. The estimation

of the source location can be improved by implement-

ing a robot motion planning algorithm. The optimal

actions are selected and executed to minimize the esti-

mation uncertainty.

In this paper, we address the uncertainty in the lo-

calization of a single, intermittent, and possibly moving

source by exploiting robot motion. Our first contribu-

tion lies in the development of an extended mixture

Kalman filter (MKF) framework for jointly estimating

the location and activity of an intermittent and moving

source in a reverberant environment. As an extension

from our preliminary work [47], in this paper we provide

a detailed analysis of the robustness of the extended

MKF framework to both false SAD and false AoA mea-

surements. The second main contribution concerns the

adaptation of the Monte Carlo tree search (MCTS)

method to the problem of long-term robot motion plan-

ning for improving source localization. A preliminary

result of this method has been introduced in [48]. In this

article, we provide significant improvements and a thor-

ough analysis compared to our previous work. Specifi-

cally, we define a cost function for long-term robot mo-

tion planning by introducing two alternative criteria:

the Shannon entropy or the standard deviation of the

estimated belief. Moreover, we show and compare the

correlation between the estimation error and these two

criteria. In the cost function, the effect of the discount

factor, i.e., the factor for tuning the trade-off between

short vs. long term, on the performance of planning al-

gorithm is also investigated. Finally, we compare our

method with other motion planning methods for sound

source localization.

The rest of this paper is organized as follows. In

Section 2 we briefly revisit approaches related to the

source localization and motion planning for robot au-

dition. Section 3 details an extended mixture Kalman

filter for robustly estimating source location. In Sec-

tion 4, the proposed method for long-term robot mo-

tion planning is introduced. In Section 5, we report the

experimental evaluation for the proposed algorithms.

Finally, we provide concluding remarks in Section 6.
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2 Related work

2.1 Sequential filtering for source localization

2.1.1 Frame-level localization

Source localization for static microphone arrays has

been investigated since the beginning of research on sig-

nal processing. That is the case for a far field source,

when the distance from the microphone array to the

source is larger than the array size. In this situation,

classical source localization methods can only estimate

the source AoA [17].

These methods can be classified into three main

classes [17]. The first class includes the techniques that

exploit time difference of arrival (TDOA) information

[31]. In the second class are the techniques which are

based upon maximizing the steered response power of

a beamformer [24,65,28]. The third class involves local-

ization methods that are adapted from the field of high

resolution spectral analysis [56]. Experimental compar-

isons of these algorithms are detailed in the literature

[17,5,8].

After the source AoA has been obtained, the ex-

act source location is often estimated by triangulation,

either instantaneously or between time instants. For

the instantaneous triangulation method, several micro-

phone arrays are assumed to be in different known loca-

tions in the room environment and the AoA measure-

ments obtained from different arrays at a given time

are triangulated [2,22]. However, distributing multiple

arrays over the room is often not feasible. The trian-

gulation in time method is performed based on AoA

measurements obtained at different times [51,67]. This

method requires microphone arrays to move with a

known motion. Even so, the triangulation result would

be still not reliable if the AoA measurements are wrong.

In that situation, we need to take into account the un-

certainty of the AoA measurements.

2.1.2 Frame-level source activity detection

In the real world, sound sources often contain silent in-

tervals which can degrade the performance of the source

localization. Therefore, to achieve a robust source local-

ization, the audio system should acquire information

about the activity of the target sources. SAD refers to

the problem of identifying the active or silent state of

a single or multiple target sources in an audio signal.

SAD is often used as an important front-end technique

for many speech and audio processing systems [29,55].

The different detection principles include those based

on SNR, energy thresholds [69], pitch detection [13],

spectrum analysis [40], periodicity, dynamics of speech,

zero-crossing rate or combinations of different features

[62]. Some SAD techniques use statistical models to de-

tect the activity of the source based on the average

of the log-likelihood ratios between the observed sig-

nal and background noise in individual frequency bins

[60]. Research in recent years has focused on develop-

ing robust SAD systems [55,21,1]. However, in a noise

environment that has low SNR, SAD is still a serious

challenge. In this work, we will not go into detail about

the SAD technique. We assume that the SAD is not

always perfect, and there can be 0% to 10% false detec-

tions, corresponding to false positive or false negative.

2.1.3 Sequential filtering

Over the last two decades, robot audition has started

getting more attention in robotics and signal process-

ing [25,64,42]. Most research still utilizes robot audi-

tion in a similar way as with a static microphone ar-

ray [41,30,45]. Some research has focused on exploit-

ing robot motion for improving signal processing re-

sults, especially in source localization [63,39]. Robots

provide a mobile platform to continuously take AoA

measurements at different locations and orientations of

the microphone array. By using a sequential filtering

algorithm for integrating robot motion with AoA mea-

surements over time, we can reduce the uncertainty in

the source AoA. In addition, the distance to the source,

which is unavailable for a static microphone array, can

be attained with robot audition. The estimated source

location can be improved over time using an occupancy

grid [38,16,67] or a particle filter [37,63,20]. The ex-

tended mixture Kalman filter (MKF) is especially suit-

able for this task [52,51], since it achieves the same per-

formance as a particle filter at a lower computational

cost[46]. However, the target audio source in most of

these methods is continuously active [52,38] and static

[67]. This is not true for many natural sound sources,

e.g., speech: between successive words, successive sen-

tences, and speaker turns, there often are silence in-

tervals. A method for tracking one intermittent source

is introduced in [51]. In that work, the SAD measure-

ments are assumed to be perfect. In anechoic condi-

tions, the experimental evaluation showed promising

results [51]. However, in the real world, reverberation

and noise severely degrade the measurement of AoA

[66,8] and SAD [54,71]. A method to deal with false

AoA measurements is presented in [53]. The estimation

of the source activity from AoA measurements alone

is presumably poor compared to exploiting additional

SAD measurements. For this reason, we must jointly es-
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timate the source activity and location from SAD and

AoA measurements to achieve a robust estimation.

2.2 Robot motion planning

2.2.1 Overview

In general, robot motion can improve source localiza-

tion [15,35,19]. For example, head rotation can resolve

the ambiguity on the angle of arrival [43,6]. Moving

towards a source can increase the signal-to-noise ratio

[39,61]. However, no robot motion can be optimal in

all situations. Therefore, robot motion planning must

be considered in order to locate an audio source as pre-

cisely as possible.

Motion planning for mobile robot platforms has re-

ceived extensive interest in robotics [33,34]. Classically,

motion planning is considered as the problem of search-

ing a feasible trajectory which guides the robot from its

current position to a target position [33]. There are wide

application prospects for robot motion planning, such

as automation, driverless cars, robotic surgery, search

and rescue [7,18,14], just to name a few. The develop-

ment of robot motion planning includes planning with

different constraints or objectives, planning under un-

certainty, etc. In classical motion planning, avoiding

collision is the most common constraint. However, be-

sides that, there are objectives such as minimizing the

time for reaching the goal, minimizing the consumed en-

ergy, or acquiring information about the environment.

Gathering information about the environment through

sensing is an important task for surveillance and map-

ping of unknown environments. This task is also called

robot exploration.

In typical robot exploration, the general target of

motion planning is to guide the robot moving to the di-

rection that can maximize the explored area. One strat-

egy is to move the robot to the nearest frontier [70], a

border between empty and unknown environment. In

[23], the next move is decided based on a next-best view

approach. A multi-objective strategy to find the opti-

mal exploration path under multiple constraints and

objectives by modeling the environment constraints in

the cost function is introduced in [4]. Most of these

approaches consider a static environment in which the

robot finds a destination for gathering information and

then moves there without additional planning during

the travel. For the case of dynamic environments with

moving objects, continuous planning during movement

is necessary.

2.2.2 Motion planning for robot audition

Recently, motion planning for robot audition has

started attracting attention. The main objective is to

find a robot trajectory that will maximize the infor-

mation about the source location or minimize the un-

certainty on the source location. In a simple strategy,

the localization accuracy can be improved by following

a fixed patrol loop and covering a potential maneuver

area [39]. This approach is suboptimal because it of-

ten takes a lot of time for finding a potential area. In

addition, if the target source is moving, the detected

area will change. Therefore, it is not an efficient plan-

ning method and not posed as a formal optimization

problem.

More sophisticated motion strategies based on

information-theoretic criteria, e.g., Shannon entropy,

have been proposed [67,12,57]. The target is to min-

imize the estimation error. Under the assumption that

the chosen sequential filtering method is well-tuned and

provides a reliable estimate of the belief on the source

location, the expected error with respect to the (un-

known) true source location can be replaced by a mea-

sure of the uncertainty of this belief. For instance, the

uncertainty on the source location at a given time can

be quantified as the entropy of the belief. The lower

the entropy, the greater the amount of information. In

[12], a gradient descent method was proposed to find

the robot movement that minimizes the entropy of the

belief on the position of a static sound source one time

step ahead. This method yields a locally optimal robot

motion but, in the long run, this sequence of local op-

tima is generally not globally optimal. In addition, in

[12] the belief about the source and robot positions is

represented by a mixture of Gaussians but the determi-

nation of the best possible move is based on the single

Gaussian with the largest weight.

An approach using Monte Carlo exploration to sam-

ple and select the next optimal action was proposed

in [57]. In this approach, the final destination is pre-

defined. The optimal sequence motion will minimize

both the estimation uncertainty and the distance to

the destination. This motion planning technique with

a predefined destination is suboptimal when the tar-

get source is far from the robot’s final destination. A

long-term motion planning method was introduced by

using a dynamic programming algorithm to find the

optimal trajectory for localizing a static source in [67].

This method approximates the sum of entropies over

a finite time horizon by assuming that the entropy at

each future pose does not depend on the trajectory used

to reach that pose. This assumption is required for dy-

namic programming, but in practice the entropy actu-
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ally depends on the trajectory followed by the robot.

This method is therefore also potentially suboptimal.

Another long-term robot motion planning algorithm

for a binaural sensor was proposed in [10]. An opti-

mal motion of the robot is obtained by solving a con-

strained optimization problem involving the gradient

of the reward function. An alternative motion planning

approach, the so-called aural servo, was recently intro-

duced [36]. This approach actually does not localize

sound sources. It selects and executes a robot motion

that satisfies given conditions characterized by a set of

auditory measurements. Therefore, to generate an op-

timal robot motion in the context of intermittent and

possibly moving source, we need an efficient long-term

robot motion planning method with an appropriate cost

function. The cost function with the entropy as the cri-

terion should depend on the traveled trajectory. In ad-

dition, the destination of the robot trajectory would be

flexible and depends on the possible movement of the

target source.

3 Extended mixture Kalman filter

In this section, we present our contribution on devel-

oping an extended MKF framework which will be used

later in our motion planning technique. This extended

MKF framework jointly estimates the location and ac-

tivity of an intermittent and possibly moving source.

By explicitly estimating the source activity in addition

to the source location, the filtering framework can deal

with false measurements in both the SAD and the AoA.

3.1 State vector and dynamical model

3.1.1 State vector

Most the methods in the literature only track the source

location when localizing a continuous or intermittent

source [53,51]. By contrast, we also take the source ac-

tivity into account in the state vector. Therefore, we

define the state vector as follows:

[
X

a

]
=

Xr

Xs

a

 =



xr

yr

θr

xs

ys

θs

vs

ws

a


, (1)

where Xr is the pose of the robot, i.e., its absolute posi-

tion [xr, yr] and its orientation θr w.r.t. the x-axis; Xs is

the continuous state of the sound source, i.e., its abso-

lute position [xs, ys] , its orientation θs w.r.t. the x-axis,

and its linear and angular velocities [vs, ws]; a is the

source activity which is a discrete variable, where a = 1

indicates that the source is active, otherwise a = 0. It is

to be noted that we have both the continuous variable

X and the discrete variable a in the state vector.

In the present work, we assume that the pose of

the robot Xr is known (e.g., through standard robot

localization of SLAM techniques) and we focus on the

estimation of the location Xs and the activity a of the

source. In our work, we only consider the estimation

and the AoA measurement in the horizontal plane.

3.1.2 Dynamical model of the robot

The dynamical model of the robot at time k can be

written as

Xrk = fr(Xrk−1, uk) + drk, (2)

where u are the robot commands which consist of the

angular speeds vl and vr of the left and right wheel of

the robot, and dr is the process noise of the robot. Due

to the above assumption that we know the pose of the

robot, the process noise dr is set to zero. We model the

state transition function fr as

fr(Xr, u) = Xr +

 r2 (vr + vl) cos(θr)
r
2 (vr + vl) sin(θr)

r
l (vr − vl)

 dt, (3)

where l is the distance between the two robot wheels,

r is the wheel radius, and dt is the time step or the

sampling period [58].

Note that the control input u for the robot is given

during the estimation, so for simplicity it is later omit-

ted from the equations.

3.1.3 Dynamical model of the sound source

The dynamical model of the target sound source at time

k is defined as follows:

Xsk = fs(Xsk−1) + dsk, (4)

where ds denotes the process noise of the sound source

that has a Gaussian distribution with zero mean and

covariance matrix Qs, and fs is modeled as

fs(Xs) = Xs +


vs cos(θs)

vs sin(θs)

ws

0

0

 dt. (5)
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3.1.4 Full dynamical model

We can write the dynamical model of the continuous

state at time k as follows:

Xk = f(Xk−1) + dk, (6)

where f(X) =

[
fr(Xr)

fs(Xs)

]
and d =

[
dr

ds

]
is the process

noise with covariance matrix Q =

[
0 0

0 Qs

]
.

Since the source activities and the continuous states

are conditionally independent, the transition probabil-

ity between time steps is given by:

P (Xk, ak|Xk−1, ak−1) = P (ak|ak−1)P (Xk|Xk−1). (7)

The state transition probability P (Xk|Xk−1) follows

the dynamical model of the robot (2) and the source

(4).

The source activity transition probability

P (ak|ak−1) is defined by Pappear = P (ak = 1|ak−1 = 0)

which is the source appearance probability and

Pdisappear = P (ak = 0|ak−1 = 1) which is the source

disappearance probability.

3.2 Measurement vector and observation model

Audio source localization techniques can estimate

the source AoA but not its distance. Therefore, we as-

sume that the observation vector Zk in a given time

frame k consists of one AoA measurement Z l
k (obtained

via a localization technique) and one source activity

measurement Za
k (obtained via an SAD technique).

The likelihood of the state vector w.r.t. this obser-

vation can be expressed as

P (Zk|Xk, ak) =

{
Psn(Z l

k|Xk)P (Za
k |ak) for ak = 1

Pn(Z l
k)P (Za

k |ak) for ak = 0,

(8)

with Psn and Pn denoting the distribution of the mea-

sured AoA when the source is active or inactive, re-

spectively. In the latter case, it is supposed that the

recorded signal consists of spatially diffuse background

noise, so Pn will have a uniform distribution and does

not depend on Xk.

The observation model Psn(Z l
k|Xk) represents the

likelihood that a given localization technique applied

to one signal frame provides the AoA measurement Z l
k

given the source position Xsk and the robot pose Xrk.

This likelihood does not depend on the orientation θs of

the sound source, which appears solely in the dynamical

model of the source and cannot be estimated from a

single AoA measurement. Instead, θs is estimated by

tracking the source movements and employed in the

prediction step.

The distribution of the observation model differs for

different microphone array geometries. For a linear mi-

crophone array, the distribution is bimodal. This is due

to the front-back ambiguity: both the true AoA and its

symmetric w.r.t. the microphone axis result in the same

TDOAs and therefore cannot be distinguished [68]. As a

result, the probability density concentrates around the

true AoA and its symmetric w.r.t. the microphone axis,

while the probability density for other AoAs is nonzero,

but much smaller. Therefore we can approximate the

observation model by a mixture of two Gaussians:

Psn(Z l
k|Xk) =

2∑
j=1

1

2
N (Z l

k; Ẑ l,j
k , Rjk)

=

2∑
j=1

1

2
N (Z l

k;hj(Xk), Rjk), (9)

where hj is the observation model such that hj(Xk) =

Ẑ l,j
k . Ẑ l,j

k and Rjk are the mean and variance of compo-

nent j, respectively. The two Gaussian densities in this

expression are computed by wrapping the differences

between the observed angle and the mean in (−π, π].

Fig. 2 shows an example of the observation model

Psn(Z l
k|Xk) for a linear microphone array at different

AoAs and distances. The observation model is built by

applying the MUSIC-GSVD method to simulated data

(see Section 5.1.1). At large distances, spurious peaks

appear at 0◦ and 180◦ due to lower SNR.

For a planar but not linear microphone array, no

front-back confusion would occur in the horizontal

plane anymore, and the observation model would

become unimodal.

3.3 Recursive Bayesian estimation

At the initial step, the belief about the source location

is uniformly distributed across the room.

The posterior probability of the state vector can be

recursively computed by alternating these two steps:

– prediction step: compute P (Xk, ak|Z1:k−1) given

the previous belief P (Xk−1, ak−1|Z1:k−1) and the

state transition model:

P (Xk, ak|Z1:k−1) =
∑
ak−1

∫
P (ak|ak−1)P (Xk|Xk−1)

P (Xk−1, ak−1|Z1:k−1)dXk−1. (10)
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Fig. 2 Distribution of the measured AoA when the actual
source is at different angles 156◦ (top) and 30◦ (bottom) and
different distances from the microphone array.

– update step: recompute the belief P (Xk, ak|Z1:k)

given the prediction and the new measurement Zk:

P (Xk, ak|Z1:k) = ηP (Zk|Xk, ak)P (Xk, ak|Z1:k−1),

(11)

where η is a normalizing constant.

Since the state vector includes both continuous and

discrete variables and the observation model is a mix-

ture of Gaussians, we propose an extended MKF to

address these two issues. In the following, we present in

detail the two steps above in the extended MKF.

3.4 Prediction step

In the first time step, we can assume that the estimated

belief is a mixture of Gaussian. It is also true for the

next time step, therefore it is true for all time steps

and we can present the estimated belief by a mixture

of Gaussians for every time steps. At the previous time

step k − 1, the belief about the state (Xk−1, ak−1) is

given by a mixture of Nk−1|k−1 Gaussians indexed by

i with mean X̂i
k−1|k−1, variance P ik−1|k−1 and activity

ak−1:

P (Xk−1, ak−1|Z1:k−1)

=

Nk−1|k−1∑
i=1

ωik−1|k−1

N (Xk−1; X̂i
k−1|k−1, P

i
k−1|k−1)δaik−1

(ak−1), (12)

with weights ωik−1|k−1 such that
∑
i ω

i
k−1|k−1 = 1 and

δa is the Dirac delta function centered in a.

Due to the presence of the source activity, which is

a discrete variable, the mixture will evolve in the pre-

diction step by duplicating each component into one

active component and one inactive component follow-

ing the source activity transition model. The compo-

nents also move due to the continuous state dynamical

model. Therefore, applying the prediction rule (10) to

this density yields the predicted density:

P (Xk, ak|Z1:k−1)

=

Nk−1|k−1∑
i=1

ωik−1|k−1

[
P (aik = 0|aik−1)N (Xk; X̂i

k|k−1, P
i
k|k−1)δ0(aik)

+ P (aik = 1|aik−1)N (Xk; X̂i
k|k−1, P

i
k|k−1)δ1(aik)

]
.

(13)

The predicted density P (Xk, ak|Z1:k−1) is thus also a

mixture of Gaussians, with Nk|k−1 = 2Nk−1|k−1 com-

ponents and it can be expressed as follows:

P (Xk, ak|Z1:k−1)

=

Nk|k−1∑
i′=1

ωi
′

k|k−1N (Xk; X̂i′

k|k−1, P
i′

k|k−1)δai′k
(ak). (14)

Its means, variances and weights are given by

X̂i′

k|k−1 = f(X̂i
k−1|k−1, uk), (15)

F ik−1 =
∂f(X,uk)

∂X
|X=X̂i

k−1|k−1
, (16)

P i
′

k|k−1 = F ik−1P
i
k−1|k−1F

iT
k−1 +Qik−1, (17)

ωi
′

k|k−1 = P (aik|aik−1)ωik−1|k−1, (18)

where index i is the index of the component at the

previous time step on which component i′ is based.

3.5 Update step

We obtain the new belief at time step k by applying the

update rule (11) to the predicted density with the obser-

vation model. For the active components in the mixture,
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the observation will be a mixture of two Gaussians as in

(9). In this case, the components will be duplicated and

each of them will be updated based on one of the two

Gaussians in the observation. The inactive components

in the mixture will be updated based on the uniform

distribution, which is equivalent to assuming that no

measurement has been assimilated during the update

step. Note that this results in a different number of ac-

tive vs. inactive components. Therefore, the updated

belief at time k can be expressed as

P (Xk, ak|Z1:k)

= η

Nk|k−1∑
i′=1

ωi
′

k|k−1P (Zk|Xk, ak)

N (Xk; X̂i′

k|k−1, P
i′

k|k−1)δai′k
(ak)

= η

Nk−1|k−1∑
i=1

ωik|k−1

[
P (Za

k |aik = 0)Pn(Z l
k)N (Xk; X̂i

k|k−1, P
i
k|k−1)δ0(aik)

+ P (Za
k |aik = 1)

2∑
j=1

1

2
N (Z l

k;hj(X̂i
k|k−1), Ri,jk )

N (Xk; X̂i
k|k−1, P

i
k|k−1)δ1(aik)

]
(19)

In order to compute the product of every two Gaussians

N (Z l
k;hj(X̂i

k|k−1), Ri,jk )N (Xk; X̂i
k|k−1, P

i
k|k−1) we first

linearize hj(X̂i
k|k−1) and then compute the product in

closed form to obtain λi,jN (Xk; X̂i
k|k, P

i
k|k) where λi,j

is a constant defined as:

λi,j =
1√∣∣∣2π(Hi

kP
i
k|k−1H

i
k
T

+Ri,jk )
∣∣∣

e
− 1

2

[
Zl,j

k −h
j(X̂i

k|k−1)
]T
Si
k
−1

[
Zl,j

k −h
j(X̂i

k|k−1)
]
,

(20)

where Hi
k = ∂hj(X)

∂X |X=X̂i
k|k−1

and Sik =

Hi
kP

i
k|k−1H

i
k
T

+Ri,jk .

Therefore, the new belief can be expressed as a mix-

ture of Gaussians:

P (Xk, ak|Z1:k) =

Nk|k∑
i=1

ωik|kN (Xk; X̂i
k|k, P

i
k|k)δaik(ak),

(21)

where its number of components is Nk|k = 3Nk−1|k−1

and its weights:

ωik|k =

{
ωik|k−1Pn(Z l

k)P (Za
k |ak)η if ak = 0

1
2ω

i′

k|k−1P (Za
k |ak)λi

′,jη if ak = 1.
(22)

Its means and variances are computed as follows.

If ak = 0, then X̂i
k|k = X̂i

k|k−1 and P ik|k = P ik|k−1.

If ak = 1, then

X̂i
k|k = X̂i′

k|k−1 +Gi
′

k

[
Zl,jk − h

j(X̂i′

k|k−1)
]
, (23)

P ik|k = P i
′

k|k−1 −G
i′

kH
i′

k P
i′

k|k−1, (24)

Gik = P i
′

k|k−1H
i′T
k (Si

′

k )−1, (25)

where i′ is the index of the component at the prediction

step on which component i is based.

3.6 Pruning

From (19), we can see that the number of hypotheses in

the extended MKF increases over time, which will con-

sume a lot of memory and computational time. To deal

with this problem, when the number of hypotheses is

larger than Nmax we simply keep the Nmax hypotheses

with the largest weights and prune the other hypothe-

ses. The weights are re-normalized after pruning.

4 Motion planning for robot audition

This section presents our motion planning method for

finding an optimal robot motion to minimize the uncer-

tainty on the source localization. The belief about the

source location is represented by a mixture of Gaussians

and propagates by the extended MKF presented in Sec-

tion 3. We present our contribution on defining the cost

function for long-term motion planning with two alter-

native criteria: the Shannon entropy or the standard

deviation of the estimated belief on the source location.

Similarly to Markov Decision Processes, the two criteria

are integrated over time using a discount factor. This

is in contrast with [10] in which only the N-step ahead

entropy is considered. After that, we present our con-

tribution on adapting the MCTS method for efficiently

finding the optimal robot motion which optimizes the

cost function. We also investigate the effect of the dis-

count factor on the performance of the motion planning

algorithm.

4.1 Cost function

The goal of optimal motion planning for robot audition

is to find the sequence of robot motions that will mini-

mize the uncertainty on the estimated source location.

We quantify this uncertainty by the Shannon entropy

or the standard deviation of the estimated belief distri-

bution.
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Let us assume that the robot has taken measure-

ments up to a certain time step k. All the knowl-

edge about the source location, source activity and

robot pose at time k is represented by the belief

P (Xk, ak|Z1:k). Now, we consider moving the robot to

a new pose at time k+1. To do so, we consider possible

poses not only at k + 1 but also at future times k + 2,

k+3, etc., up to horizon k+T . In the following, we use

the terms “motion” and “action” interchangeably.

4.1.1 Shannon entropy criterion

For every possible motion sequence uk+1:k+T up to hori-

zon k + T , we can quantify the uncertainty about the

estimated source location by the entropy of the belief

at each future time step k+ i, 1 ≤ i ≤ T . We sum these

entropies with a discount factor γ ∈ R+ so that we

can investigate the tradeoff between short vs long term.

These entropies depend on future observations Zk+1:k+i

which are unknown at current time k. By considering

their expectation, the cost function can be expressed as

JT =

T∑
i=1

γi−1EZk+1:k+i|Z1:k
[H(P (Xk+i|Z1:k+i))], (26)

where E and H respectively stand for the expecta-

tion and the entropy. In practice, we approximate the

expectation by drawing Ns random samples Zs from

the distribution P (Zk+1:k+T |Z1:k). One sample from

this distribution is obtained by first drawing a sample

Zsk+1 from P (Zk+1|Z1:k), followed by a sample Zsk+2

from P (Zk+2|Z1:k, Z
s
k+1), and so on. A sample Zs of

P (Zk+1:k+T |Z1:k) is thus the concatenation of individ-

ual one-step-ahead observation samples, each generated

based on the observation model and predicted state dis-

tribution. Then, we have:

JT ≈
T∑
i=1

γi−1 1

Ns

∑
Zs

H(P (Xk+i|Z1:k, Z
s
k+1:k+i)). (27)

The entropies of the estimated beliefs cannot be

computed in closed form for mixtures of Gaussians. An

approximation based on a second-order Taylor series

was proposed in [27] which we adopt hereafter. Assume

that we have a probability density function f(X) which

is a mixture of Gaussians:

f(X) =

N∑
i=1

ωiN (X;µi, Pi). (28)

The entropy of f(X) can be computed as

H(f(X)) ≈ H0(f(X))−
N∑
i=1

ωi
2

∫
N (X;µi, Pi)

F (µi) • (X − µi)(X − µi)T dX

= H0(f(X))−
N∑
i=1

ωi
2
F (µi) ◦ Pi, (29)

where • is the matrix inner product which consists of

an element-wise matrix multiplication and a subsequent

summation of all matrix elements, H0(f(X)) is com-

puted based on the zeroth-order Taylor-series expan-

sion

H0(f(X)) ≈ −
N∑
i=1

∫
ωiN (X;µi, Pi) log f(µi)dX

= −
N∑
i=1

ωi log f(µi), (30)

and

F (X) =
1

f(X)

N∑
j=1

ωjP
−1
j

(
1

f(X)
(X − µj)(∇f(X))T+

(X − µj)(P−1
j (X − µj))T − I

)
N (X;µj , Pj). (31)

4.1.2 Standard deviation criterion

As an alternative criterion, for all possible motion se-

quences uk+1:k+T up to horizon k+ T , we quantify the

uncertainty by the standard deviation of the belief at

each future time step k+i, 1 ≤ i ≤ T . The standard de-
viation of the belief is the square root of its variance. In

the case of a mixture of Gaussians, the first and second-

order moments hence the variance can be computed

in closed form. We also sum these standard deviation

terms with a discount factor. The future observations

are unknown at current time k but by considering the

expectation, the cost function can be computed as

JT =

T∑
i=1

γi−1EZk+1:k+i
[σ(P (Xk+i|Z1:k+i))], (32)

where σ is the standard deviation of the estimated

source location belief. Similarly, we can approximate

the expectation over Zk+1:k+T by drawing Ns random

samples Zs from the distribution P (Zk+1:k+T |Z1:k):

JT ≈
T∑
i=1

γi−1 1

Ns

∑
Zs

σ(P (Xk+i|Z1:k, Z
s
k+1:k+i)). (33)

The method to draw a sample from this distribution is

the same as in Section 4.1.1.
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4.2 Adapting MCTS for robot audition

In practice, considering all possible motion sequences

uk+1:k+T is intractable. We propose a method to adapt

the MCTS algorithm to solve that problem. In the stan-

dard MCTS for games, the outcome of each simulation

is often a binary value which represents “win” or “lose”.

We adapt MCTS for robot audition by defining the out-

come or the reward as a function of the entropy or the

standard deviation of the estimated belief. In addition,

each node in the tree will contain the expected belief on

the source location. We use MCTS with the upper con-

fidence bound for trees (UCT) algorithm [32] as the se-

lection criterion to address the exploration-exploitation

dilemma in motion planning. The dilemma is between

choosing an action that results in an immediate reward

(exploitation) and an action that might learn more in-

formation from the environment in the longer term (ex-

ploration).

In this section, we briefly describe how the MCTS

algorithm [9] can be adapted to efficiently search the

tree of possible sequences to obtain the optimal action

and minimize the uncertainty on the source location.

4.2.1 Formulation

Fig. 3 An iteration of the MCTS algorithm.

Fig. 3 shows an iteration of the MCTS algorithm at

time k. Each level of the tree corresponds to one future

time step. Each node n contains the information about:

the pose of the robot, the estimated belief b(n) on the

source location, the untried actions among a finite set

of possible actions, the accumulated reward Q̄(n) (see

below), and the visit count N(n). The root node n0

represents the pose of the robot at time k and carries

the estimated belief P (Xk, ak|Z1:k). The links between

a node and its child nodes represent different actions.

Starting from the root, a tree is built iteratively by

selecting a node, adding a child corresponding to an

untried action from this node, and following a random

robot trajectory from this new node up to time k + T .

The negative entropy or standard deviation Q corre-

sponding to this trajectory is propagated upwards the

tree to update the accumulated reward Q̄ and the visit

count N .

4.2.2 Selection

We select a node in the tree by applying the UCT al-

gorithm [32]. For MCTS, UCT is a popular algorithm

to balance between exploitation and exploration. UCT

selects the child of a node that satisfies:

nodeselected = arg max
n′∈ children of n

Q̄(n′)

N(n′)
+Cp

√
2 logN(n)

N(n′)
,

(34)

where Q̄(n′) is the accumulated reward of the child

node, N(n) is the number of times the current (par-

ent) node has been visited, N(n′) the number of times

child n′ has been visited, and Cp > 0 is a constant.

This UCT criterion derives from the Chernoff-

Hoeffding inequality presented in Appendix A.

4.2.3 Expansion

The UCT criterion is iteratively used at each level to

select a node until depth t where an untried action is

chosen to create a new node at depth t+ 1. The belief

at this new node is computed as follows.

The predicted belief distribution P (Xt+1, at+1|Z1:t)

is first obtained:

P (Xt+1, at+1|Z1:t)

=
∑
at

∫
P (Xt+1, at+1|Xt, at)P (Xt, at|Z1:t)dXt

=
∑
at

∫
P (at+1|at)P (Xt+1|Xt)P (Xt, at|Z1:t)dXt.

(35)

Given one observation Zst+1 sampled as in Section 4.1.1,

the updated belief at time step t+ 1 is expressed as:

P (Xt+1, at+1|Z1:k, Z
s
k+1:t+1)

= ηP (Zst+1|Xt+1, at+1)P (Xt+1, at+1|Z1:k, Z
s
k+1:t),

(36)
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where η is a normalizing constant. Note that, although

a single sample may not be sufficient to represent the

distribution properly, each node in the tree will be vis-

ited several times and a different sample will be drawn

each time, thereby better representing the distribution.

4.2.4 Simulation

From the new expanded node, we perform a simulation

until time step k+T by selecting an action at random at

each time step. The procedure to update the estimated

belief after selecting one action is identical to that in

the expansion step. At the end of the simulation, we

evaluate the reward by summing the negative entropy

or standard deviation of the future belief from time step

k+1 until time step k+T with a corresponding discount

factor γ:

Q = −
T∑
i=1

γi−1H(P (Xk+i|Z1:k, Z
s
k+1:k+i), (37)

or

Q = −
T∑
i=1

γi−1σ(P (Xk+i|Z1:k, Z
s
k+1:k+i)). (38)

4.2.5 Backpropagation

After finishing the simulation, the number of times

a node has been visited and the accumulated reward

value are updated for all ancestor nodes, up to the root

node. For each ancestor node n, N(n) is incremented

by 1 and Q̄(n) is incremented by Q.

4.2.6 Decision

The iterations of building the tree terminate when the

MCTS has performed a fixed number of simulations.

The optimal pose n at time k+1 is then chosen based on

the average reward Q̄(n)
N(n) . The robot performs the cor-

responding action in order to move to this pose, takes a

new real measurement Zk+1, builds a new tree to find

the next optimal pose, and so on.

5 Experimental evaluation

The experimental evaluation is twofold. First, we eval-

uate the robustness of our extended MKF to false SAD

and AoA measurements when tracking a single inter-

mittent moving source in a noisy, reverberant envi-

ronment. Second, we evaluate the performance of the

MCTS algorithm for long-term robot motion planning

to minimize the uncertainty in the source location.

In order to obtain statistically meaningful results,

a large number of experiments is needed that can

hardly be conducted with a real robot. Therefore, we

conducted simulated experiments mimicking the smart

room at Inria Nancy, where the robot is a Turtlebot

equipped with a 4-microphone Kinect sensor forming a

linear array.

5.1 Robustness of the extended MKF

5.1.1 Data

We employed state-of-the-art techniques for the sim-

ulation of reverberation [3] and acoustic noise, whose

parameters are fixed as in [67] and closely match the

real conditions in that room. More specifically, the re-

verberation time (250 ms), the intensity of speech and

noise, and the noise spectrum match those of the real

environment.

The source AoA was estimated by MUSIC-GSVD.

We construct the probability distribution of AoA mea-

surements by applying the MUSIC-GSVD for each of

360 true AoAs (from 0◦ to 359◦) and 7 distances (from

0.5 to 3 m) instead of using an approximate Gaussian

sensor model as in [12]. For other distances, we can in-

terpolate the AoA distribution based on the AoA dis-

tribution of these 7 distances and sample the AoA mea-

surement from that. We considered an SAD error rate

of 5% and it could be a false negative or a false positive.

The target source is a single intermittent, possibly

moving source. We considered four different scenarios,

depending whether the sound source is either static or

mobile (vs = 0.07 m/s, ws = 8◦/s) and inactive for

several short time intervals (0.5 s) or a long time inter-

val (2 s). For each scenario, we randomly generated 100

source trajectories for a duration of 10 s. The robot tra-

jectory was fixed in all experiments with a maximum

speed of 0.38 m/s. The robot starts from the point (0, 0)

in the coordinate, it goes straight forward for 3 s then

makes a slightly turn after that and stops at 10 s.

5.1.2 Algorithm settings

We set the parameter values of the extended MKF as

follows.

The time step is dt = 0.1 s.

We set the remaining parameters based on the typical

characteristics of moving sound targets. The covariance

matrix Q is set as

Q = diag(0, 0, 0, 0.00095 m2, 0.00062 m2, (6.2◦)2, 0, 0).

(39)
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Fig. 4 Visualization of our extended MKF in an example localization. Robot positions are shown as red squares, and the
actual source position as a green circle. Blue ellipses represent 95% confidence regions of source location estimation of various
hypotheses in the mixture with a transparency proportional to the weight of the components.
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Fig. 5 The standard deviation of the observation noise as a
function of the distance.

For the variance Ri,j , we obtain their values based on

the histogram of the difference between the AoAs sim-

ulated in the reverberant room and the ground truth

at 7 distances from 0.18 to 3 m. The variance values

correspond to other distances are computed by a lin-

ear interpolation. Fig. 5 shows their standard devia-

tion as a function of the distance. The source appear-

ance/disappearance probabilities are set to Pappear =

0.04 and Pdisappear = 0.04.

We set the number of hypotheses in the extended MKF

to Nmax = 50.

5.1.3 Example localization

We show the performance of the extended MKF in

tracking a single, intermittent, moving source in an ex-

ample run. The first few seconds of tracking are showed

in Fig. 4. At time t = 0 s, as there is no prior in-

formation about the source location, we initialize the

mixture with several components that are evenly dis-

tributed over the room. After 1 s, there exists the front-

back ambiguity as illustrated in Fig. 2 due to the linear

microphone array. At this stage, half of the hypothe-

ses for the source position are distributed along the di-

rection from the source to the robot and the rest are

symmetric w.r.t. the microphone axis. These symmetri-

cal hypotheses become smaller and disappear after 3 s,

thanks to the robot motion.

Estimated probability of being active

Fig. 6 Top: estimation error over time of our extended MKF
with activity model vs the extended MKF without activity
model. Middle: estimated probability of being active of the
source over time. Bottom: ground truth source activity over
time.

In Fig. 6, we plot the estimation error, that is the

distance between the estimated source position and the

true position, over the first 10 s of this example. We

compare our extended MKF with estimated activity

vs. an extended MKF based on the observed activity

(assumed to be perfect). During the first 3 s when the

front-back ambiguity still exists, both extended MKFs

have a large estimation error. After 3 s, the front-back

ambiguity disappears, and the estimation errors of the

two extended MKFs reduce drastically. There are sev-

eral times when false SAD happens. At time t = 2.8 s,
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a false negative SAD measurement occurs: the source is

active but the SAD method detects it as inactive. The

estimation error of the extended MKF with observed

activity becomes larger than ours but only for one time

step. At time t = 8.2 s, a false positive SAD measure-

ment occurs: the source is inactive but the SAD method

detects it as active. Again, it appears that our extended

MKF can handle this situation but the extended MKF

with observed activity severely suffers from it. This was

expected, since the tracking of the source activity im-

plemented by our method was designed precisely to ad-

dress this issue.

Fig. 7 shows the error in the AoA measurements

over time. It is not a surprise that the errors are very

large during the intervals when the source is inactive.

However, even when the source is active, the AoA mea-

surement error is slightly larger at several time steps.

At time t = 4.8 s, the AoA difference between the ob-

servation and the ground truth is 9◦, which is not a very

large value. As a result, both the estimated error of our

extended MKF and the extended MKF with observed

activity increase slightly. At time t = 7 s, there is a high

AoA measurement error: the ground truth AoA is 81◦,

but the measured AoA is 62◦ which is 19◦ difference.

Although such a false measurement can occur with very

low probability, it can have a major impact. Indeed, the

estimation error of the extended MKF with observed

activity increases drastically and remains large. By con-

trast, the estimation error of our extended MKF does

not change much. This is an indirect benefit of the pro-

posed approach: when a false AoA measurement occurs,

the weight of the hypotheses corresponding to an inac-

tive source increases, so that the belief is little affected.

We can see this increasing weight in the plot of the esti-

mated source activity at time t = 7 s as the probability

of the source being active is low.

5.1.4 Robustness of source location estimation

To evaluate the robustness of our proposed extended

MKF framework to false SAD measurements, we

change the error rate in the SAD observations from

0% to 10%. For each value of the SAD error rate, we

randomly generate 100 initial source locations and run

the extended MKF for 10 s.

Fig. 8 shows the average estimation error on the

source location at the last time step as a function of the

SAD error rate in the observation. The average values

are around 0.4 m, and they are not significantly different

when the SAD error rate varies. This confirms that our

proposed extended MKF framework is robust to false

SAD measurements.

Estimated probability of being active

Fig. 7 Top: error in AoA measurements over time. Bottom:
estimated probability of being active of the source over time.

Error rate in the observed SAD (%)

E
st

im
at

io
n 

er
ro

r (
m

)

0 1 2 3 4 5 6 7 8 9 10
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
average estimation error

Fig. 8 Average estimation error on the estimated source lo-
cation at the last time step and 95% confidence interval as a
function of the error rate in the SAD observations.

To see how the SAD error rate assumed in the ex-

tended MKF model can affect the performance of the

source localization, we tune the error rate in the ex-

tended MKF model between 0% and 10% and fix the

error rate in the SAD observations P (Zak = 1|ak = 0) =

P (Zak = 0|ak = 1) to 5%. Similarly, we conduct 100 ex-

periments with the same initialization as above for each

error rate value.

Fig. 9 shows the average estimation error in the

source location at the last time step as a function of the

error rate in the extended MKF model. As expected, the

estimation error is larger when the error rate in the ex-

tended MKF model is equal to 0%: this corresponds to

the extended MKF based on the observed activity con-

sidered for comparison in Section 5.1.3. When the error

rate in the extended MKF model is equal or greater

than 1%, the estimation error is not significantly af-
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Error rate set in the extended MKF model (%)
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Fig. 9 Average estimation error on the estimated source lo-
cation at the last time step and 95% confidence interval as
a function of the error rate assumed in the extended MKF
model.

fected and its value is around 0.4 m. From this, we can

conclude that by taking into account the error rate of

the SAD in the extended MKF model we can obtain

better estimation of the source location.

5.1.5 Robustness of source activity estimation

Similar to the previous evaluation on the impact of the

SAD error rate on the estimated source location, in this

section, we evaluate the impact of the SAD error rate

on the activity estimation.

At each time step, we compute the estimated source

activity by summing the weights ωik|k of all components

for which ak = 1. This results in a real value between

0 and 1, that is the estimated probability of the source

being active. The probability of incorrectly estimating

the source activity is the absolute value of the difference

between the estimated source activity probability and

the ground truth source activity.

Fig. 10 shows the average probability of incorrectly

estimating the source activity over all experiments

when we change the error rate of the SAD observations

from 0% to 10%. We can see that this probability just

increase slightly from 3.7% to 5.3% as the SAD error

rate increases from 0% to 10%.

The probability of incorrectly estimating the source

activity when we change the SAD error rate in the

extended MKF model from 0% to 10% but keep the

SAD error rate in the observation at 5% is presented

in Fig. 11. This probability is slightly larger when the

error rate in the extended MKF model equals 0%.
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Fig. 10 Average probability of incorrectly estimating the
source activity over all experiments and 95% confidence in-
terval as a function of the error rate in the SAD observation.

5.2 Consistency of the extended MKF

The filter is considered to be consistent if the true

source location lies into the confidence region at least

95% of the time. We choose to take into account only

the x and y coordinates of the source. The real source

location Xgroundtruth lies into the confidence region if it

satisfies [59]:

(Xgroundtruth −Xmean)TΣ−1(Xgroundtruth −Xmean)

≤ 2F−1(0.95, 2) (40)

where the right hand side of the equation is the inverse

of the cumulative chi square distribution with 2 degrees

of freedom, and Xmean and Σ are the mean and the

covariance matrix of the belief on the source location.

We checked the consistency of the extended MKF

at each time step over all our experiments. We found

the empirical probability for the ground truth to be in

the 95%-confidence ellipsis to be 95.19% over all time

steps and all experiments. This value is close enough

to 95% for us to conclude that the proposed extended

MKF is consistent.

In the following section, we present the performance

of MCTS and compare it with other motion planning

methods.

5.3 Performance of MCTS based motion planning

5.3.1 Data

We simulated the robot and source movements and

the resulting location and activity measurements. The

source is silent from k = 1.2 s to k = 2 s. It is static
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or mobile (vs = 0.07 m/s, ws = 8◦/s). For each mo-

tion planning approach, we generated 200 experiments

with different random initial robot locations and source

locations.

Error rate set in the extended MKF model (%)
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Fig. 11 Average probability of incorrectly estimating the
source activity over all experiments and 95% confidence in-
terval as a function of the error rate in the extended MKF.

5.3.2 Algorithm settings

If we run motion planning algorithms starting from a

non-informative belief, all algorithms perform similarly

because the robot does not know where to move when

there is no information. Therefore, we start comparing

them at a time when there is enough information such

that they can make different decisions. To start from an

informative belief, the robot first follows a fixed trajec-

tory while updating the belief using the extended MKF

for 3 s. After this, it follows the proposed MCTS algo-

rithm with T = 20, and 700 tree nodes. The action set

contains 13 discretized actions corresponding to differ-

ent left velocity vl and right velocity vr values, as listed

in Table 1.

Table 1 13 discretized actions of the robot

Index 1 2 3 4 5 6 7 8 9 10 11 12 13
vl(m/s) 0.6 0.6 0.6 0.6 0.6 0.5 0.4 0.3 0.2 0.4 -0.6 0.6 -0.4
vr(m/s) 0.6 0.5 0.4 0.3 0.2 0.6 0.6 0.6 0.6 -0.6 -0.6 -0.6 0.6

These actions basically correspond to moving for-

ward, moving backward, turning left or right while mov-

ing forward or backward, turning with different speed

and radius. One important remark here is that the

robot is non-holonomous.

The optimal selected action is applied 5 times in a

row, with 0.2 s time step. For comparison, we applied

the same procedure to three other motion planning al-

gorithms: a greedy algorithm inspired from [11,12,57],

MCTS with an approximate cost function inspired from

[67], and random motion. The greedy algorithm finds

the optimal action that minimizes the expected entropy

or the expected standard deviation of the belief one step

ahead. The MCTS algorithm with approximate cost

function computes the expected entropy or standard

deviation for each future pose in (37) or (38) by recur-

sively predicting the belief via (35) at all time steps,

but updating it via (36) with an observation only for

the last step. The random method simply chooses the

action at random.

5.3.3 Example trajectory

In this section, we show an example scenario and com-

pare the robot trajectory from the MCTS algorithm

with the greedy algorithm.

Fig. 12 Initial position of the robot and the source and esti-
mated belief before running motion planning strategies. Blue
ellipses represent 95% confidence regions of various hypothe-
ses in the mixture with a transparency proportional to the
weight of the components. The robot position is shown as a
red square with a red line indicating the direction of the mi-
crophone array, and the actual source position is shown as a
green circle.

The initial example scenario is depicted in Fig. 12.

In this situation, the front-back ambiguity still exists in

the source location belief. The distance from the center

of the microphone array to the true robot position is

around 3 m. At this point, the microphone array is in

the endfire position, i.e., the microphones are arranged

in line with the source position. In this endfire position,

the localization accuracy will be lower compared to the
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broadside position in which the microphones are ar-

ranged in a perpendicular line to the direction of sound

propagation.

Fig. 13 Top: example robot motion sequence obtained from
the MCTS algorithm with the entropy criterion. Bottom: ex-
ample robot motion sequence obtained from the greedy algo-
rithm with the entropy criterion. Robot positions are shown
as red squares with a red line indicating the direction of the
microphone array, and the actual source position is shown as
a green circle.

From this initial robot-source position and estimate,

we run separately the MCTS algorithm and the greedy

algorithm with the entropy criterion to find the sub-

sequent optimal robot trajectory. The resulting robot

trajectories are shown in Fig. 13. In the robot trajec-

tory obtained from the MCTS method, the robot first

rotates around its position. This rotation does not min-

imize the entropy of the estimated belief in the short

term because the microphones are still in endfire posi-

tion. However, it helps to eliminate the front-back con-

fusion in the estimated belief. After the rotation, the

robot moves towards the source in order to increase the

SNR which results in more accurate AoA estimation.

Actually, from the figure, we see that the robot does not

move in a straight line towards the source but it makes

a slight turn when approaching it. Gradually, the mi-

crophone array rotates to the broadside position, a.k.a

the auditory fovea, where the localization accuracy is

higher.

In contrast, the robot trajectory obtained with the

greedy method shows that the robot makes a turn down

first then goes up and ends up closer to the source. The

purpose of moving down or moving up is to put the

microphone array in the auditory fovea and minimize

the entropy of the estimated belief. However, the robot

is still far from the source and the SNR does not change,

or even decreases. After that, the robot decides to move

closer to the source in the final steps.

Fig. 14 Entropy over time for the MCTS algorithm and the
greedy algorithm with the entropy criterion.

Fig. 16 a) and Fig. 16 b) show the estimated source

location belief after 10 s when the robot follows the tra-

jectory from the MCTS and greedy algorithm respec-

tively. From these two figures, we can clearly see that

the robot motion from the MCTS algorithm leads to

better localization compared to the robot motion from

the greedy algorithm, although they started from the

same initial position. As a result, the accuracy of the

localization result is higher and the estimated source lo-

cation belief represented by the blue ellipses is smaller.

Fig. 14 shows the entropy value of the estimated

belief over time for both the MCTS and the greedy
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Fig. 15 Estimation error over time for the MCTS algorithm
and the greedy algorithm with the entropy criterion.

method. During the first 3 s, the greedy method yields

a lower entropy compared to MCTS. This result is due

to the greedy movement made to minimize the entropy

in the short term. However the entropy does not change

much over time afterwards. By contrast, from 3 s to

6.5 s, the entropy value obtained by MCTS decreases

drastically. This corresponds to the time when the robot

gets closer to the source. The entropy value continues

to decrease after 8.5 s when the robot makes a turn to

put the microphone array in broadside position.

Fig. 15 presents the estimation error over time for

both the MCTS and the greedy method, that is the

distance between the estimated source position and the

true position. After 2 s, it is not surprising that the

estimation error of MCTS decreases and becomes much

lower compared to the greedy method.

To summarize this example scenario, the robot in

the greedy method turns sideways in the first few steps

to immediately reduce the entropy, however, by doing

that it does not yield the optimal trajectory in the long

term. In contrast, with the long-term motion planning

method using MCTS, at the beginning, the rotation to

the direction of the source may not result in an optimal

value. However, this is the first step to prepare for the

later actions that move closer to the source. In the long

run, we can obtain a better robot trajectory.

In the following, we compare the performance of the

MCTS method with other motion planning methods in

the long run and with two different criteria: entropy and

standard deviation. In addition, we analyze the effect of

the discount factor on the performance of the MCTS.

5.3.4 MCTS vs other motion planning approaches

We compare the performance of the MCTS approach

with other motion planning approaches for two crite-

ria: entropy and standard deviation. We use a discount

factor γ = 1.

• Entropy criterion

Fig. 17 a) shows the entropy of the estimated belief

over time for all algorithms, on average over all experi-

ments. The entropy values of all methods decrease until

the time k = 1.2 s. From that to time k = 2 s, they

rise up. This is due to the silent interval in the sound

source. However, after this period, when the source is

active again and we have better information from AoA

measurements, the entropy of all methods decreases

over time except for the random algorithm. So, after

the silent interval, the random motion approach can-

not help to improve the performance.

From time k = 4 s, the two flavors of MCTS al-

ready yield significantly lower entropy compared to the

greedy algorithm and the random algorithm. The en-

tropy decreases drastically at further time steps. This is

because MCTS optimizes the entropy in the long run.

In contrast to that, random motion barely reduces it

and the greedy algorithm only optimizes it one time

step ahead.

This result is expected as our method is actually

optimizing the entropy. However, the objective of this

work is to use robots to better localize sound sources.

Therefore the evaluation of the algorithms should be

done according to the estimation error. The average es-

timation error over time is presented for all algorithms

in Fig. 18 a). Again, the average estimation error of

both MCTS methods is smaller compared to greedy

and random motion in the long run, although the esti-

mation error from the greedy algorithm is smaller but

not significantly so in the first four seconds compared

to both MCTS methods. During the silent interval of

the source, the estimation error of all methods does

not change, because the MKF method that we use for

estimating the source location deals well with this in-

termittent source.

With a Wilcoxon signed-rank test, we can show that

both MCTS variants yield a significantly smaller en-

tropy and estimation error than the greedy and ran-

dom algorithms (p < 0.01). The two MCTS methods

are not significantly different in terms of both entropy

and estimation error.

• Standard deviation criterion

Fig. 17 b) shows the standard deviation of the es-

timated belief over time for all algorithms, on average
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Fig. 16 a) Estimated source location belief after 10 s when the robot follows the trajectory from the MCTS algorithm with
the entropy criterion. b) Estimated source location belief after 10 s when the robot follows the trajectory from the greedy
algorithm with the entropy criterion. Blue ellipses represent 95% confidence regions of various hypotheses in the mixture with
a transparency proportional to the weight of the components. Robot positions are shown as red squares, and the actual source
position as a green circle.

Fig. 17 a) Average entropy and 95% confidence interval over time of the 4 algorithms with the entropy criterion over all 200
experiments. b) Average standard deviation and 95% confidence interval over time with the standard deviation criterion of
the 4 algorithms over all 200 experiments.

over all experiments. The average standard deviation

for all methods falls drastically until k = 1.2 s. There

is a slight rise in the standard deviation for all meth-

ods during the time when the source is inactive (from

k = 1.2 to 2 s). Similarly with the entropy criterion, af-

ter time k = 4 s, the two MCTS approaches yield signifi-

cantly lower standard deviation compared to the greedy

algorithm and the random algorithm. The standard de-

viation decreases drastically at further time steps.

The average estimation error over time with the

standard deviation criterion is presented for all algo-

rithms in Fig. 18 b). In the long run, the average es-

timation error of both MCTS methods is smaller com-

pared to greedy and random motion. In addition, the

estimation error of all methods does not change during

the silent interval of the source when we still use the

MKF method for estimation.
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Fig. 18 a) Average estimation error and 95% confidence interval over time of the 4 algorithms with the entropy criterion over
all 200 experiments. b) Average estimation error and 95% confidence interval over time of the 4 algorithms with the standard
deviation criterion over all 200 experiments.

Fig. 19 a) Correlation between the entropy and the estimation error. b) Correlation between the standard deviation and the
estimation error.

With a Wilcoxon signed-rank test, we can show that

both MCTS approaches yield a significantly smaller en-

tropy and estimation error than the greedy and random

algorithms (p < 0.01). As with the entropy criterion,

the two MCTS approaches with standard deviation cri-

terion are not significantly different from each other in

terms of both standard deviation and estimation error.

Therefore, the MCTS with the approximate cost can

be an interesting alternative for the MCTS with exact

cost as it can have faster computational time.

5.3.5 Relation of both criteria with estimation error

We investigate the relation between the entropy crite-

rion and the estimation error as well as between the

standard deviation criterion and the estimation error

in the MCTS approach. We plot the entropy as a func-

tion of the estimation error during the 4 s interval from

k = 6 s to k = 10 s. Similarly, we plot the standard de-

viation as a function of the estimation error in the same

interval of time.

In Fig. 19 a) and b), most of the smaller values of en-

tropy or standard deviation correspond to smaller val-

ues of estimation error and most of the larger values of

entropy or standard deviation correspond to larger val-
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ues of estimation error. There are some outliers whereby

small values of entropy or standard deviation corre-

spond to large values of estimation error however the

number of such outliers is small.

To assess the relationship between each of the two

criteria and the estimation error, we compute Spear-

man’s rank correlation coefficient for each of them. The

test shows that the Spearman correlation between the

standard deviation and the estimation error is approx-

imately equal (Spearman correlation = 0.31) to the

Spearman correlation between the entropy and the esti-

mation error (Spearman correlation = 0.32). From this

assessment and the two figures above we can conclude

that both the standard deviation and the entropy can

be a good criterion for motion planning.

5.3.6 Effect of the discount factor

We also analyze the impact of different discount factor

values in the entropy and the standard deviation crite-

ria. Six discount factor values are tested. Values lower

than 1 correspond to emphasis on short-term reward

and are typical for Markov Decision Processes where

infinite future reward is computed. A value of 1 corre-

sponds to an equal contribution of all time steps. Fi-

nally, values higher than 1 correspond to emphasis on

longer-term reward with a limit, when it grows, to con-

sider only the last time step, as is done in [10]. For each

discount factor value, we run 200 experiments for differ-

ent random initial robot locations and source locations.

• Entropy criterion

Fig. 20 a) shows the average entropy over time with

different discount factor values. From 2 s to 10 s, we

see a significant difference between the entropy value

of the two discount factors γ > 1 and the others. For

the discount factors which are equal or smaller than

1, the entropy value decreases drastically after 2 s. For

the discount factors that are greater than 1, the entropy

value decreases more slowly.

We can see those decreases in Fig. 21 a) which shows

the average estimation error over all experiments with

different discount factors. However, there are not sig-

nificant differences in the speed of decrease of the esti-

mation error for different discount factor values.

Fig. 22 a) presents the error bars which show the

average estimation error and 95% confidence interval

for different discount factors at 1 s and 10 s with the

entropy criterion. This figure is extracted from Fig. 21

a), with a closer look at two time steps: 1 s and 10 s. The

error bars for all discount factors at 10 s are smaller

compared to those at 1 s. This is as desired with the

MCTS approach. We can see that at 10 s the estimation

error with a discount factor greater than 1 is slightly

larger than with a discount factor equal to or smaller

than 1.

• Standard deviation criterion

Fig. 20 b) shows the average standard deviation over

time and Fig. 21 b) shows the corresponding average es-

timation error over time in all experiments with differ-

ent discount factors. We can see a similar shape between

the two figures. After 2 s, both the values of standard

deviation and estimation error decrease. With a dis-

count factor greater than 1, both the standard devia-

tion and the estimation error decrease faster compared

with a discount factor equal to or smaller than 1.

Fig. 22 b) depicts the error bars which show the

average estimation error and 95% confidence interval

for different discount factors at 1 s and 10 s with the

standard deviation criterion. This figure is extracted

from Fig. 21 b), with a closer look at two time steps:

1 s and 10 s. At 1 s, all the discount factors have similar

error bars. At 10 s, we have smaller error bars and lower

error values compared to those at 1 s. In contrast to the

entropy criterion, we see that discount factors smaller

than 1 result in higher error than discount factors equal

to or larger than 1.

6 Conclusions

We first presented an extended MKF framework for

tracking a single intermittent, moving source. From the

statistical result of the experiments, we showed that by

jointly estimating the source location and its activity,

the extended MKF framework is more robust to false

SAD and AoA measurements. The localization frame-

work can work well even when the false AoA measure-

ment is in the range of ±20◦ or the false SAD rate is

10%.

With the above localization framework, we proposed

a long-term robot motion planning algorithm to find

an optimal robot motion to minimize the uncertainty

in the source localization. Our main theoretical contri-

butions concern the cost function with two criteria: the

standard deviation and the entropy of the estimated

belief. In addition, we adapted a practical MCTS algo-

rithm for finding an optimal sequence of robot move-

ments that will minimize the estimation uncertainty in

the long run. The experiments showed that our long-

term planning algorithm achieves better performance

compared to greedy or random motion. In average, the

estimation error in our method converges to a 20 cm

smaller value compared to the greedy method with cor-

responds to a 48.7% reduction. We also evaluated the
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Fig. 20 a) Average entropy and 95% confidence interval over time with different discount factor values for the entropy
criterion. b) Average standard deviation and 95% confidence interval over time with different discount factor values for the
standard deviation criterion.

a) b)

Fig. 21 a) Average estimation error and 95% confidence interval over time with different discount factor values for the
entropy criterion. b) Average estimation error and 95% confidence interval over time with different discount factor values for
the standard deviation criterion.

performance of the MCTS approach with different cri-

teria and different discount factors. The analysis of all

the results showed a coherent estimation error result

when optimizing the standard deviation or the entropy

of the estimated belief.

Future work will focus on improving the selection

and simulation step in MCTS by providing prior knowl-

edge when building the tree. Moreover, we can extend

the motion planning algorithm using MCTS to the con-

text of multiple sources. Assessing the robustness of the

extended MKF to imprecise knowledge of the reverbera-

tion time and the room geometry will be also considered

in future work.

Appendix A Chernoff-Hoeffding inequality

The UCT criterion derives from the Chernoff-Hoeffding

inequality which is valid for a bounded reward function

[26]. The Chernoff-Hoeffding inequality is stated in the

theorem below.

Theorem: Let Y1, Y2, . . . , Yn be independent random

variables whose values are within the range [a, b]. De-

note µi = E(Yi) as their expected values, Y = 1
n

∑
i Yi

and µ = E(Y ) = 1
n

∑
i µi. Then for all ε > 0, we have:

P (|Y − µ| > ε) ≤ 2e−2nε2/(b−a)2 . (41)
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Fig. 22 a) Error bars with the entropy criterion at t = 1 s and t = 10 s with different discount factor values. b) Error bars
with the standard deviation criterion at t = 1 s and t = 10 s with different discount factor values.

For us, Yi is the reward Q at the end of each simula-

tion and Y is the average reward Q̄(n′)
N(n′) at each child

node in the tree. So, to satisfy the Chernoff-Hoeffding

inequality, the two criteria: entropy and standard devi-

ation must be bounded. We show that these two criteria

are bounded in the following subsections.

A.1 Bounded entropy

For a scalar random variable X in the range [a, b] with

no other constraints, the maximum entropy distribution

of X is the uniform distribution over this range. In that

case the formula for calculating the maximum entropy

is expressed as follows:

Hmax,X = −
∫ b

a

p(X) log p(X)dX

= − log p(X)

∫ b

a

p(X)dX

= − log p(X)

= − log
1

(b− a)

= log(b− a)

= log |rangeX |

(42)

The formula for computing the maximum entropy

of the belief is:

Hmax = log
∣∣rangexr

∣∣+ log
∣∣∣rangeyr

∣∣∣+ log
∣∣rangeθr

∣∣+
log
∣∣rangexs

∣∣+ log
∣∣∣rangeys

∣∣∣+ log
∣∣rangeθs

∣∣+
log
∣∣rangevs

∣∣+ log
∣∣rangews

∣∣
= 20.3027.

(43)

In theory, the minimum entropy with perfect knowl-

edge is −∞ but it is not achievable in practice. So the

lower bound can be computed as follows. In order to

find the minimum entropy of the estimated belief, we

begin the belief propagation with perfect knowledge

about the source position. In the nonlinear MKF, it

is represented by one hypothesis of active source whose

variance for the source position is equal to 0. After the

prediction step, there will be one hypothesis of active
source with a higher weight and one hypothesis of inac-

tive source with a lower weight. The uncertainty will ap-

pear due to the process noise Q in the dynamic model.

We then evaluate the uncertainty of estimation of the

source location after the update step. We find the an-

gle from the robot to the source, the distance from the

robot to the source in the range from 0.18 m to 8 m, and

the AoA observation such that the entropy of the belief

after the update step above is minimum. As a result,

the minimum entropy Hmin is -38.7824 obtained for an

AoA of 176◦, which does not suffer from the front-back

ambiguity, and a distance of 0.18 m from the robot to

the source.

So, the entropy is bounded upwards by the entropy

of the uniform distribution on the state vector, and

downwards by the entropy of the probability distribu-

tion in the case when there is no front-back ambiguity

and the sound source is as close as possible to the robot

(0.18 m due to the size of the robot).
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A.2 Bounded standard deviation

Let a and b be respectively the lower and upper bounds

on the values of any random variable with a particular

probability distribution. Then, according to Popoviciu’s

inequality on variances [50], its variance satisfies:

σ2 ≤ 1

4
(b− a)2, (44)

or its standard deviation is bounded as follows:

−1

2
(b− a) ≤ σ ≤ 1

2
(b− a). (45)
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32. Kocsis, L., Szepesvári, C., Willemson, J.: Improved
Monte-Carlo search. Tech. Rep. 1, University of Tartu
(2006)

33. Latombe, J.C.: Robot Motion Planning. Kluwer (1991)

34. LaValle, S.M.: Planning algorithms. Cambridge Univer-
sity Press (2006)

35. Lu, Y.C., Cooke, M.: Motion strategies for binaural lo-
calisation of speech sources in azimuth and distance by
artificial listeners. Speech Communication 53(5), 622–
642 (2011)

36. Magassouba, A.: Aural servo: towards an alternative ap-
proach to sound localization for robot motion control.
Ph.D. thesis, Université Rennes 1 (2016)
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tieri, S.: Active speaker localization with circular likeli-
hoods and bootstrap filtering. In: Proc. IROS, pp. 2914–
2920 (2013)

38. Martinson, E., Schultz, A.: Auditory evidence grids. In:
Proc. IROS, pp. 1139–1144 (2006)

39. Martinson, E., Schultz, A.: Discovery of sound sources by
an autonomous mobile robot. Autonomous Robots 27,
221–237 (2009)

40. Marzinzik, M., Kollmeier, B.: Speech pause detection for
noise spectrum estimation by tracking power envelope
dynamics. IEEE Transactions on Speech and Audio Pro-
cessing 10(2), 109–118 (2002)

41. Nakadai, K., Lourens, T., Okuno, H.G., Kitano, H.: Ac-
tive audition for humanoid. In: Proc. AAAI, pp. 832–839
(2000)

42. Nakadai, K., Okuno, H.G., Kitano, H.: Real-time sound
source localization and separation for robot audition. In:
Proc. Interspeech, pp. 193–196 (2002)

43. Nakadai, K., Okuno, H.G., Kitano, H.: Robot recognizes
three simultaneous speech by active audition. In: Proc.
ICRA, pp. 398–405 (2003)

44. Nakadai, K., Takahashi, T., Okuno, H.G., Nakajima, H.,
Hasegawa, Y., Tsujino, H.: Design and implementation of
robot audition system ’HARK’ — open source software
for listening to three simultaneous speakers. Advanced
Robotics 24(5–6), 739–761 (2010)

45. Nakamura, K., Nakadai, K., Ince, G.: Real-time super-
resolution sound source localization for robots. In: Proc.
IROS, pp. 694–699 (2012)

46. Nguyen, Q.V.: Mapping of a sound environment by a
mobile robot. Ph.D. thesis, University of Lorraine (2018)

47. Nguyen, Q.V., Colas, F., Vincent, E., Charpillet, F.: Lo-
calizing an intermittent and moving sound source using
a mobile robot. In: Proc. IROS, pp. 61–65 (2016)

48. Nguyen, Q.V., Colas, F., Vincent, E., Charpillet, F.:
Long-term robot motion planning for active sound source
localization with Monte Carlo tree search. In: Proc.
HSCMA, pp. 61–65 (2017)

49. Okuno, H.G., Nakadai, K.: Robot audition: Its rise and
perspectives. In: Proc. ICASSP, pp. 5610–5614 (2015)
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