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Abstract—In this paper we address the problems of detecting objects of interest in a video and of estimating their locations, solely from the gaze directions of people present in the video. Objects can be indistinctly located inside or outside the camera field of view. We refer to this problem as extended gaze following. The contributions of the paper are the followings. First, we propose a novel spatial representation of the gaze directions adopting a top-view perspective. Second, we develop several convolutional encoder/decoder networks to predict object locations and compare them with heuristics and with classical learning-based approaches. Third, in order to train the proposed models, we generate a very large number of synthetic scenarios employing a probabilistic formulation. Finally, our methodology is empirically validated using a publicly available dataset.

I. INTRODUCTION

Gaze following is the ability to intuit the region of space that an observer is looking at. Humans learn this skill during infancy [1], and use it very frequently in many social activities [2]. An accurate estimation of where one or several persons look has an enormous potential in order to determine which are the objects of interest in a scene, predict the actions and movements of the participants and, in general terms, advance towards a better visual scene understanding. It has applications in various fields such as human-robot interaction [3], [4], [5], or action recognition [6]. However, automatically estimating the visual region of attention remains an open challenge, particularly when the gaze target is not visible within the field of view.

This paper addresses the detection of visual regions of attention, which are expected to contain objects of interest. People in a video generally either look at other people or at an object of interest. Such an object can be indistinctly located inside or outside the current image. In the standard gaze-following problem, addressed e.g. in [7], both the observer and the targeted object are within the same image. An example is provided on Fig. 1(a). This is related to – but significantly different from – estimating the visual focus of attention i.e. whom or what a person is looking at [8]. In this case, object locations are known, but potentially non-visible (occluded or outside the field of view, see Fig. 1(b)). However, in a general setting, an object may not be visible within the image, and its location is most probably unknown. All the more in a social interaction, an object is not “of interest” until people actually start paying attention to it. In this paper, we deal with extended gaze following in videos, see Fig. 1(c), meaning that we tackle the more general problem of predicting the location of objects of interest whose number and locations are not known a priori, and that are not necessarily visible.

Our method takes as input a video sequence containing a group of people, and outputs a set of estimated locations for the objects of interest. This work makes the assumption that objects do not move across the video sequence. As in [8], [9], we propose to use the head orientation as a strong cue for the gaze direction. The pipeline is illustrated in Fig. 2.

The contribution of this paper is threefold. First, we propose a novel formalism for embedding the spatial representation of directions of interest and regions of attention. They are modeled as a top-view heat-map, i.e. a discrete grid of spatial regions from a top-view perspective. Contrary to the majority of previous work, this formalism is not limited to representing locations within the field of view. Second, we propose several convolutional encoder/decoder neural architectures that learn to predict object locations from head poses in our proposed embedding, and we compare them with several baselines inspired from earlier work. Third, since a large amount of data are required to train a deep neural network, we propose an algorithm based on a generative probabilistic framework that can sample an unlimited number of synthetic conversational scenarios, involving people and objects of interest. The method has been tested both on synthetic data and on a publicly available dataset.

The remainder of this paper is organized as follows. The state of the art is presented in Section II. Then, the details of the proposed heat-map representations and neural network architectures are respectively given in Sections III-A and III-B. The synthetic data generation process is described in Section IV. The Section V is dedicated to experimental results, both on synthetic and real data. To conclude, Section VI discuss the perspectives and limitations of this work.

II. RELATED WORK

Gaze following, or more generally any problem based on the visual attention of a person within an image, is intrinsically based on estimating the gaze direction. In practice, estimating the gaze direction is a complicated problem that still requires to compromise between being precise and non-invasive. When precision is crucial, a head-mounted system, e.g. [10], can provide very accurate gaze direction. However,
it cannot be used in a natural scenario since it requires a specific setup. Since the head-mounted system is visible to all participants, it may bias what would be the nature of social behaviour. Another issue is that the head-mounted system can hardly be used to annotate training data since the system would appear in the images recorded by external cameras and, therefore, real environment images that are recorded without head-mounted system would differ from the training set images [11]. On the other hand, estimating gaze direction from remote camera images is a difficult task, with non-frontal faces, or eyelid occlusions [12]. Moreover, since it is difficult to obtain gaze annotations in scenarios where people can move freely, most learning-based methods are trained on extremely simplified setups. For instance, in [13] and [14], subjects were asked to fixate a region on the screen of a camera-equipped device. Alternatively, in unconstrained settings, the head pose is highly correlated with the gaze direction, and the former can be used as an approximation for the latter [9], [8].

Finding objects of interest generally requires to analyze the visual field of view and look for highly contrasting regions. Indeed, an object or a person is likely to look different from the background, thus highly contrasting regions have higher chance of containing something interesting. This approach, similar to the human brain pipeline [15], is known in computer vision as saliency [16], [17], [18], [19], where a salient region is one that attracts the visual attention of an observer. In the context of gaze following, the goal is to find regions that are salient, i.e., that attracts gaze, from another point of view. However, a salient region is most likely salient from most points of view. Based on this remark, [7] combines a saliency model with a gaze direction model to find salient objects at the intersection of the image and the person’s field of view. The attention predictor in [6] also uses both saliency and gaze. By combining multiple gaze directions, [20] estimates shared attention of multiple people, but still within the image. In [21], the authors further investigate this problem based on the idea that the gaze target of a person inside a video may be visible in another video frame. Their method still relies on a saliency model. Recently, [22] uses a similar combination of gaze and saliency but is also able to predict whether the object of attention lies within the image or not. Finally, [3], [4] merge the problems of saliency and gaze following in the context of human-robot interaction. Indeed, the robot is both an active member of the scenario, and an observer behind the camera. Both papers are based on saliency and gaze direction, as well as additional data such as pointing gesture and speech. However, all works based on saliency require that the object of interest lies within the field of view. By contrast, we wish to be able to locate out-of-view objects; therefore, we cannot rely on this category of methods.

Apart from saliency-based gaze following, a few other methods have been published, addressing the gaze-following problem in the 3D space instead of the 2D image plane. [23] proposes to estimate 3D regions of attention using only the location of people. They model social group structures that constrain the set of candidate locations. In this framework, they learn to locate regions of attention independently of visual saliency. Their method only needs people locations and can work in adversarial scenarios, using only spatial data from first person cameras. However, it fails when some people are undetected and the group structures are wrongly estimated, or when a person is isolated and should not be integrated into a group structure. By contrast, both [24] and [25] independently propose to use 3D intersection of gazes in a probabilistic framework to estimate locations of objects of interest, possibly outside the camera field of view. The methods achieve good levels of performance – even though [24] lacks quantitative evaluation. In both cases, no training data have been used. Each method is designed with strong geometric assumptions so that location inference can be performed without any prior learning phase. At the time this article was written, the data on which the methods have been tested were not released yet for comparison.

In this paper, we combine a learning-based model with a geometric formulation to address the gaze-following prob-
problem, without the restriction of being limited to the image plane. Only very few works exist in this direction [23], [24], [25], and all employ strong social or geometric assumptions.

III. DEEP LEARNING FOR EXTENDED GAZE FOLLOWING

We note \( N_t \), the number of persons at time \( t \in \{1 \ldots T\} \). For each person, we suppose that we can estimate its corresponding 3D head location \( [x^p, y^p, z^p]^T \), and head orientation \( [\phi^p, \theta^p]^T \) for person \( n \in \{1 \ldots N_t\} \) in a common scene-centered coordinate frame. However, we additionally choose to drop the z-coordinate (the height) and the head tilt angle as in [24], projecting every object and every person in the same horizontal plane. As we will see later, this simplification drastically reduces the complexity of the model while still representing plausible scenarios. In addition, the tilt angle is commonly the one estimated with the largest mean absolute error [26]. In the remaining of the paper, the term position refers to 2D coordinates \( x^n_t = [x^n_t, y^n_t]^T \) in the horizontal plane (top-view perspective), and head orientation refers to the head pan angle \( \phi^n_t \).

As mentioned before, we decided to use heat-map embeddings. The reasons for this are multiple. First, the exact number of people and objects is not known a priori and may vary within and between video sequences. Heat-map structures are independent of the number of participants (people and objects of interest). Additionally, the problem addressed is fundamentally geometric, and heat-maps intrinsically encode the geometry of the scene. Moreover, convolutional neural networks are able to efficiently extract this structured information in order to obtain a descriptive input representation. A drawback of the heat-map representation is the difficulty to predict an object outside the modeled area. Nevertheless, for indoor scenarios, the area containing the objects is bounded. It is then possible to adapt the heat-map size for the current setup and train the model using scaled simulated scenarios (see Section IV). For all these reasons, we employ heat-map embeddings to model the geometry of the scene.

A. Heat-Map Representation

We propose several heat-map representations of the scene from a top-view perspective. The scene is discretized into a 2D grid of dimension \( S_U \times S_V \). Each position in the scene \( x = (x, y) \) is associated to a grid cell \( p = (u, v) \in [1 \ldots S_U] \times [1 \ldots S_V] \). As stated previously, \( x \) is bounded in both dimensions: \( x \in [x_{\min}, x_{\max}] \) and \( y \in [y_{\min}, y_{\max}] \). With these notations, \( p = (u, v) \) is obtained from \( x \) as

\[
\begin{align*}
  u &= [S_U \times x_{\min}] \\  v &= [S_V \times y_{\min}] \\  \min &\leq u, v, x, y \leq \max
\end{align*}
\]

where \([\cdot]\) is the ceiling function. The grid cell associated to \( x^n_t = (x^n_t, y^n_t) \), the position of a person \( n \) at time \( t \), is \( p^n_t \).

In this formalism, a heat-map \( \mathbf{A} \) is a 2D map of \( S_U \times S_V \) elements that attaches to each cell \( p \) of the grid a value \( \mathbf{A}(p) \) between 0 and 1. The meaning of this value depends on what the heat-map represents. In this paper, there are two different categories of heat-map. First, a gaze heat-map \( \mathbf{G} \) is an embedding for head pose information. A value close to one indicates a region of space consistently situated in front of someone’s head. Second, an object heat-map \( \mathbf{O} \) embeds the likelihood for each region to contain an object of interest.

a) Gaze heat-map representation \( \mathbf{G} \): Motivated by the use of cones for modeling the dependency between head pose and gaze [28], we compute a heat-map \( \mathbf{G}^n_t \in [0,1]^{S_U \times S_V} \) for each person \( n \in \{1 \ldots N_t\} \) by considering a cone whose axis is the direction spanned by the head pan angle \( \phi^n_t \). Formally, the value of \( \mathbf{G}^n_t \) at any grid cell \( p \) is given by:

\[
\mathbf{G}^n_t (p) = \begin{cases} 
  1 & \text{if } |\phi(p) - \phi^n_t| < \epsilon \\
  0 & \text{otherwise}
\end{cases}
\]

where \( \phi(p) \) is the angle corresponding to the direction of vector \( p \). The parameter \( \epsilon \) controls the aperture of the cone. We obtain the gaze heat-map illustrated in Fig. 3(b), 3(e) and 3(h):

\[
\Gamma = \frac{1}{N_t} \sum_{n=1}^{N_t} \mathbf{G}^n_t .
\]
and discard local maxima that are too low compared to the list of object positions, we extract the local maxima from estimate \( p_C \) of \( \mathcal{X}(p_C) \) and a shrinking function \( \alpha(\cdot) \) such that \( \alpha(x) \leq x \), we consider that \( p_C \) contains an object if

\[
p_C = \arg\max_{p \in \mathcal{X}(p_C)} \hat{\Omega}(p) \quad \text{and} \quad \hat{\Omega}(p_C) \geq \alpha \left( \max_{p \in \mathcal{X}(p_C)} \hat{\Omega}(p) \right).
\]

The section III-B below is dedicated to propose a neural network that learns to predict an estimate \( \hat{\Omega} \) of the object heat-map from the set of gaze heat-maps \( \Gamma_1 \ldots \Gamma_T \).

### B. Object heat-map inference

Now, we address the problem of estimating \( \hat{\Omega} \), on which the local maxima detection algorithm can be run. We propose several baselines with justification for their relevance. Then, we present our architectures based on convolutional encoder/decoder.

#### c) Heuristics without learning

First, we propose two heuristics with no training. The local maxima detection is performed directly on a combination of gaze heat-maps. Indeed, the regions that are activated (close to one) in multiple gaze heat-maps are consistently in front of someone’s head and have a high chance of containing an object. Previous works [24], [28] already used geometric features based on cone intersections. The heuristics are as follow.

- **Cone**: The local maxima extraction is performed directly on the mean gaze heat-map \( \Gamma = \frac{1}{T} \sum_{t=1}^{T} \Gamma_t \).
- **Intersect**: We define a gaze intersection heat-map \( \Gamma_{\text{inter}}^t \) per time frame, by setting regions to one only if they are at the intersection of multiple cones. More formally,

\[
\Gamma_{\text{inter}}^t(p) = \begin{cases} 1 & \text{if } \sum_{m=1}^{M} \Gamma_m^t(p) \geq 2 \\ 0 & \text{otherwise} \end{cases}
\]

The local maxima extraction is performed on \( \Gamma_{\text{inter}} = \frac{1}{T} \sum_{t=1}^{T} \Gamma_{\text{inter}}^t \).

#### d) Learning-based Baselines

We define some simple regression models. They learn a regression from the mean gaze heat-map \( \Gamma = \frac{1}{T} \sum_{t=1}^{T} \Gamma_t \) to the Object heat-map \( \hat{\Omega} \). These models consider the input and output as flattened vectors of \( S_U \times S_V \) components.

- **Linear Reg.**: We learn a linear regression model from \( \Gamma \) to \( \hat{\Omega} \). Interestingly, the output of a linear regression is not constrained to lie between 0 and 1, contrary to the definition of \( \Omega \). The local maxima extraction is performed after \( \hat{\Omega} \) has been rescaled in \([0,1]\).
- **d-FC**: The regression is performed on \( \Gamma \) by a network composed of \( d \in \{1,3\} \) fully connected hidden layers of \( S_U \times S_V \) units, with ReLU activations. The last hidden layer is fully connected to the output object heat-map with sigmoid activations.
e) Encoder/Decoder Architectures: They have been used for many computer vision tasks where the goal is to perform a regression between high dimensional spaces [29], [30]. Such architectures are composed of two sub-networks, where the first reduces the spatial resolution of the input to obtain a compact description of it, and the second alternates between up-sampling and fully-connected layers until recovering a high dimensional output. In our particular problem, we use convolutional layers instead of fully-connected layers to model the spatial connections. Moreover, as the input is a sequence, several encoder architectures can be employed. We propose to use a decoder composed of three successive up-sampling and convolutional layers with 3 × 3 kernels. The last convolution layer of the decoder employs sigmoid activations. The whole network is trained employing the Mean Squared Error (MSE) loss. We propose the four following architectures that represent a progressively increasing complexity. Graphical representations of the proposed networks are given in the supplementary material1.

• Mean-2D-Enc: This is the simplest model. We use the mean gaze heat-maps \( \Gamma \) as in the baselines. It is fed to a standard 2D convolutional encoder composed of three successive convolutional and down-sampling layers.
• 2D-Enc: In this model, we consider that time plays the role of the color-axis in standard 2D convolutions. \( \Gamma_1 \ldots \Gamma_T \) are concatenated along the third dimension to obtain the sequence gaze heat-map \( \Gamma_{1:T} \). Therefore, the first layer kernels have as dimension \( 3 \times 3 \times 1 \) instead of \( 3 \times 3 \times 1 \) like in Mean-2D-Enc.
• 3D-Enc: Inspired by [31], that shows that 3D convolutions are able to extract reliable features from both the spatial and the temporal dimensions, we propose a 3D-Encoder network on \( \Gamma_{1:T} \). By performing 3D convolutions, the model can capture orientation changes and people motion in successive frames. The time dimension is reduced, from \( T \) to 1 after three convolutional and max-pooling layers, before feeding it to the 2D-Decoder.
• 3D/2D U-Net: This variant of the 3D-Enc architecture is inspired from the U-Net architecture [32]. In our specific case, since we have a 3D encoder, we need to squeeze the time dimension. To do so, we combine over time the feature maps of the encoder with max-pooling, before concatenation to the decoder.

IV. SYNTHETIC SCENARIO GENERATION FOR NETWORK TRAINING

A large amount of data is required to train deep networks. Unfortunately, obtaining such a dataset is difficult, since, in practice, we would need to know the true object locations for every sequence. For instance, in the Vernissage dataset [27], objects outside the field of view have been annotated employing infrared cameras. This setting is well-suited for our problem but it would be difficult to obtain a sufficiently large and diverse dataset of object locations to train deep networks. Consequently, Vernissage is used only to test our model and not to train it.

To face this issue, we propose to use synthetically generated data. More precisely, we simulate scenarios involving people and objects, and generate their corresponding input sequences and associated true object locations. We define a probabilistic model that relates the object 2D positions and the head poses, and generate samples according to the underlying distribution. We now aim at generating a scenario of length \( T \) involving a constant number \( N \) of people with respective positions \( x_{1:T}^p \) and orientations \( \theta_{1:T}^p \), given \( 1 < n < N \); and \( M \) objects located at the positions \( x_{1:T}^{m, obj} \), \( 1 < m < M \). To this aim, we define the joint distribution of \( 1 \) and \( 1 \) the object positions \( P(x_{1:T}^{1:M}, x_{1:T}^{1:N}, x_{obj}^{1:M}) \) considering the following factorization:

\[
P(x_{1:T}^{1:M}, x_{1:T}^{1:N}, x_{obj}^{1:M}) = P(\phi_{1:T}^{1:M} | x_{1:T}^{1:N}, x_{obj}^{1:M}) \times P(x_{1:T}^{1:N} | x_{obj}^{1:M}) \times P(x_{obj}^{1:M})
\]

The object position distribution \( P(x_{obj}^{1:M}) \) is based on a uniform distribution within the top-view grid, since we want to have a high variety of settings. However, some settings are even too difficult for a human to distinguish between objects. For this reason, the generator can choose to resample an object under two criteria. First, the closest two objects are from each other, the highest the chance one of them is resampled. Therefore, we impose that objects have a minimal physical size and that two objects cannot be one above the other. Second, objects too far from the heat-map edges also have a high chance of being resampled. In many scenarios, objects of interest tend to be close to the walls, e.g. posters, computer screens, paintings in a museum. This tends to reduce the number of ambiguous cases in which several objects are aligned from the point of view of someone.

Importantly, in a human-robot interaction scenario, people may look at the robot, but we want to avoid our model to predict the presence of an object at the robot camera position. Therefore, as the camera position \( x_{camera} \) is known, we propose to add a blank object at the corresponding grid cell \( x_{camera} \) in all sequences. The blank object behave like normal objects – constant position, can be gazed at – but does not appear in the object heat-map at training time and thus should be ignored at prediction time. Also, it cannot be resampled while generating the objects.

Concerning the people motion distribution, \( P(x_{1:T}^{1:N} | x_{obj}^{1:M}) \), we describe first how the initial positions \( x_{1:T}^{1:N} \) are sampled, and then how each \( x_{1:T}^{1:N} \) is sampled iteratively from \( x_{1:T}^{1:N} \). First, the initial positions of people are obtained similarly to object positions. Namely, they are sampled uniformly within the boundaries, and can be resampled when too close to an object, another person, or (contrary to objects) too close to the edges. Concerning the motion, we consider that people can either stay still for a random period of time, or move linearly short distances. In practice, there is a high probability that the person stay still \( x_{1:T}^{1:N} = x_{1:T}^{1:N} \). Otherwise,

1see https://team.inria.fr/perception/research/extended-gaze-following
Fig. 4: Heat-maps from a synthetic scenario generated randomly, with 2 people \((N = 2)\) and 3 objects \((M = 3)\). (a): the ground truth Object heat-map \(\Omega\) used for training or evaluation. (b): a Gaze heat-map randomly chosen among the sequence. (c): the mean gaze heat-map over the sequence.

\(x^n_t\) is sampled from a normal distribution centered on \(x^n_s\), and possibly resampled as long as \(x^n_t\) is outside the boundaries or too close to another target. In the latter case, \(x^n_{t+1} \ldots x^n_{t+\tau-1}\) are linearly interpolated.

Finally, for the head orientation distribution, we define a probabilistic model inspired by [8], where the authors propose a method to estimate the visual focus of attention of multiple people by applying Bayesian inference on a generative model. In this probabilistic model, the head orientation dynamics are explained by some latent variables, e.g. gaze direction. For more details, see [8]. In our case, we propose to sample the latent variables over time, to sample the head orientation \(\phi^n_t\) given the latent variables. This model is well-suited for our sampling task since multiple situations may occur, e.g. mutual gaze or joint attention, that are treated differently by their temporal formulation. Moreover, it takes into account the discrepancy between head pose and gaze direction, and the network can learn this difference because it is modeled at training time.

The Fig. 4 represents a synthetic scenario generated using this process. In practice, a wide variety of scenarios can be obtained with this approach. For instance, there is no limit to the number of people and/or objects that could be generated in one scenario, except the plausibility of such a scenario with respect to the physical space.

V. EXPERIMENTS

Experiments have been performed both on synthetic data, generated online as described in section IV, and on the Vernissage dataset [27] as described below. Note that, we do not use the datasets employed in [24] and [25] since they are not publicly available

f) The Vernissage Dataset: It is composed of ten recordings lasting approximately ten minutes each. Each sequence contains two people interacting with a Nao robot and discussing about three wall paintings \((M = 3)\). The robot plays the role of an art guide, describing the paintings and asking questions to the people in front of it. The scene was recorded at 25 frames per second (fps) with an RGB camera embedded into the robot head, and with a VICON motion capture system consisting of a network of infrared cameras providing accurate position and head pose estimations of the people, the objects and the robot. We use the OpenCV version of [33] for face detection and [34] to track the faces over time. The head poses are estimated by employing [26]. The 3D head positions, are estimated using the face center and the bounding-box size, which provides a rough estimate of the depth. The position of the robot itself and the orientation of its head are also known. Finally, the object locations are annotated along with the visual focus of attention of the participants over time. Images extracted from Nao camera during various recordings are displayed in Fig. 1(b), 1(c), 2, 3(a), 3(d), 3(g).

g) Implementation details: The heat-map dimensions are set to \(S_X = S_Y = 32\), to represent a room of size \(3m \times 3m\). The cone aperture \(\epsilon\) is set to \(2^\circ\). We fixed the input sequence size to \(T = 200\) time steps. On the Vernissage dataset, the videos are subsampled to 5 fps, then the duration of a sequence is \(40\)s and we can extract several sequences from each video sequence. By using a sliding window and 50\% overlap, we extract a total of 224 sequences. We use the visual focus of attention annotations to obtain the true objects of interest for each sequence. Consequently, the number of objects can vary from 1 to 3 in the test sequences. We employ the adam optimizer [35] for 10 epochs. For all neural network architectures employed in the experiments, the batch size is set to 32. In all cases, we perform the local maxima extraction method described in (6) after estimating \(\tilde{\Omega}\) to obtain the list of object positions. The neighborhood \(\mathcal{N}(\cdot)\) from (6) is defined as a sliding region of \(5\times 5\) pixels, and the shrinking function \(\alpha(x)\rightarrow \ln(1+x)\). In all our experiments, we report Precision and Recall, and these two metrics are combined to obtain the \(f1\)-score. Precision measures the percentage of detected objects that are true objects. Recall measures the percentage of true objects correctly detected. In order to compute these metrics, we employ a Hungarian algorithm that matches the detections with the real objects positions based on their respective distances. Importantly, the detection is considered as a success if the distance between the estimated and annotated distances is lower than \(50cm\) in the real-world space. For all learning-based approaches, we also report the MSE between the predicted and true object heat-maps. Since Heuristic methods do not intend to predict the object heat-maps, the MSE is not reported for them.

h) Results and Discussion: In Table I, we report the results obtained employing all methods described on both synthetic and real data.

It has to be noted that many different recurrent architectures have been considered, either alone or in conjunction with one of the proposed convolutional Encoder/Decoder architectures e.g. adapted from the convolutional LSTM [36]. All of them converged to networks predicting always the same (or almost the same) object heat-map. We believe that, in this formulation, the ability to combine information from distant time frame is important, and this is difficult to achieve with RNN (or LSTM) processing data sequentially [37].
TABLE I: Results obtained on data from the proposed synthetic generator and on the Vernissage dataset [27]. MSE values reported were multiplied by 10² to facilitate reading. Precision, recall and f1-score represent percentages. For learning-based approaches, we report the mean and standard deviation over five runs. Results on the [25] dataset are reported for comparison.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>MSE</th>
<th>Precision</th>
<th>Recall</th>
<th>f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cone</td>
<td>Linear Reg.</td>
<td>1.25 ± 0.02</td>
<td>50.5 ± 2.2</td>
<td>76.9 ± 1.0</td>
<td>60.9 ± 1.8</td>
</tr>
<tr>
<td></td>
<td>1-FC</td>
<td>1.06 ± 0.03</td>
<td>64.9 ± 1.6</td>
<td>61.5 ± 1.5</td>
<td>63.1 ± 1.1</td>
</tr>
<tr>
<td></td>
<td>3-FC</td>
<td>1.05 ± 0.01</td>
<td>65.9 ± 0.6</td>
<td>59.9 ± 2.2</td>
<td>62.8 ± 1.2</td>
</tr>
<tr>
<td></td>
<td>Mean-2D-Enc</td>
<td>1.00 ± 0.03</td>
<td>74.5 ± 2.4</td>
<td>59.5 ± 1.7</td>
<td>66.1 ± 1.3</td>
</tr>
<tr>
<td></td>
<td>2D-Enc</td>
<td>0.98 ± 0.02</td>
<td>76.8 ± 2.2</td>
<td>62.2 ± 1.5</td>
<td>68.7 ± 1.7</td>
</tr>
<tr>
<td></td>
<td>3D-Enc</td>
<td>0.85 ± 0.06</td>
<td>88.2 ± 3.9</td>
<td>71.4 ± 2.1</td>
<td>78.9 ± 2.4</td>
</tr>
<tr>
<td></td>
<td>3D/2D U-Net</td>
<td>0.75 ± 0.01</td>
<td>89.0 ± 1.2</td>
<td>78.0 ± 0.6</td>
<td>83.2 ± 0.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>MSE</th>
<th>Precision</th>
<th>Recall</th>
<th>f1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cone</td>
<td>Brau et al. [25]</td>
<td>-</td>
<td>20.7</td>
<td>35.8</td>
<td>26.2</td>
</tr>
<tr>
<td></td>
<td>Intersect</td>
<td>-</td>
<td>34.9</td>
<td>27.2</td>
<td>30.6</td>
</tr>
<tr>
<td>Linear Reg.</td>
<td></td>
<td>1.48 ± 0.04</td>
<td>37.0 ± 4.9</td>
<td>53.7 ± 5.0</td>
<td>43.7 ± 4.6</td>
</tr>
<tr>
<td>1-FC</td>
<td></td>
<td>1.49 ± 0.02</td>
<td>29.9 ± 3.2</td>
<td>35.2 ± 2.5</td>
<td>32.3 ± 2.8</td>
</tr>
<tr>
<td>3-FC</td>
<td></td>
<td>1.49 ± 0.02</td>
<td>28.0 ± 3.5</td>
<td>29.9 ± 1.5</td>
<td>28.8 ± 2.4</td>
</tr>
<tr>
<td>Mean-2D-Enc</td>
<td></td>
<td>1.37 ± 0.02</td>
<td>60.1 ± 1.5</td>
<td>41.1 ± 1.0</td>
<td>48.8 ± 1.2</td>
</tr>
<tr>
<td>2D-Enc</td>
<td></td>
<td>1.39 ± 0.03</td>
<td>54.9 ± 4.2</td>
<td>40.5 ± 1.6</td>
<td>46.6 ± 2.5</td>
</tr>
<tr>
<td>3D-Enc</td>
<td></td>
<td>1.43 ± 0.05</td>
<td>49.9 ± 8.1</td>
<td>37.1 ± 9.0</td>
<td>42.5 ± 8.7</td>
</tr>
<tr>
<td>3D/2D U-Net</td>
<td></td>
<td>1.44 ± 0.04</td>
<td>45.1 ± 4.8</td>
<td>38.5 ± 2.2</td>
<td>41.5 ± 3.3</td>
</tr>
</tbody>
</table>

From the experiments, we observe that learning-based approaches clearly outperform those based on cone intersections inspired from [24]. Indeed, even on the synthetic datasets, their precision and recall do not reach better than 18.8% and 53.9% respectively, whereas a simple linear regression reaches considerably higher scores (50.5% and 76.9% respectively). The same remark stands for the Vernissage dataset. Increasing the network complexity by simply adding fully-connected layers does not bring any improvement and even reduce the performance. Then, we observe that all proposed encoder/decoder models clearly outperform other methods by a substantial margin on the synthetic dataset. There, we obtain a 22.3% gain in terms of f1-score when employing the 3D/2D U-Net with respect to the linear regression model. On the Vernissage dataset, a 5.1% gain is obtained in terms of f1-score when employing the Mean-2D-Enc with respect to the linear regression model. These experiments validate the use of the encoder/decoder architecture.

We notice that the performance on the synthetic dataset increases with encoder complexity. However, the inverse phenomenon is observed on Vernissage, where the best performances are obtained using the simplest encoder architecture (that does not model time). Our guess for this observation is that there is a significant discrepancy between the distribution of Vernissage data and the synthetic data distribution sampled according to (8). Therefore, more complex models probably tend to over-fit the synthetic data distribution, and thus transfer less well on the Vernissage dataset. More realistic training data could lead to further improvements. This could be obtained by gathering a dataset of real-life scenarios which could be used either as training data or to improve the quality of the generative model.

The only methods from the literature that we are aware of are [24] and [25]. In both cases, neither the data nor the code have been made available online. Moreover, the papers lack information about parameters or hyperparameters that prevented us to test it. Additionally, [25] explicitly discarded the Vernissage dataset in their experiments. Results on their dataset (59% precision and 48% recall) are comparable to ours on Vernissage. Note that, [25] employed a larger success threshold (1.0m in the real-world space for 50cm in our case) and consequently would obtain lower scores according to our evaluation protocol. We wish to test our method on their dataset in the future. We do not compare to [24] since they did not report any quantitative results on location estimation.

In Fig. 5, the predicted gaze heat-maps \( \hat{\Omega} \) for several learning-based approaches applied on the scenario from Fig. 3 are displayed. The architectures Mean-2D-Enc and Linear Reg. use the average gaze heat-map \( \frac{1}{T} \sum_{t=1}^{T} \Gamma_t \) as input, whereas 3D/2D U-Net takes the whole concatenated sequence \( \Gamma_{1:T} \). All three approaches are approximately able to predict the positions of two objects of interest. The third object is probably not targeted enough during the sequence to be found. The black pixels in the Linear Regression indicate negative values. All other approaches end with a
sigmoid activation so each pixel value is homogeneous to a probability. The lower number of falsely proposed object positions for the Mean-2D-Enc is consistent with the higher mean precision reported. For comparison, experiments on the synthetic scenario from Fig. 4 are available in the supplementary materials.

VI. CONCLUSIONS

In this paper, we define the problem of extended gaze following as finding the locations of objects of interest solely from the gaze direction of visible people. Importantly, this allows for finding objects either inside or outside the camera field-of-view. In this context, we propose a novel spatial representation for head poses (approximating gaze direction) and object locations. We present a framework that takes advantage of convolutional encoder/decoder architectures to learn the spatial relationship between head poses and object locations, and we compare nine different methods on synthetic and real data. We finally conclude that learning-object locations, and we compare nine different methods on.

We believe this work open new perspectives for research. In particular, several decisions were taken to obtain an end-to-end method (e.g. heat-map representation or elevation coordinate omission), which makes it hardly suitable in some situations. The extended gaze-following problem would benefit greatly from a benchmark of different representations and inference models, and of the influence of each simplifying hypothesis. Moreover, the availability of suitable datasets would ease future research on this topic. In parallel, we wish to use this framework in the future as a tool to improve the decision process of a robotic system in a social context such as [5].
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