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Abstract. Pavlovian conditioning plays a fundamental role in our cog-
nitive architecture, by its capacity to bind values to stimuli. Due to the
multifarious characteristics of this learning mode, many approaches in
machine learning have been proposed to implement it in artificial intelli-
gence models. Considering the complementary properties of these models
and inspired by biological evidences, we propose not to select the best
model but rather to combine them, thereby forming a cognitive archi-
tecture. From a functional point of view, we report the good properties
and performances of this architecture. From a methodological point of
view, this work highlights the interest of defining a cognitive function at
the algorithmic level, binding its general properties to its implementa-
tion details. It is also proposed that it is a fruitful approach to decipher
and organize many information extracted by modern approaches in neu-
roscience, towards the definition of a global cognitive architecture.

Keywords: Value prediction, Bio-inspiration, Competiton, Cognitive
architecture

1 Introduction

Having particularly in mind the brain performing a cognitive function, D. Marr
[28] has argued that, to be fully understood, an information processing system
must be examined at three different levels of description. The function itself
can be globally described at the computational level. The representations and
the processes used to implement the function are described at the algorithmic
level. The way of computing them are described at the implementational level.
This later level, refering to the brain, corresponds to the brain circuitry but Z.
Pylyshyn [35] has proposed a similar tri-level description in a purely cognitive
purpose and has simply defined the lower level as the functional architecture.

The decomposition is interesting because it makes it clear that not a unique
algorithm can carry out the function and not a unique circuit can implement the
algorithm. This decomposition is also interesting in the framework of artificial
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intelligence because it helps structuring steps to build a model. On one side is
the cognitive function to model. On the other side are formalisms available (e.g.
neuronal computations). In between are probably the more critical and impor-
tant steps: defining the structures and the sequences of information processing
to bridge both sides (e.g. neuronal architecture and learning rules). The classical
approach in artificial intelligence is top-down: from a cognitive function to be
modeled, an algorithm and its implementation in a certain formalism are pro-
posed. The approach can be also bottom-up, particularly if the problem is set
in computational neuroscience: from experimentally observed neuronal circuits
and mechanisms, it is questioned which ones are active to emulate the cognitive
function generally associated to the neuronal region.

In this paper, having in mind this decomposition, I extend a series of works
performed in my team to model pavlovian conditioning from different points of
view, in order to propose a new view of this fundamental learning mode, with
an impact on cognitive modeling as well as artificial intelligence and machine
learning.

2 Pavlovian conditioning

Pavlovian conditioning [33] is an elementary learning process, present in most
species, by which an animal learns to predict biologically significant stimuli an-
nouncing pain or pleasure (called Unconditioned Stimuli, US, e.g. some food)
by some other stimuli (called Conditional Stimuli, CS, e.g. a bell ringing before
food delivery) that anticipates its venue.

This learning paradigm has been extensively studied in behavioral neuro-
science because it is easy to observe (US anticipation is associated to other so-
called pavlovian responses like salivation in the appetitive case and freezing in
the aversive case) and not so simple as it might appear: Many experiments have
demonstrated that pavlovian learning is not a simple associative process mea-
suring the contingencies between the US and the CS [24]. For example, when an
association is learnt and extinguished, it is more rapid to be learnt again. Some
authors have proposed that during the process, latent causes are extracted [13].
Others have stressed the role of the context [39]. As a results, after a century
and thousands of publications, many data have been accumulated, many models
have been proposed but pavlovian learning remains not fully understood.

It is also important to underline that pavlovian conditioning has a prominent
role in cognitive modeling and in the domain of Artificial General Intelligence,
because it gives the capacity to link values to objects and events of the environ-
ment and this capacity is important in a cognitive-oriented description of intelli-
gent behavior. For example, in a general description of cognition [4], one central
module is concerned with declarative memory, providing facts and knowledge
about the world, in which goals can be defined and sensorimotor associations
can be elaborated, thus forming other central modules. All these modules heav-
ily rely on the elementary capacity to predict aversive and appetitive values for
CS from the innate detection of US. Some cues to elaborate the CS might come
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from declarative memory and the US correspond to the main behavioral goals
for most animals. This capacity is then extended to conditioned reinforcers [7],
corresponding to intermediate goals like, in humans, tools or money, and at the
basis of categorization [5] and of judgments [22] used in strategies and more
generally in decision making and planning.

In this paper, we propose to study pavlovian conditioning from two different
points of view. On the one hand, from a top-down machine learning point of
view, we will wonder how it is possible to associate the CS and the US. In other
words, the question is to associate the perception of external stimuli like the
CS, also called exteroception, to the internal perception of pain or pleasure, also
called interoception, as it is the case with the US. We summarize some more or
less classical strategies at the algorithmic level in the next section.

On the other hand in computational neuroscience, we have modeled some
neuronal structures and circuits that are reported to play a fundamental role
in pavlovian conditioning. This particularly concerns the amygdala, a primitive
neuronal structure in the medial temporal lobe and its main afferences. We
summarize in the following the main results of our study in a bottom-up way
and explain how we integrate these pieces of information towards a more global
understanding of pavlovian conditioning, at the algorithmic level and how this
can be more generally profitable for cognitive modeling.

3 Modeling pavlovian conditioning in Machine Learning

In the domain of machine learning, pavlovian conditioning has often been as-
sociated to supervised learning. In its simplest aspect, it corresponds, when a
stimulus is perceived, to predict the occurrence of the US and the learning can
consequently be supervised by the fact that, some milliseconds later, the US is
perceived or not. Even if some binary models have been proposed, predicting
the magnitude of the US (for example the size of the reward or the intensity of a
painful electric shock) is the main purpose of the learning rule. In that aspect, it
is interesting to note that one of the main learning rules proposed for pavlovian
conditioning by Rescorla and Wagner [36] is similar to the main learning rule
setting the bases of supervised learning in neural networks, proposed by Rosen-
blatt for the Perceptron [38]. They both set the focus on a multiplicative term,
called error for the perceptron and surprise for pavlovian learning, correspond-
ing to the difference between the predicted and the computed US. This term
(null if there is no error, thus ensuring the stability of the rule) also explains
that there is no learning when the US is already predicted, including by other
CS. Importantly, this has been observed in experimental situations in a famous
paradigm called blocking, increasing the interest for this rule.

Nevertheless, for the same kind of structural reasons as the perceptron, the
Rescorla-Wagner learning rule has some limitations, particularly related to the
complexity of the decision that can be taken in the input space. Concerning the
perceptron, it has been shown that its learning rule guarantees the convergence
towards a unique minimum value of error, but this results in a good quality of
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the learnt solution only in case of linear separability in the input space [30]. Con-
cerning pavlovian conditioning, it has been observed that some mammals can
answer to some combination of two variables (x and y) called positive (x AND
y) et negative (x XOR y) patterning, differently than the corresponding com-
bined effect of each variable, raising the idea to create configural representation
(representing the co-occurrence of x and y), able to provide a different effect.
This principle of configural learning proposed in [39] resulted in that paper in
the same idea of adding hidden units as in the multilayer perceptron, to propose
a model of pavlovian conditioning able to perform such complex decision.

The idea of performing error-driven learning in multilayered networks has
been made possible in Machine Learning by the back-propagation learning algo-
rithm which allows to make emerge internal representations in the hidden layers.
Even if some biologically plausible learning rules have also been proposed [31],
the main visible effect of this algorithm is rather today in the huge developments
about deep learning [25], which make the learning of any complex association
affordable by a deep network. Nevertheless, as it can be seen in the difficult
steps of parameter tuning in these networks, there is no proof of convergence in
this case and, instead of looking for the best solution, mastering this technol-
ogy rather corresponds to obtaining a satisfactory solution in a satisfactory time
length.

It is also often forgotten that the only strong theoretical result about lay-
ered network is the fact that removing one layer can require to exponentionally
increase the size of the previous layer [16]. To tell it differently, it is possible
to approximate any separation with a unique hidden layer and a random fixed
connection from the input to the hidden layer (but possibly with a very large
hidden layer). This has for example been experimentally studied in [6], showing
that the function learnt by complex deep networks can be efficiently approxi-
mated by a simple network with a unique (and large) hidden layer. It is only
supposed that the projection to the hidden layer is likely to make emerge the
useful internal representations, to be linearly separated for the targeted deci-
sion. A strategy when the corresponding knowledge is available, is to directly
send the pertinent information to the hidden layer, else the solution is to use
random projections and the possibility to create pertinent information becomes
very likely when the layer is very large. In summary, the main advantage of deep
networks is to have what is called a compact representation (because requiring
less neurons), when the representation is elaborated hierarchically, as compared
to a flat representation, but this is at the price of a less stable representation.

In a completly different view, it is often neglected in Machine Learning that
associative memories can provide a kind of supervised learning. Associative mem-
ories are these kinds of recurrent networks, like the Hopfield network [18], that
are able to learn “by heart” some prototypes as stable states and, in a recall
phase, to consider a new input and stabilize on the closest state stored before-
hand. This process is called auto-association, since the network is shown to be
able to associate a pattern (the new input) with itself (seen as the closest pro-
totype learnt by heart before). This is generally considered useful in Machine
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Learning when the new input has been corrupted by noise and when the recall
is a way to denoise this input.

This process can easily be extended to hetero-association. In this case, just
consider a series of i vectors Vi as the concatenation of subvectors Xi and Yi and
consider that these vectors are learned as prototypes in an associative memory.
The principle of this learning process is that a noisy Vj will be reconstructed
to the closest Vi learned before. If, in the vector Vi, the noise corresponds to
set Yi to zero and let Xi unchanged, then the recall will reconstruct the missing
part Yi and will consequently act in hetero-association, which can be seen as a
kind of supervised learning, even if in this case there is no generalization and
the network converges towards a pattern already stored before.

Several other characteristics of this learning process must be underlined. On
the one hand, it is interesting because it is very rapid and presenting only one
time a prototype is sufficient to memorize it (as opposed to layered perceptrons
learning slowly). On the other hand, it can be considered weak because it is
subject to interference (close prototypes can create spurious states combining
these prototypes) and saturation (learning too many prototypes can lead to a
catastrophic forgetting) [12].

4 Modeling pavlovian conditioning in Computational
Neuroscience

Concerning the implementation of pavlovian conditioning in the brain, the amyg-
dala is a neural structure generally considered to play a central role in this pro-
cess [26]. The structure is composed of a set of nuclei, including the basolateral
nucleus for sensory inputs and the central nucleus expressing pavlovian motor
responses. Observing direct plastic connections between these sensory and motor
nuclei [11] is a good argument to propose a shallow layered architecture to model
this network. Particularly, the lateral part of the basolateral nucleus has been
reported to represent elementary CS, selected in its afferences from the thalamus
and primary sensory cortex [26], whereas the basal part receives afferences from
more integrated regions like associative sensory cortex and hippocampus [14].

A functional analogy with a model like the simple perceptron can be also
evoked for the amgdala, since signals corresponding to error of prediction have
been observed in the network [27]. Such error signals are known to be carried
by neuromodulators, which can act at the learning and functioning levels in the
amygdala but also in other cerebral structures. This is the case for acetylcholine,
considered to tag errors due to stochasticity in the environment [42] and acting
to balance the activity between the lateral and basal sensory nuclei [8], but also
to trigger memorization in the hippocampus [15] and shift selective attention in
the higher regions of the sensory cortex [32]. To better understand the putative
role of neuromodulation on these structures, let us first evoke the participation
of the structures to pavlovian conditioning.

The basal nucleus of the amygdala receives inputs from the associative sen-
sory cortex [26]. In the visual case for example and in a large region going from
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the primary visual cortex to the inferotemporal cortex, this path has been de-
scribed as a layered architecture, extracting more and more abstract cues to
create categories for visual recognition [41]. Based on biological observations, it
has also been proposed that the release of acetylcholine plays a prominent role
for transmitting an error signal, as an attentional signal fed back throughout the
architecture and some models have been proposed accordingly, as a biological
implementation of a kind of error backpropagation [37].

The hippocampus is also known to be a major input of the basal nucleus of
the amygdala [26], generally considered to provide information about the context
of the task, that can play an important role in discrimination. This is consistent
with the fact that the hippocampus is known to perform arbitrary binding of its
inputs, collected in the entorhinal cortex from main sensory regions of the cortex,
and to learn these associations through a recurrent network to form a so-called
episodic memory [40]. Recently, we have also proposed that the hippocampus
might in fact associate interoception and exteroception in its inputs, making it
a perfect candidate for learning the vector CS-US in heteroassociation [19] and
recalling US when the CS is presented alone. In a more computational study
[20], we have also shown that this organization is in fact beneficial to resist to
interference.

The complementary roles in learning of the cortex and the hippocampus have
already been theoretized [29]. Whereas the cortex is able to learn slowly cues
important for discrimination and generalization, the hippocampus has a different
learning mode, allowing to learn quickly, by heart, some specific configuration
to be remembered. In the case of the amygdala, this should correspond either to
extract cues in the cortex to learn some features of the CS or, when this results
in an error of prediction, to learn by heart the global sensory configuration
in the hippocampus and to store it as a special case to be remembered. It is
consequently interesting to remind now that acetylcholine release triggers storing
in the hippocampus.

With the aim of integrating all these elements in a unique picture, we begin to
report preliminary work we did to model pavlovian conditioning in the amygdala
[9]. Our main goal was to evaluate which of the many standard rules proposed for
pavlovian conditioning [24] was the most faithful, as compared to biological data.
What we proposed, in short, is that several populations with different behavior,
recently reported in the basolateral nucleus [17], receive different kinds of cues,
each kind reported to be important in some classic rule of pavlovian learning.
In addition, we proposed that, consistent with the fact that several populations
with different excitatory and inhibitory roles have also been recently described
in the central nucleus of the amygdala [11], the behavior actually expressed by
the amygdala is in fact the result of the competition between different lines of
elementary sensorimotor association in the amygdala. In conclusion, contrarily
to rules from experimental psychology, becoming more and more complex as they
want to model pavlovian conditioning, taking more and more facts into account,
we propose in [9] that the same complexity of behavior can be expressed by the
simple competition between different lines of association, underlying the role of
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neuromodulation to favor some lines over others, depending on the context or
the recent history of behavior [3].

One step further, what we propose in this paper is not to forget that cues
arriving in the sensory input of the amygdala are themselves learnt in other
regions. This is consequently a wider view, proposing to model pavlovian condi-
tioning in a network of neuronal structures and to consider that critical events
in the network can trigger important learning or functioning steps in different
locations throughout the network. In this view, as it was already proposed in [9],
the amygdala seen as a simple perceptron decides which US to predict from a
variety of inputs received in the basolateral nucleus. These inputs can correspond
to simple elementary CS coming from the thalamus or to more elaborated hints
or configurations learnt in other cortical areas or in the hippocampus. Possibly,
a release of acetylcholine will give a stronger weight to complex inputs, meaning
that the environment is too noisy to rely on simple cues.

This mode of learning is incremental in the sense that, at the beginning,
it can be supposed that hardly no complex cues have been extracted in the
hippocampus or in the highest levels of the cortex. Errors of prediction will
result in neuromodulation triggering learning in the hippocampus of the specific
cases poorly considered before. Later on, if the same case occurs again, it will
trigger recall in the hippocampus that will reconstruct the corresponding US and
send it back to the amygdala. Concerning learning in the layered architecture
of the cortex and in addition to bio-plausible mechanisms proposed in [37] and
mentioned above, the phenomenon of consolidation must be also evoked. In this
process, also reported in neuroscience and described in [29], the hippocampus can
act as a supervisor to the cortex and send it some examples previously learned
by heart in episodic memory, in order to transfer it to semantic memory in the
cortex. As far as we know, no stable learning rules have been proposed so far
to implement this important learning process, but this will be very important
to consider in the future because it might allow to remove examples in the
hippocampus and prevent it from saturation.

5 Discussion

The capacity for an intelligent agent to associate a sensory state (taken in the
widest sense, including more or less abstract multimodal and contextual informa-
tion) to a value (particularly representing its possible contribution to achieving
the current goal of the agent) is very desirable to define in a cognitive archi-
tecture. It can be paralleled, in natural cognition, with pavlovian conditioning
linking a state (more or less abstract stimulus, context) to the unconditioned
stimulus it predicts, annoucing a pain or a pleasure. In the living, this learning
has been shown to contribute both to declarative and implicit memories [40].

In this paper, we have summarized pavlovian conditioning as the capacity to
associate a vector representing the sensory state with a vector representing the
anticipated internal state and we have evoked three classical strategies in ma-
chine learning to learn this kind of association, each with its respective strengths



8 Frédéric Alexandre

and weaknesses. Shallow layered networks ensure a quick processing and optimal
learning but only for simple direct associations. In contrast, deep layered net-
works can learn complex associations, which is particularly useful to elaborate
internal representations, concepts and abstractions, but at the price of a very
long learning that can fall in local minima and must choose pertinent configua-
tions. Of completly different nature is the elaboration of associative memories in
recurrent networks. Prototypes can be learned by heart, possibly in one shot but
are sensitive to interference and globally an associative memory can be subject
to saturation.

From this global analysis, one strategy is to look for the best compromise;
another one is to try to benefit from the strengths of all. In the previous section,
we have argued to show that the brain exploits this latter strategy. Whereas
pavlovian conditioning can be summarized as an implicit sensorimotor learning
taking place in the amygdala and associating simple cues to pavlovian responses
related to the predicted US, this cannot explain all the observed pavlovian as-
sociations and other inputs to the amygdala carrying other kind of information
must be also considered. This is particularly the case for inputs coming from the
hippocampus and from high cortical areas and learned and processed in these
structures with different criteria. What we have also made clear here is that
these structures are also dependent on the processing made in the amygdala and
particularly on neuromodulation released from its errors of prediction.

This system of combined learning occuring in different sites in parallel but
also for common reasons can be interpreted from a phylogenetic point of view.
In primitive animals, only simple associations can be learnt [23]. With evolution,
experience from recent episodes and association of multimodal information can
be integrated to the pavlovian association.

It is of course also very tempting to extrapolate this interpretation and the
related observations to the domains of cognitive modeling and artificial intelli-
gence. Proposing models based on the cooperation of memories is not new in
these domains [1, 29] and relates to the design of ensemble or multi-method ap-
proaches. This must be more and more seriously considered, since new technolo-
gies in experimental neuroscience allow to observe that most evolved cognitive
functions are in fact elaborated from an interplay between neuronal structures
[34]. In the present case, this gives an elegant way to introduce specific cases
to an associative process with no loss of generalisation. Using hidden layers to
elaborate configural representations is not mandatory, as it has been reminded
that a simple layer could perform the same task (at the price of a larger hidden
layer), but it is interesting for using internal representations for other purposes.
This hierarchy of hidden layers provides a level of abstraction (not obtained
by a shallow network) that could be exploited for other cognitive function and
particularly for declarative memory and for executive functions.

We have also mentioned up to which point neuromodulation plays an impor-
tant role in associating the processing and learning phases in the neuronal struc-
tures, and can be seen as a rare ground of coordination between the otherwise
parallel processes. In the future, we plan to better understand their functions
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[2] and we have already proposed some mechanisms to decipher some tempo-
ral aspects of pavlovian conditioning [21] and to go beyond, towards operant
conditioning and associated high level cognitive functions [10].

To conclude on a more methodological point of view and coming back to
Marr’s levels of description [28], we have presented some top-down approaches
in Machine Learning and bottom-up approaches in computational neuroscience,
forming the state of the art on the current understanding of pavlovian condition-
ing. We demonstrate here that synthetizing these analyses by the algorithmic
level is a unique way to propose new interpretations and to revisit cognitive
modeling on this topic.
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