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Abstract. There is a continuous information overload on the Web. The
problem treated is how to have relevant information (documents, prod-
ucts, services etc.) at time and without difficulty. Filtering system also
called recommender systems have widely used to recommend relevant
resources to users by similarity process such as Amazon, MovieLens, Cd-
now etc. The trend is to improve the information filtering approaches to
better answer the users expectations. In this work, we model a collabo-
rative filtering system by using Friend Of A Friend (FOAF) formalism to
represent the users and the Dublin Core (DC) vocabulary to represent
the resources “items”. In addition, to ensure the interoperability and
openness of this model, we adopt the Resource Description Framework
(RDF) syntax to describe the various modules of the system. A hybrid
function is introduced for the calculation of prediction. Empirical tests
on various real data sets (Book-Crossing, FoafPub) showed satisfactory
performances in terms of relevance and precision.

Keywords: Recommender systems, Resource description framework,
Dublin core, FOAF, Semantic.

1 Introduction

The multiplicity of the services offered via the Web excites the Net surfers to
expose and communicate an enormous traffic of data of various formats. The
gigantic mass of existing information and the speed of its instantaneous produc-
tion triggers the problem of informational overload. This phenomenon known
under the name big data imposes multiple difficulties such as management, stor-
age, the control and the security of circulated data. On the other hand, the
access to relevant information in time is a major occupation of the developers
and users, in spite of his availability it is lost in the mass. The performances of
the existing tools degrade when we handle large volume of data, more precisely
the search engines are involved by this phenomenon in terms of recall and preci-
sion as well as the process of the indexing. Our work is more particularly listed



under filtering information tab, specifically custom filtering in order to submit
the useful information to the users. Many commercial and educational sites are
based on the filtering algorithms to recommend their products such as the Ama-
zon, Movielens, Netflix, EducationWorld etc [5]. Filtering systems (FS), known
as ”recommender systems”, have become essential with the increasing variety of
web resources such as news, games, videos, documents or others [10]. The ma-
jority of the recent FS explores semantic information and share the metadata of
the resources in order to improve the relevance factor[8]. Additionally, another
type of these systems is based on ontology for conceptualizing and valorising the
application domain, which makes it possible to increase their performances [1].
However, FS suffer from some common weaknesses, such as cold start, sparsity
and scalability. In our study, we adopted the RDF model to represent all ele-
ments of the system with an open and interoperable manner. With the formalism
Friend Of A Friend (FOAF), we weighted the attributes of the user profiles in
order to gather them by degree of similarity. In addition, the items of system are
represented by the Dublin Core vocabulary (DC) in RDF model to describe the
web resources formally. These two formalisms that are recommended by W3C
ensure interoperability and easy integration of the data. This approach allowed
us to avoid focusing the approaches on a specific and closed field, and treats all
kinds of resource using the URI and namespace clauses. The rest of the paper
is organized as follows, we will briefly review the various forms of FS in section
2. The section 3 presents the details of our proposal. The results of experiments
followed by discussions were exposed in section 4. In the end, we conclude our
work with a conclusion and perspective.

2 State of the Art

The number of Internet users has now reached 38.8% of the world popula-
tion in 2013 against 0.4% in 1995 according to statistics provided by ITU
(http://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx). On the other
hand, resources called commonly items occur at an incredible speed either by
users or companies. Current tools are not consistent with this huge volume of
data in order to analyze, control or have relevant information at time. The birth
of FS is used to manage information overload by filtering [3, 8]. Items can be
extremely varied DVDs, books, images, web pages, restaurants ... etc. These
systems are now increasingly present on the web and certainly will become es-
sential in the future with the continuous increase of data [12]. According to
how to estimate the relevance, researchers classify recommendation algorithms
into three main approaches: content-based, collaborative and hybrid [4]. In the
first approach, the system will support the content of the thematic items ”doc-
uments” to compare them with a user profile, itself consists of topics explaining
his interests, that is to say, the system compares the document themes with
those of the profile and decides if the document is recommended or rejected ac-
cording to the threshold of satisfaction function [17]. In the second approach,
also known as social, the system uses the ratings of certain items or users and



in order to recommend them to other users through the application of similarity
process and without it being necessary to analyze the content of items [2], in this
approach, there are two main techniques which builds on memory-based algo-
rithms, that operates a portion or all of the ratings to generate a new prediction
[12] and which is founded on the model-based algorithms to create a descriptive
model of the user so, estimate the prediction. The collaborative approaches are
widely adopted in recommender systems such as Tapestry [4] GroupeLens [15],
Amazon, Netflix ... etc. The hybrid methods operate to attenuate the insuffi-
ciencies of each of the two previous approaches by combining them in various
manners. Recently, a new generation of FS boosted by semantic web formalisms
or adaptable to contexts that uses a taxonomies or ontologies [13]. Commonly,
these systems have shortcomings that prevent the recommendation process and
degrade their performances, like the effect of the funnel where the user does not
profited from the innovation and diversity of the items recommended in content-
based filtering; the scalability where the system handles a large number of users
and items online what makes difficult to predict in time; the sparsity problem,
where there’s a lack of sufficient evaluations to estimate the prediction well as
the problem of the cold start to a user and/or item lately integrated into the
system [11]. In this paper, we will extend the filtering systems in an open and
interoperable specification, each component of the system is formalized by an
appropriate RDF vocabulary. The following section explains the basic concepts
of this specification.

3 Proposed approach

Our study focuses on reducing the sparsity problem through the similarity of
items via the values of DC properties, as well as the similarity of users through
the values of FOAF properties. The values of properties are heterogeneous type
nominal, ordinal, qualitative, etc ., so we have defined several functions of en-
coding and normalization to convert these properties in a numeric scale. i.e.
quantitative values in the range [0-1].

3.1 RDF specification

Resource Description Framework RDF (http://www.w3.org/TR/2004/REC-rdf-
syntax-grammar-20040210/) is a data model for the description of various types
of resources (person, web page, movie, service, book etc.). It treats the data and
its properties and the relationship between them, in other words it is a formal
specification by meta-data, originally designed by W3C, whose purpose is to
allow a com-munity of users to share the same meta-data for shared resources.
However, an RDF document is a set of triplet ¡subject, predicate, object¿ where
the subject is the resource to be described, the predicate is the property of this
resource and the object it is the value of this property or another resource. One of
the great advantages of RDF is its extensibility through the use of RDF schemas
that can be integrated and not mutually exclusive with the use of namespace and



URI (Uniform Resource Identifier) concepts [7]. It is always possible to present a
RDF document by a labelled directed graph. For example, “the book Semantic
Web for the Working Ontologist written by Dean Allemang on July 5, 2011”, in
RDF/XML Syntax: < ?xml version="1.0"? >
<rdf:RDF xmlns:ss="http://workingontologist.org/"

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"

xmlns:xsd="http://www.w3.org/2001/XMLSchema#"

xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#">

<rdf:Description rdf:about="http://www.amazon.fr/

Semantic-Web-Working-Ontologist-Effective/dp/0123859654/">
<ss:written by rdf:resource="http://www.cs.bu.edu/fac/

allemang/"/> </rdf:Description>
<rdf:Description rdf:about="http://www.amazon.fr/

Semantic-Web-Working-Ontologist-Effective/dp/0123859654/">
<ss:hasTitle>SemanticWeb for the WorkingOntologist</ss:hasTitle>
</rdf:Description>
<rdf:Description rdf:about="http://www.amazon.fr/

Semantic-Web-Working-Ontologist-Effective/dp/0123859654/">
<ss:hasDate >July 5, 2011 </ss:hasDate >
</rdf:Description>
</rdf:RDF>
Our solution (figure1) based on a modelling in RDF through FOAF and Dublin
core standards,describing the set of the users and items.

Fig. 1. Overall scheme of the proposal



Thus, in order to keep the collaborative filtering approach we took into ac-
count the feedback of the users in the process of computing similarity, moreover
we used a hybrid function to define the prediction value. To facilitate the in-
tegrity and interoperability, all the documents are represented in RDF/XML
notation.

3.2 Item′s representation

A social FS consists of resources items, the users profiles and the histories which
memorizes the interactions of the users (ratings) about items recommended. We
exploited the meta-data of the Dublin core vocabulary as being a standardiza-
tion description of items, the attributes values of the vocabulary allowed us to
calculate the degree of similarity between items and group them into communi-
ties.

Dublin Core vocabulary. Dublin Core DC (http://dublincore.org) is a set of sim-
ple and effective elements to describe a wide variety of web resources, the stan-
dard version of this format includes 15 elements of which semantics has been
established by an international consensus coming from various disciplines rec-
ommended by W3C. These elements are gathered in three categories those which
describe the contents (Cover, Description, Type, Relation, Source, Subject) and
those which describe the individual properties (Collaborator, Creator, Editor,
Rights) and others for instantiations (Date, Format, Identifier, Language), the
current version is known as 1.1, validated in 2007 and revised in 2012 by DCMI
(Dublin Core Metadata Initiative, (http://dublincore.org/documents/dces/).

Description of items. The core of FS is to form properly the communities, ac-
cording to well determined criteria, in our research we propose to form the items
by taking of account the qualifier DC meta-data QDCMI. We define the set of
items as follows:
I = {(i11, i21, ...i
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m)} where ijk represent the jth prop-

erty for item k which is identified by its URI and is specified by its qualifiers. We
group items by degree of similarity, so I1 the set of properties assigned to the ik
item and I2 is the set of properties assigned to the il item, then the degree of
similarity between ik and il by cosine measurement is given by:

sim(ik, il) =

∑
j∈I1∩I2

ijk.i
j
l√∑

j∈I1
(ijk)

2
.

√∑
j∈I2

(ijl )
2

(1)

This similarity value, allows to group items based on their associated DC prop-
erties.

3.3 User′s Representation

The objective of FS is to deliver the relevant items to the user, because the
formation of the communities depends on the attributes values defined in the



user profile. Among the most common current practices we adopted the FOAF
vocabulary to represent our profiles.

FOAF vocabulary. FOAF (Friend Of A Friend), is an RDF vocabulary for de-
scribing in structured manner a person and his relationships (http://www.foaf-
project.org). However, it can be used to search for individuals and communities:
CV, social networks and management of the online communities, online identi-
fication and management of participation in projects etc. A file FOAF can con-
tain various information (name, family name, dateOfBirth, gender, mbox, Home
Page, weblog, interest, accountName, Knows,etc.). The major advantage of this
representation is the ability to integrate other vocabularies as DC (describing
a resource), BIO (to reveal biographical information), MeNow (describing the
current status of a person), relationship (to see the type of relation maintained
with a person).

Modelling of the user profile. Following the very high number of the users in
interaction, it is very important to well form the community as a building block
in the FS and assuming one for all and all for one. In order to formulate knowl-
edge, we organized the user profile with categories of FOAF properties and each
category ci associated with a weight wi, thus we defined the FOAF similarity
according to n categories registered in profile by:

simf = w1simc1 + w2simc2 + ...wnsimcn

{ ∑
i wi = 1

0 ≤ wi ≤ 1
(2)

For our study, we retained three principal categories according to the evolu-
tion on the time axis, the first category c1, as no evolutionary, includes the
non-changeable foaf properties such as: name, birth day, gender, mbox,etc., the
second category in the medium and long term c2 contains the foaf changeable
properties such as: account, focus, homepage, phone, skypeID, status, depiction
etc., and the third category c3 is defined as category of the preferences includes
the foaf properties which interest and preferred by the user like know, inter-
est, logo, topic interest, weblog, workplace, based near, membership etc. so each
class is properly associated with a weight wi . However, the similarity by foaf
properties based on the three categories mentioned above becomes:

simf = w1simc1 + w2simc2 + w3simc3 (3)

Let uf1 = f11 , f
2
1 , ..., f

k
1 and uf2 = f12 , f

2
2 , ..., f

k
2 the set of the foaf properties of

the user uf1 and uf2 user in a given ci class, then the value of similarity between
these two users by the measurement of cosine that given by the following relation:

simci(uf1, uf2) =

∑k
j=1 f

j
1 .f

j
2√∑k

j=1 (f j1 )2.
√∑k

j=1 (f j2 )2
(4)

If the value of similarity of two users is close to 1 meant that they belong to the
same community.



3.4 Recommendation engine

The purpose of a FS is to distribute relevant items to users, and avoid a hard
task of search in a “big data”, the current recommender systems lean on the
hybrid approaches which our research is belongs. We have proposed a hybrid
similarity based on three types of relationships.

Hybrid similarity. In order to adjust the values of predictions, we conceived a
formula to calculate the hybrid similarity, definite as follows:

simh = αsimdc + βsimf + γsimr (5)

The parameters α, β, γ ∈ [0, 1] adjusted by the system administrator according
to the efficiency and availability of data.

• simdc, similarity that using the Dublin Core vocabulary for describing items.
By the use of the URI, while identifying item and by exploiting its own meta-
data allowing reduce the sparsity problem.

• simf , similarity which depends on the representation of the profiles by the
means of FOAF formalism, in favour of the variety of the fields and the
availability of the data in profile, thus, we can overcome the problem of cold
start of a new user and to still better forming the communities.

• simr, concretize the principal of collaboration through the ratings histories
of users to estimate the prediction and to establish the recommendation, so
consider their implicit tastes that are often difficult to value by attributes
depicted in profile.

Prediction function. Before proceeding to the recommendation task, the system
calculates the predicted value of an i item for the active user a, for that, we must
select the S most similar items to il, then we retain the rating feedback of this
user for these S similar items according to the relation:

pa,l =

∑s
m=1 ra,m.simh(il, im)∑s

m=1 sim(il, im)
(6)

Where r(a,m) : is the rating value of the current user on the mth similar item.
S: size of the most similar items.

Recommendation process . The recommendation process is purely automatic and
directly related to the prediction value, so a given item is deemed relevant and
deserves to be sent to the user if and only if its predictive value is greater than
a given threshold.

Ra,l =

{
il recommended to ua if pa,l ≥ ρ
il not recommended to ua otherwise

(7)



4 Experimentation

This section is devoted to the experimental results of our hybrid solution on
real data sets. For evaluation and comparison, we implemented item-CF (item
based collaborative filtering) approach widely referenced in Collaborative filter-
ing search [6].

4.1 Datasets

For experimental tests we exploited two sets of data:

• Book − Crossing dataset (http://www.informatik.unifreiburg.de/ cziegler/
BX/), a free download dataset for ends of research collected by Cai-Nicolas
Zeigler in 2004 from the famous Amazone.com site. The dataset constitutes
of 278858 users producing 1149780 votes for 271379 books.

• foafPub dataset (http://ebiquity.umbc.edu/resource/), is a set of data ex-
tracted from FOAF files collected during the year 2004, includes 7118 FOAF
documents collected from 2044 sites and distributed under the Creative Com-
mons license (v2.0). This set has allowed us to import FOAF properties by
SPARQL queries to determine the similarity sim f .

Our empirical tests require the deployment of a parser to extract FOAF
and DC properties through the SPARQL engine of the framework jena 2-6-
4 (https://jena.apache.org/). Several functions have been defined to aggregate
and standardize heterogeneous properties. 80% of the data sets allocated to the
training phase and 20% for testing phase.

4.2 Relevance metrics

To evaluate the method presented in this article, we held a special metric and
widely used in the FS, it is MAE, and two other metrics, recall and precision of
information retrieval field [16, 9].

• MAE: Mean Absolute Error, calculating the mean absolute difference be-
tween predictions pi retained by the system and the real evaluations ei given
by users. This measure is simple to implement and directly interpretable.

MAE =

∑N
i=1 |pi − ei|

N

• Precision: it is the ratio between the number of relevant items returned by
the system and the total number of items returned.

P =
Npr

Nr



• Recall: it is the ratio between the number of relevant items returned by the
system and the total number of existing relevant items in the database.

R =
Npr

Np

These metrics respectively measures the error, the effectiveness and the quality
of FS.

4.3 Results and discussion

In this section, we discuss the experimental results obtained, for that, we divide
the dataset size in two parts, one having a proportion of 80% has dedicated for
training phase and the other of proportion of a 20% has dedicated for test phase.
From Figure 2, the curves show that the MAE error is minimal in the neigh-

Fig. 2. Comparison of MAE

bourhood range [25-45] and important in outside of this range, it means that
as the number of neighbours is less than 25 so there are not enough neighbours
to calculate the similarity which lowers the prediction quality, unlike the other
side, or the number of neighbours exceeds 45, there are sufficient neighbours,
but less similar which degrades prediction quality , this explains that between
25 and 45 there are enough better similar neighbours. Also we observe that the
DC curve illustrates a slightly favourable result compared to the FOAF curve, as
the items are identified and enriched by descriptions and meta-data with certain
stability better than valorising links and subjective opinions between a user′s
networks. The best result is obtained in Hybrid curve, or the error is reduced to
0.68 for a neighbourhood size of 35, this favourable result is argued by exploiting
items implicit information′s and estimating attributes of user profiles and links
between them such as see also or know properties, which form a social network
on the web and therefore a rich database that reduces the MAE, in addition,



taking into account the opinions of users through their notes with respect to
the items recommended what leads to a profitable collaboration. Two conclu-
sions can be drawn the benefit of this additional data mass reduces the effect
of sparsity as a problem moderating filtering systems, and adequately addresses
the cold start problem for a new item. Moreover, the URI clause for the unique
resource identification in rdf documents lowers the effect of scalability. In the
experiment below, we study the behaviour of our algorithms via the precision
and recall metrics. Figure 3 shows a better accuracy rate (up to 73%) for the
Hybrid solution, indicates the ability of the system to reject irrelevant items
with minimal attribute values.

Fig. 3. Precision rate

Fig. 4. Recall rate

We also observe that the recall rate (figure 4) which reaches a maximum rate
of 45% for the optimal Hybrid solution involves the role of property values of
adopted vocabularies to filter only the relevant items.



5 Conclusion and future work

Filtering systems are powerful and widely used systems on the web, especially
for e-commerce or custom search. Our idea is not to hold closed applications
that hide behind a particular data warehouse, but go further, and exploit all
kinds of information and to highlight it for integrity, dissemination and interop-
erability. In order to alleviate the limitations of collaborative filtering systems,
we have presented in this paper, a hybrid model based on the FOAF formalism
to better appreciate and enrich user profiles via social networks and information
networks. The weighted classification that we have defined for the representa-
tion yield more adaptable and flexible profiles and still better adjustable, which
alleviate the sparsity problem. On the other hand, the use of DC elements to
describe items in a standard way leads to the good development of communities
and overcome the problem of cold start for a new resource. The notable progress
in the results founded by the formal use of meta-data to describe the valued
resources and links with a standard and unified structure. Moreover, the union
of similarities adopted for the recommendation is considered a balance between
using different data sources and therefore increased the quality of prediction. In
our opinion, the system model seems to a network of resources in collaboration
with a network of properties describing these resources. The adoption of RDF
syntax to the representation and implementation ensures openness, sharing and
interoperability of all kind of data on the web, thus allows concretizing and de-
veloping semantics via these new practices, we think it is important to study the
problem of scalability and reduce the computation time through the reduction
techniques of the vector space, thus we also plan to still improve the rate of
recall by the semantic disambiguation techniques of the users profiles.
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