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Abstract. Acute stroke is the leading cause of disabilities and the fourth cause of 

death worldwide. The treatment of stroke patients often requires fast collaboration be-

tween medical experts and fast analysis and sharing of large amounts of medical data, 

especially image data. In this situation, cloud technologies provide a potentially cost-

effective way to optimize management of stroke patients and, consequently, improve 

patient outcome. This paper presents a cloud-based platform for Medical Distributed 

Utilization of Services & Applications (MEDUSA). This platform aims at improving 

current acute care settings by allowing fast medical data exchange, advanced processing 

of medical image data, automated decision support, and remote collaboration between 

physicians in a secure and responsive virtual space. We describe a prototype imple-

mented in the MEDUSA platform for supporting the treatment of acute stroke patients. 

As the initial evaluation illustrates, this prototype improves several aspects of current 

stroke care and has the potential to play an important role in the care management of 

acute stroke patients. 
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1 Introduction 

Acute ischemic stroke is the leading cause of disability and fourth cause of death [1]. 

In acute ischemic stroke, a blood clot obstructs blood flow in the brain causing part of 

the brain to die due to the lack of blood supply. The amount of brain damage and the 

patient outcome is highly related to the duration of the lack of blood flow (“time is 

brain”). Therefore, fast diagnosis, decision making, and treatment are crucial in acute 

stroke management. 



Medical data of a stroke patient is collected during the transport by ambulance to the 

hospital (e.g. vital signs, patient history, and medication). At arrival, various types of 

image data are acquired following protocols that involve opinions and decisions from 

various medical experts. Sometimes, a patient needs to be transferred to a specialized 

hospital and, in this case, it is important that all the data collected in the ambulance and 

at the referring hospital is available to the caregivers that will continue the treatment. 

Often, various medical specialists need to collaborate based on available information 

for determining the correct diagnosis and choosing the best treatment. Usually, this 

collaboration is based on tools that are not connected to each other and, because of that, 

they may not deliver the necessary information rapidly enough. 

In addition to these challenges, the amount of patient medical data is growing fast 

[2]. This fast increase is especially observed in radiological image data, which is also a 

consequence of new medical imaging technologies [3, 4]. The management, sharing, 

and processing of medical image data is a great challenge for healthcare providers [3, 

4] and they can be greatly improved by the usage of cloud technologies [5]. Cloud 

technologies also enable collaboration and data exchange between medical experts in a 

scalable, fast, and cost-effective way [5]. Mobile devices, remote collaboration tools, 

and on-demand computing models and data analysis tools supported by cloud technol-

ogies may play an important role to help in optimizing stroke treatment and, conse-

quently, improve outcome of patients suffering from stroke. 

In this paper, we present a cloud-based platform for Medical Distributed Utilization 

of Services & Applications (MEDUSA). This platform aims at improving current acute 

care settings by allowing fast medical data exchange, advanced processing of medical 

image data, automated decision support, and remote collaboration between physicians 

through a secure responsive virtual space. We discuss a case study implemented using 

the MEDUSA platform for supporting the treatment of acute stroke patients, presenting 

the technical details of the prototype implementation and commenting on its initial 

evaluation 

2 Related Work 

The development of cloud-based platforms for collaboration and processing of medical 

data is a challenging task. Many authors [4, 5, 6, 7] put forward that these platforms 

hold the potential to define the future of healthcare services. Also, the analysis of med-

ical data can be an important way to improve quality and efficiency in healthcare [8, 

9]. 

The work presented in [10, 11] focuses on the development of a cloud-based solution 

aimed at only the storage and sharing of medical data. In other words, they propose 

solutions based on cloud infrastructures to facilitate medical image data exchange be-

tween hospitals, imaging centers, and physicians. A similar solution is presented in 

[12], however focusing on medical data sharing during emergency situations. A cloud-

based system is presented in [13] for storage of medical data with an additional func-

tionality that enables content-based retrieval of medical images. Still focusing on cloud-



based data storage and sharing, [14] presents a solution to help managing medical re-

sources for the prevention and treatment of chronic stroke patients. 

In addition to storage and sharing, some studies also include the possibility of using 

the cloud infrastructure for processing of medical data. A simple cloud-based applica-

tion is presented in [15] to monitor oxygenated hemoglobin and deoxygenated hemo-

globin concentration changes in different tissues. Cloud computing is also used in [16] 

not only to support data storage and sharing, but also to visualize and render medical 

image data. In [17] the authors also propose a cloud application for rendering of 3D 

medical imaging data. This application additionally manages the cloud deployment by 

considering scalability, operational cost, and network quality. 

Complete cloud-based systems for medical image analysis are presented in [18, 19, 

20]. However, in these systems, image upload and download is manually performed by 

the user, while the system focuses on the remote processing, storage, and sharing of 

medical image data. The MEDUSA platform not only provides cloud-based storage, 

sharing, and processing of medical image data, but also real-time communication be-

tween medical experts, real-time collaborative interaction of the medical experts with 

the medical data, and a real-time decision support system that continuously processes 

patient data and displays relevant notifications about the patient condition. 

The MEDUSA platform also includes a cloud management layer that coordinates 

the use of resources in the cloud infrastructure. Other studies also present some cloud 

management features. In [21] the authors propose a cloud architecture that reserves 

network and computing resources to avoid problems regarding load-balancing mecha-

nisms of cloud infrastructures and to reduce the processing delays for the medical ap-

plications. Also, [2] proposes an algorithm to optimize the organization of medical im-

age data and associated processing algorithms in cloud computing nodes to increase the 

computing performance. Finally, [3] presents a cloud-based multi-agent system for 

scalable management of large collections of medical image data. 

The project presented in [22] tries to speed up current stroke care by integrating and 

sharing data from stroke patients using mobile networks. In this scenario, a hospital 

can, for instance, be prepared with the right resources before the arrival of the patient. 

This project also includes decision support, which suggests a predefined path through 

the emergency procedures according to the structure of mandatory and other supple-

mentary healthcare protocols. However, differently from MEDUSA, this project does 

not include any image processing based feature. 

3 Acute Stroke Care 

Currently, treatment decision of stroke patients is increasingly driven by advanced im-

aging techniques. These imaging techniques consist of non-contrast computed tomog-

raphy (ncCT), computed tomography angiography (CTA), and computed tomography 

perfusion (CTP). Because of the extensive usage of imaging techniques, it is common 

to produce gigabytes of image data per patient. 

The primary treatment for patients with acute ischemic stroke is intravenous admin-

istration of alteplase (thrombolysis). Patients who are not eligible for treatment with 



alteplase or do not respond to the treatment can be treated by mechanical removal of 

the blood clot via the artery (thrombectomy). Thrombectomy is only available in spe-

cialized hospitals and often a patient must be transferred for treatment. 

This transfer is arranged via telephone and imaging data created in the initial hospital 

is not available for the caregivers in the specialized hospital until the patient and imag-

ing data arrive via the ambulance. On a regular basis it happens that the imaging data 

was wrongly interpreted in the initial hospital and that the patient is not eligible for 

thrombectomy. Also, often new imaging acquisitions have to be redone due to broken 

DVDs, wrong data, or insufficient quality. These problems result in futile transfers and 

loss of valuable time.  

4 MEDUSA Platform 

The MEDUSA platform was designed to support remote collaboration and high perfor-

mance processing of medical data for multiple healthcare scenarios. The platform is 

accessible to final users through the MEDUSA Collaboration Framework (MCF), 

which is a web application that is compatible with any web browser that supports 

HTML5. The MCF is a special type of MEDUSA application that provides to the users 

an entry point to access other MEDUSA applications. A cloud management layer con-

trols the deployment and execution of all MEDUSA applications in one or more cloud 

providers. Figure 1 illustrates the architectural design of the MEDUSA platform. 

 

 

Fig. 1. The MEDUSA platform architecture. 

4.1 MEDUSA Cloud Applications 

The MEDUSA platform has a number of cloud applications that are available in all 

healthcare scenarios: Audit Trail, which reports the events generated by the other 

MEDUSA applications; User Manager, which allows assigning roles to users and de-

fining which MEDUSA applications they can use; and Video Call, which allows com-

munication between users of the MEDUSA platform. 
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MEDUSA Cloud Applications 

MEDUSA Collaboration Framework 

User Manager Video Call Audit Trail … 

Cloud Provider 



The MEDUSA applications are started as part of a MEDUSA session. Multiple users 

in a session can interact with these applications, and these interactions are visible to all 

the users in the session. The handling of multiple user interactions is done by each 

MEDUSA application. The applications in the MEDUSA platform can be web appli-

cations or regular desktop applications. The desktop applications are integrated in the 

MEDUSA platform through a virtualization server that uses the technologies described 

in [23] and [24]. The multi-user interaction of the desktop applications is handled by 

the virtualization server. 

4.2 Cloud Provider 

The MEDUSA applications can be deployed in different cloud providers. Currently, 

these applications are being deployed in the High Performance Real-time Cloud for 

Computing (HiPeRT-Cloud) of Bull. The HiPeRT-Cloud is mainly designed for real-

time computationally-intensive workloads. This solution is fully compatible with the 

Cloud Computing Reference Architecture of the National Institute of Standards and 

Technology (NIST) and provides infrastructure services under any cloud broker solu-

tion. The HiPeRT-Cloud is used in the MEDUSA platform because it provides solu-

tions for handling complex applications in the field of real-time computational and data-

intensive tasks in the cloud. 

4.3 Cloud Management Layer 

In order to take advantage of the on-demand, flexible, high-performance, and cost-ef-

fective options that cloud providers can offer, the cloud management layer, imple-

mented by Prologue, manages the cloud deployment in the MEDUSA platform. This 

layer orchestrates the allocation and release of resources on the cloud provider’s infra-

structure. It also oversees the lifecycle of the deployed resources, ensures their availa-

bility and scalability, and links the desktop applications from the virtualization server 

back to the MCF. The cloud management layer is designed according to the Service-

Oriented Architecture model and its functionalities are accessible through a Represen-

tational State Transfer Application Programming Interface (REST API). The cloud 

management layer also incorporates a monitoring service that operates by accessing 

directly the deployed virtual machines (VMs). The technology behind the cloud man-

agement layer is aligned with the NIST architecture and based on the Open Cloud Com-

puting Interface specifications. 

In the MEDUSA context, technical requirements for computing, storage, network, 

and security resources have been identified for each MEDUSA application to be de-

ployed. All requirements are then translated into machine-readable code that is used to 

provision the cloud resources. 

The components of the MEDUSA platform are hosted on the cloud through a secu-

rity-aware, need-based provisioning process. By supporting on-demand hybrid and 

multi-cloud deployments, as well as monitoring, load balancing, and auto-scaling ser-

vices through an agent embedded in each VM, the cloud management layer thus ensures 

a high resilience of the MEDUSA platform. 



4.4 Security 

The security of the MEDUSA platform is currently mainly based in the use of digital 

certificates, which are used to authenticate MEDUSA applications (VMs), to secure the 

data exchanges through the network, and to provide strong authentication of MEDUSA 

users. 

The VMs containing the applications are deployed dynamically, and thus server cer-

tificates need to be created dynamically, during the deployment. A web service was 

developed to provide dynamic generation of server certificates for the different VMs in 

the MEDUSA platform. These server certificates must be created during the deploy-

ment of the VMs and there must be one certificate per application and VM (identified 

by the IP address). 

Regarding the user authentication, an authentication module is called when a user 

opens a MEDUSA session. This module authenticates a user by checking the provided 

credentials against the user management component, which has access to a special in-

ternal directory containing the certificates used for strong authentication of MEDUSA 

users. 

The MEDUSA platform also uses robust image watermarking and fingerprinting 

methods to prevent and detect unauthorized modification and leaking of medical im-

ages by authorized users by. However, due to legal regulations, an important require-

ment when dealing with medical images is the capability reconstructing the original 

image data. Because of this, reversible or semantic-sensitive techniques for watermark-

ing and fingerprinting can be used in the MEDUSA platform. These techniques enable 

to completely recover the original image data or at least the recovery of the regions of 

these images that are relevant for the user or application. 

5 MEDUSA Stroke Prototype 

The MEDUSA platform was designed to support various medical scenarios. Here, we 

focus on a prototype for supporting acute stroke care. The MEDUSA Stroke Prototype 

(MSP) is built by combining the default MEDUSA applications with three applications 

specifically configured to support the treatment of stroke patients: Advanced Medical 

Image Processing, Decision Support System, and 3D Segmentation Renderer. All the 

applications of the MSP are executed in VMs running on the HiPeRT-Cloud. The cloud 

management layer is in charge of the deployment of these VMs. 

5.1 Advanced Medical Image Processing 

For supporting the assessment of the severity of a stroke, several medical image pro-

cessing algorithms (MIPAs) have been developed. These algorithms perform quantita-

tive analysis of the medical image data and the result of these analyses can be used to 

support the treatment decisions. The output of these algorithms are, for example, the 

segmentation of a hemorrhage in the brain [25], the segmentation of a blood clot [26], 

and the segmentation of the infarcted brain tissue [27]. The MIPAs are linked together 

into processing pipelines with well-defined input, output, and policies that control their 



execution. The execution of these pipelines is automatically orchestrated to deliver the 

lowest execution time based on a set of optimization strategies (e.g. task parallelism, 

data parallelism, and GPU computing). 

The MIPAs are implemented as plugins for the IntelliSpace Discovery (ISD) plat-

form, an enterprise solution for research, developed by Philips Healthcare. Figure 2 

shows the output of the plugin for infarct volume calculation in the ISD. The collection 

of MIPAs specially developed to support acute stroke care that are included in the ISD 

constitutes the Advanced Medical Image Processing application of the MSP. 

 

 

Fig. 2. Plugin for automated measurement of the cerebral infarct volume in the ISD. 

The ISD is a Windows desktop application developed by using the .NET Frame-

work. The development of the MIPAs is also based in the .NET Framework. For GPU-

based computations, OpenCL 1.1 was used. OpenCL is a framework for the develop-

ment and execution of programs across platforms consisting of different types of pro-

cessors such as CPUs, GPUs, etc. OpenCL.NET was used to integrate OpenCL with 

the .NET. Framework. 

The data generated by the MIPAs are exported to the DSS by using JavaScript Object 

Notation (JSON) files through WebSockets. (Anonymized) Patient information is sent 

to the MIPAs by using the tags of the medical image data used as input. The information 

about the current session is directly sent to the ISD and forwarded to the MIPAs. 

5.2 Decision Support System 

The Decision Support System (DSS) by Sopheon provides real-time process support 

to medical professionals collaborating on the stroke case. The DSS is rule-based: the 

rules specify the conditions under which actions are to be advised (delivered as notifi-

cations). The Decision Support rules are part of a medical protocol and thus defined 

and approved by medical professionals. 



In the MSP, the DSS runs a set of rules specifically designed for dealing with stroke 

patients. It gathers real-time input from vital sign sensors and MIPAs. For instance, a 

rule could state that an infarct volume larger than 70 milliliters is associated with a poor 

outcome for the patient. When the DSS detects an infarct volume value of e.g. 80 mil-

liliters, it will display the notification associated with this condition. The DSS also se-

lects relevant information from the data generated by the MIPAs and forwards it to the 

audit trail and to the 3D Segmentation Renderer. 

The DSS runs on Node.js, which is a platform built on Google Chrome's JavaScript 

runtime. The DSS is deployed on Fedora, which is an operating system based on the 

Linux kernel. 

5.3 3D Segmentation Renderer 

The 3D Segmentation Renderer by Sopheon is responsible for displaying 3D segmen-

tations generated by the MIPAs. This application was developed by using the WebGL 

library, which enables to render 3D graphics in the browser without installing additional 

software. Figure 3 shows the GUI of this application rendering the segmentation of 

brain tissue (in green and blue) and the segmentation of the infarcted region (in red). 

 

 

Fig. 3. 3D segmentation renderer showing the segmentation of brain tissue (green and blue) and 

the infarction in the brain (red). 

6 Initial Evaluation 

As this is an on-going project, the discussion presented below is based upon an eval-

uation of the first fully-integrated prototype. 

The MSP integrates very heterogeneous applications, which run on different opera-

tional systems (Windows, Linux) and use different development technologies (Java, 

OpenCL, C#, C++). These applications are seamlessly available for the user from a 

single interface. Also, the deployment of the applications is transparently handled by 



the platform. This solution is provided in a smooth and transparent manner, hiding the 

complex details from the user. 

In the MEDUSA platform, the data and user input need to cross several software 

layers, which might introduce overheads and decrease performance. However, such 

poor performance was not noticed in the initial MSP prototype. For instance, the Ad-

vanced Medical Image Processing application, which requires data exchange between 

different architectural components, was almost instantaneously ready for use without 

noticeable interaction delays. 

The MSP implements a complete acute stroke use case, which has been demon-

strated live in various occasions. Impressions have been collected informally to assess 

the potential value of this prototype system. Table 1 compares the current stroke care 

situation in the Netherlands versus the stroke care that could be supported by the 

MEDUSA platform based on the functionalities currently present in the MSP.  

Because of its complexity, a detailed and quantitative evaluation of the MEDUSA 

platform involves several software components and requires a careful planning. The 

design of this evaluation was already defined in the first year of the project. It is sched-

uled to take place during the last 6 months of the MEDUSA project (end of 2015). 

Table 1. Current stroke care vs. stroke care with MEDUSA. 

 current with MEDUSA 

Data availability images are not available images are available online 

Time to access data 
transport by car of physical media 

(minutes to hours) 
online data transfer (few seconds) 

Potential value for 

decision 

automated quantitative analysis not used 

yet for clinical decision 

results of MIPAs readily available as 

decision parameters 

Infrastructure static, proprietary, fixed scale 
pay-per-use, scalable, and portable to 
different cloud providers 

Remote 

collaboration 
by phone 

by video-conference with access to the 

patient data 

 

Concerning the image processing functionality, most of the MIPAs included in the 

MSP are too computationally expensive to be executed on a local machine according 

to the time constraints of an acute stroke patient. HPC capabilities delivered by cloud 

computing were crucial to improve the processing of these algorithms from hours to 

minutes, making them suitable for acute stroke care. For instance, the time to run the 

method used to reduce noise in CTP data was reduced from more than half an hour to 

less than 2 minutes [28]. 

7 Discussion and Conclusion 

The development of the MEDUSA platform started in 2013. Back then, this kind of 

cloud-based solutions was not common. Today, however, there is a clear trend in the 

healthcare industry towards the usage of cloud computing, collaboration, and auto-

mated analyses of medical data. In addition, when dealing with processing of medical 

data constrained by the requirements of acute care situations, a lot of benefits can be 



derived from the use of cloud computing: scalability, pay-per-use model, high perfor-

mance computing capabilities, remote access, etc.  

There are innumerous technical challenges for enabling the execution and commu-

nication of software components in a platform like MEDUSA. Regarding stroke care, 

the software components execute in different computing devices (CPUs, GPUs, etc.) 

and based on different software platforms (web, Linux, Windows, etc.). In the 

MEDUSA platform these challenges are tackled using SOA approach and a virtualized 

infrastructure. Because of the variety of application types, a uniform way of establish-

ing communication between the MEDUSA applications has not been developed yet. 

Nevertheless, the direct communication between applications based on the exchange of 

well-defined file formats through WebSockets was demonstrated to be effective, with-

out a negative impact in the development and integration of these applications. The 

current functionalities present in the MSP have the potential to improve several aspects 

of current stroke care. 

The MEDUSA platform is still under development. Thus, most of the components 

to implement security are still not completely integrated in the platform yet. Defining 

and developing the security aspects of a platform like MEDUSA is also a very chal-

lenging task, since it is necessary to cope with different legal constraints, in particular 

across countries. The development process of the MEDUSA platform includes the im-

plementation and validation of the platform in three different hospitals. This validation 

is currently being carried out in one hospital. Preliminary evaluation of the platform 

indicates that the solution is promising and has potential large value for improving 

treatment of these patients. 
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