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Abstract. The paper presents optimization of kernel methods in the
task of handwritten digits identi�cation. Because such digits can be writ-
ten in various ways (depending on the person's individual characteris-
tics), the task is di�cult (subsequent categories often overlap). There-
fore, the application of kernel methods, such as SVM (Support Vector
Machines), is justi�ed. Experiments consist in implementing multiple
kernels and optimizing their parameters. The Monte Carlo method was
used to optimize kernel parameters. It turned out to be a simple and fast
method, compared to other optimization algorithms. Presented results
cover the dependency between the classi�cation accuracy and the type
and parameters of selected kernel.

Keywords: Support Vector Machines, classi�cation, optical character
recognition, reproducing kernel.

1 Introduction

The automated character recognition is the important part of the content ex-
traction from handwritten documents. Multiple approaches were applied to this
task so far. Many of them belong to the Arti�cial Intelligence (AI) domain.
Advancement in computer technologies allows for introducing more computa-
tionally demanding approaches to the problem, being the sub domain of the
pattern recognition methodology. Methods applied there include statistical ap-
proaches and Arti�cial Neural Networks (ANN) (see Ref. [20]). Because the
particular characters are written di�erently by various people, any AI method
should consider the uncertainty (various handwriting characteristics, noise, etc.).
This way Support Vector Machines (SVM) (see Ref. [1]) or Fuzzy Logic (FL)
(see Ref. [10]) gain importance. Both are considered as theoretically optimal
classi�ers in the uncertainty conditions. However, only the former approach is
able to automatically learn from the available data sets. Therefore, it is often
applied to the image and speech recognition (see Ref. [11]), or in the diagnostics
of analog systems (see Ref. [5]).

The paper presents kernel-based learning methods used to the handwritten
digits recognition. As the classi�er, SVM were applied. The presented prob-
lem is the classical pattern recognition task, aiming at categorizing objects of
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di�erent types. In the presented research handwritten digits are analyzed and
identi�ed. As the same digit is written di�erently by various people (may be
bolder or thicker, askew, etc.), the task requires sophisticated approaches for
data processing. To correctly apply SVM to the task, the proper kernel with
adjusted parameters must be used. Despite numerous approaches, this problem
still is challenging for researchers. In this paper the systematic overview of kernel
functions implementation (with optimized parameters) for the SVM classi�er is
performed.

The structure of the paper is as follows. Section 2 contains the problem
statement and related work. Application of SVM to the classi�cation of digits is
described in Section 3. Section 4 contains experimental results, in which compar-
ison of SVM kernels for classi�cation is demonstrated, and where in�uence of the
regularization coe�cient on the classi�cation accuracy are veri�ed. Conclusions
and directions for further research are presented in Section 5.

2 Problem Statement and Related Work

The handwritten digit recognition (Fig. 1) is a di�cult task and attempts to
solve it have been made since the seventies of the last century. The importance
of the task is related with the writer identi�cation, automated extraction of
information from scanned papers and other applications.

Fig. 1. Digits to recognize (see Ref. [11]).

Details of the considered problem are as follows:
In the text present on the scanned sheet of paper, analyzed characters are

located. The task is to distinguish digits from all other symbols (including noisy
components) and subsequently identify particular digits with the minimum sam-
ple error, de�ned as the percentage of incorrectly classi�ed objects. In the nu-
merical approach, the identi�cation task requires introducing the separating hy-
perplane with the minimal error. As the subsequent digits may be similar to each
other, their categories overlap, making �awless separation impossible. Formally,
the following target function is to be minimized:

f(ε, w) =
1

2
‖w‖2 + C

n∑
i=1

εi,

where:
εi- elements on the incorrect half of the separating hyperplane,
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C- regularization coe�cient,
w- the SVM weights vector. They must be adjusted so the error is minimal.

In such a case approaches considering the separation margin (with two weights
of support vectors w1 and w2 in Fig. 2) are preferred.

Fig. 2. Feature space with the margin of error (see Ref. [11]).

The problem of the handwritten digits recognition has been extensively stud-
ied during the last few years, leading to more or less successful solutions. Methods
used for this purpose belong to both image recognition and arti�cial intelligence
domains. To solve the task, three steps must be performed, all in�uencing the
classi�cation accuracy. These are selection of features, selection of the classi�er
and its optimization. The �rst problem leads to multiple sets of characteristic
values describing the image, starting from pixel maps (see Ref. [21]) through the
block wise histograms of local digit orientations (see Ref. [18]) and histogram-
oriented gradients (see Ref. [9]), up to Freeman codes (see Ref. [3]), Zernike
moments, Fourier descriptors or Karhunen-Loeve features (see Ref. [6]). The
classi�ers applied involve in most cases various types of Arti�cial Neural Net-
works (ANN), such as Multilayered Perceptron (MLP) (see Ref. [19]). Other
approaches include the Random Forest (RF) (see Ref. [4]) or linear classi�ers
(see Ref. [17]).

Because of popularity and con�rmed e�ciency of SVM, they were used in
the presented work. The main challenges involving their exploitation to the pre-
sented task are the classi�er's optimization and its adjustment to available data
to maximize the accuracy. To solve the problem, the proper kernel must be se-
lected and its parameters adjusted. Presented works are usually based on the
typical SVM kernels: Radial Basis Function (RBF) , polynomial, linear and sig-
moidal (see Ref. [9]). Additionally, minimum kernel was used (see Ref. [18]). In
(Ref. [16]) the intersection kernel was introduced. Selection of kernel parameters
often involves the designer′s experience. Alternatively, optimization methods are
used, such as simulated annealing (see Ref. [5]), Genetic Algorithm (GA) (see
Ref. [12]) or Particle Swarm Optimization (PSO) (see Ref. [2]). Although ready-
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made solutions for particular problems are available, the procedures have to be
repeated for every new analyzed object. This justi�es searching for novel algo-
rithms and their con�guration. In the following work the original approach to
the classi�er optimization is presented. First, the wide set of kernels is applied,
including multiple functions ensuring the potentially high accuracy of SVM. Sec-
ondly, the Monte Carlo stochastic search is used to select kernel parameters. This
approach is simple compared to currently applied algorithms, hopefully giving
comparable results with smaller computational e�ort.

3 Application of SVM to the Classi�cation of Digits

The SVM classi�er is a useful tool for solving di�cult real-world problems, per-
forming well in uncertainty conditions (such as noise and inseparable examples
belonging to di�erent categories). This is a classical extension of neural networks,
robust to noise and uncertainty in data. Its application requires solving multiple
con�guration problems, such as selection of the proper kernel and setting its pa-
rameters (depending on the particular kernel type). Although in the literature
this problem was widely considered, there was no thorough investigation con-
ducted for the handwritten digit recognition. This section contains information
about SVM details required for the optimization of the identi�cation process.

3.1 Description of Applied Kernels

In most computing environments (such as Matlab) and programming languages
(such as Java), the SVM toolbox or library is present. It usually contains a
couple of the most popular kernels (such as linear, RBF and polynomial), which
proven their usefulness in multiple applications. Because many other functions
can be used for this purpose, it is reasonable to apply them as well, in hope of
increasing the classi�cation accuracy. This section introduces all implemented
functions with their parameters.

The introduced kernels were tested on both synthetic and real-world data
sets. The �rst one is related with the binary XOR problem, while the second one
consists of features extracted from optically scanned digits. This way it is twice
veri�ed if selected functions are capable of solving the linearly non-separable
problem.

The exploited real-world set contains ten thousand examples, each with
76 attributes. Original data vectors contained 171 attributes, extracted from
the black-and-white picture. They were �rst preprocessed to eliminate quasi-
stationary features (i.e. the ones with the smallest variance). Then, 50 percent
of remaining attributes were eliminated, giving 76 attributes processed by clas-
si�ers.

Mathematical description of kernels uses the following notation:
〈x, y〉 = xT y - scalar product,
|x− y| =

∑n
i=1 |xi − yi| - the �rst norm,
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‖x− y‖2 =
∑n
i=1 |xi − yi|

2
-the second norm squared,

‖x− y‖d =
∑n
i=1 |xi − yi|

d
- d norm to the power d.

The standard kernels widely used were tested:

� Linear - the simplest one with small computational requirements, not en-
suring linear separability of objects in the original feature space. It is not
parametrized.

K(x, y) = 〈x, y〉+ c (1)

� Radial basis function (RBF), being the fundamental positive-valued kernel,
used because of usually high classi�cation scores. Its parameter is the width
of the Gaussian curve γ.

K(x, y) = exp
(
−γ ‖x− y‖2

)
(2)

� Polynomial kernel is preferred for problems with normalized data. Its pa-
rameter is the polynomial degree d.

K(x, y) = (γ 〈x, y〉+ c)
d

(3)

� The hyperbolic tangent (sigmoid) is applied as the activation function of
ANN. The SVM with such a function is expected to have at least comparable
(if not better) classi�cation accuracy. Its parameter is the steepness of the
curve γ.

K(x, y) = tanh (γ 〈x, y〉+ c) (4)

The calibration coe�cient c determines the position of the kernel function in
the feature space. It is initially set to 0.

Additional kernels were considered in experiments. Although they are well-
known, their usefulness for the handwritten digit recognition was not veri�ed so
far. They are the following:

� The Laplacian kernel

K(x, y) = exp (−γ |x− y|) (5)

is equivalent to the exponential one K(x, y) = exp
(
− |x−y|2γ2

)
, but is less

susceptible to changes of the γ parameter.
� The sinc wave kernel (sinc) is symmetric and non-negative.

K(x, y) = sinc |x− y| = sin |x− y|
|x− y|

(6)

� The sinc2 kernel has characteristics similar to sinc.

K(x, y) = sinc ‖x− y‖2 =
sin ‖x− y‖2

‖x− y‖2
(7)
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� The quadratic kernel is less computationally costly than the Gaussian one
and should be applied when the training time is signi�cant.

K(x, y) = 1− ‖x− y‖2

‖x− y‖2 + c
(8)

� The non-positive and de�nite multiquadratic kernel is applied in the same
�elds as the quadratic one.

K(x, y) = −
√
‖x− y‖2 + c2 (9)

� The inverse multiquadric kernel.

K(x, y) =
1√

‖x− y‖2 + c2
(10)

� The log kernel is conditionally positive de�nite.

K(x, y) = −log
(
‖x− y‖d + 1

)
(11)

� The Cauchy kernel comes from the Cauchy distribution. It can be used in
the analysis of multidimensional spaces.

K(x, y) =
1

1 + ‖x−y‖
2

c2

(12)

� The generalized T-Student kernel has a positive semi-de�nite kernel matrix.

K(x, y) =
1

1 + ‖x− y‖d
(13)

4 Experimental Results

The experiments consisted in training and testing the SVM with the selected
kernel on the synthetic and real-world data. Parameters of each kernel were
optimized to maximize the object classi�cation accuracy. In the handwritten
digit recognition task experiments were divided into two steps: optimization of
kernel parameter with the constant regularization coe�cient and optimization
of the regularization coe�cient for the optimal (previously determined) value
parameter. Also, the real-world data (further called original set) was disturbed
randomly to obtain object more di�cult to identify (further called modi�ed set).
The data set was divided into the training L and testing T one in the 7:3 ratio.
The division process was repeated ten times to ensure objectivity of the obtained
results.

Processing of the XOR problem set was successful for most kernels. How-
ever, the 'minimum' K(x, y) =

∑n
i=1min(xi, yi) and the 'power' K(x, y) =

−‖x− y‖d kernels failed to satisfactorily learn on this set. Below experimental
results are presented.
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4.1 Digit Identi�cation

In Tab. 1, optimal results of the original data identi�cation for the applied ker-
nels are shown. All experiments were conducted for the constant regularization
coe�cient (C = 16). The column v represents the number of generated support
vectors, aL is the classi�cation accuracy for the training set, while aT is the
accuracy on the testing set.

Table 1. Classi�cation e�ciency comparison between optimal kernel parameters.

No Kernel v aL aT
1 'laplacian' γ = 0.01 2649 1.0 0.9647

2 'minimum' 2078 1.0 0.9607

2 'power' d=1 2078 1.0 0.9607

4 'quadratic' c=100 2389 0.9994 0.9580

5 'cauchy' c=10 2389 0.9994 0.9580

6 'multiquadric' c=5 2026 1.0 0.9573

7 'rbf', γ = 1/n 2349 0.9997 0.9557

8 'log' d=1 4415 1.0 0.9553

9 'inversemultiquadric' c=5 3016 0.9963 0.9550

10 'poly', d=1 1355 0.9777 0.9490

11 'linear' 1066 0.9946 0.9400

12 'tstudent' d=1 6830 1.0 0.9064

13 'sinc2' 6998 1.0 0.2063

14 'sinc' 6998 1.0 0.1793

15 'sigmoid' 6926 0.1136 0.1133

Rows in bold refer to kernel con�gurations giving better classi�cation results
than the reference RBF kernel. Large number of support vectors suggests over-
learning, which is con�rmed by the low classi�cation score for the testing set
T . In such a situation the SVM e�ciency for the training set is high (usually
close to 100 percents), but performance on the testing set is much lower. The
Gaussian function with the γ = 1

n is the best of all standard function. However,
the Laplacian kernel with the γ = 0.01 coe�cient outperforms it, which justi�es
its usage. In general, smaller values of kernel parameters usually give better clas-
si�cation results. This is because the separating hyperplane is relatively simple
and has better generalization abilities.

Random modi�cation of the original data set consisted in disturbing the
selected number of features. Each one was changed by adding the value up to
±10 percent of the original value. The process was repeated for three, ten, twenty
and all 76 features, obtaining four versions of the modi�ed set, respectively T3,
T10, T20 and T76. In Tab. 2 results of classi�cation for di�erent kernels (with
optimized parameters) on the modi�ed set are presented.

Change in three randomly selected attributes in general does not in�uence
the classi�cation accuracy. The SVM is able to select other features, for which
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Table 2. Comparison of optimal kernel con�gurations e�ciency to modi�ed data sets.

No Kernel aT3 aT10 aT20 aT76

1 'laplacian' 0.9647 0.9627 0.9540 0.0893

2 'minimum' 0.9607 0.9587 0.9394 0.0893

2 'power' 0.9607 0.9587 0.9394 0.0893

4 'quadratic' 0.9580 0.9547 0.9160 0.0893

4 'cauchy' 0.9580 0.9547 0.9160 0.0893

6 'multiquadric' 0.9573 0.9510 0.9104 0.0893

7 'rbf' 0.9557 0.9527 0.9150 0.0893

8 'log' 0.9553 0.9540 0.9494 0.0893

9 'inversemultiquadric' 0.9550 0.9553 0.9254 0.0893

10 'poly' 0.9490 0.9414 0.8767 0.0899

11 'linear' 0.9400 0.9254 0.8311 0.1006

12 'tstudent' 0.9064 0.9057 0.8950 0.0893

13 'sinc2' 0.2063 0.2146 0.2079 0.1099

14 'sinc' 0.1793 0.1846 0.1603 0.1173

15 'sigmoid' 0.1133 0.1133 0.1133 0.1133

distinguishing between digits is still possible. Classi�cation results are then iden-
tical as for original sets. Again, the Laplacian kernel (with γ = 0.01) is globally
the best for modi�ed data sets. On the other hand, the sigmoidal kernel has
the lowest accuracy. Results for the minimum and power kernels are identical,
regardless of the applied data sets. The same is for the quadratic (with c=100)
and Cauchy (with c=10) kernels.

In most of kernel functions, disturbance in the attributes' values decreases
the classi�cation accuracy. On the other hand, in some cases (like sinc and sinc2
kernels) the operation slightly increases the classi�cation accuracy. For the sig-
moidal function, the classi�cation accuracy remains unchanged (and still too low
to be considered in practice).

4.2 In�uence of the Regularization Coe�cient on the Classi�cation

Accuracy

In this experiment, we checked the relation between the penalty parameter C
and the error term, and how the regularization coe�cient in�uences results. The
selected values were used to measure the in�uence of C on the digit classi�cation
accuracy. Measurements were conducted for C = 5, 10, 15, 16, 17, 20, 30. In Table
3 results of the classi�cation for di�erent kernels (with optimized parameters)
for the regularization coe�cient C = 10 are presented.

For the majority of kernels (without linear and inversemultiquadric kernels)
the regularization coe�cient C = 10 leads to the best results of classi�cation.
However, the original value (i.e. C = 16) gives the multiquadratic kernel ad-
vantage over the RBF. Again, results for the minimum and power kernels are
identical, regardless the regularization coe�cient. The same is for the quadratic
and Cauchy kernels. For all cases, the regularization coe�cient C, the Laplacian
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Table 3. Classi�cation e�ciency comparison for parameters C.

No Kernel C v aL aT
1 'laplacian' γ = 0.01 C = 10 2644 1.0 0.9647

2 'minimum' C = all 2078 1.0 0.9607

2 'power' d=1 C = all 2078 1.0 0.9607

4 'quadratic' c=100 C = 10 2383 0.9989 0.9587

4 'cauchy' c=10 C = 10 2383 0.9989 0.9587

6 'rbf', γ = 1/n C = 10 2349 0.9989 0.9580

7 'multiquadric' c=5 C > 9 2026 1.0 0.9573

8 'inversemultiquadric' c=5 C = 30 3038 0.9994 0.9567

9 'log' d=1 C = all 4415 1.0 0.9553

10 'poly', d=1 C = 10 1419 0.9731 0.9500

11 'linear' C = 5 1088 0.9924 0.9414

12 'tstudent' d=1 C = all 6830 1.0 0.9064

13 'sinc2' C = all 6998 1.0 0.2063

14 'sinc' C = all 6998 1.0 0.1793

15 'sigmoid' C = all 6926 0.1136 0.1133

kernel (with γ = 0.01) is globally the best. It is the most likely related with di-
mensions of feature space after the kernel transformation. In the case when the
same results were obtained by two di�erent kernels (for instance, minimum and
power with d=1, or quadratic with c=100 and Cauchy for c=10), the transforma-
tion is virtually identical. For some kernels (sigmoidal, sinc, sinc2, log, tstudent,
power, minimum) the regularization coe�cient C did not in�uence results of
classi�cation (for all values of C, identical outcomes were obtained).

4.3 Optimization of Kernels' Parameters

The standard operation during the classi�er con�guration is the kernel param-
eters' con�guration. Multiple heuristic algorithms exist, useful for this purpose
(see Ref. [14] and [15]).

Firstly, we chose parameters of all kernels intuitively. The obtained results
are in Tables 4 and 5.

Table 4. Results of the SVM classi�cation for various con�gurations of the rbf kernel.

No Parameter γ v aL aT
1 γ = 1/n 2349 0.9997 0.9557

2 γ = 0.001 1880 0.9681 0.9497

3 γ = 0.01 2143 0.9990 0.9553

4 γ = 0.25 6819 1.0 0.5875

5 γ = 0.5 6994 1.0 0.3442

6 γ = 1 6998 1.0 0.1160

7 γ = 2(= 10, 100) 6998 1.0 0.1133
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Table 5. Results of the SVM classi�cation for various con�gurations of the Laplacian
kernel.

No Parameter γ v aL aT
1 γ = 0 6926 0.1136 0.1133

2 γ = 0.0001 3903 0.9464 0.9330

3 γ = 0.001 2279 0.9860 0.9590

4 γ = 0.005 2366 1.0 0.9637

5 γ = 0.01 2649 1.0 0.9647

6 γ = 0.1 5823 1.0 0.9190

7 γ = 0.25 6995 1.0 0.5388

8 γ = 0.5(= 1) 6998 1.0 0.1133

Secondly, in the presented research the relatively simple Monte Carlo ap-
proach was exploited. It consists in the repeated random selection of values from
the prede�ned range according to the selected probability distribution. This
approach is e�ective for optimization of the single parameter, faster than, for
instance, simulated annealing of the evolutionary algorithm. Kernel parameters
were selected according to the uniform distribution and the range of values ad-
justed for each kernel individually. The optimization was implemented with the
constant value of the regularization coe�cient (C = 16). The obtained results
for kernels with similar ranges of the parameter (i.e. RBF and Laplacian) are
presented in Fig. 3. In both cases, similar behavior of the function for changed
values can be observed. The Laplacian kernel is better in the whole range, its
maximal classi�cation outcome was obtained for the γ = 0.01 coe�cient.

Fig. 3. Results of the SVM classi�cation for various con�gurations of the Laplacian
kernel and the RBF kernel.
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5 Conclusions

The paper presented application of the SVM classi�er tree to the identi�cation
of the handwritten digits in the presence of noise. The standard con�guration
of the multi-class SVM classi�er was used for the task of the digit identi�ca-
tion. Experiments with multiple kernels showed that although the most popular
Gaussian function performs properly, other choices, such as the Laplacian kernel
may perform even better. The processed data sets are easy to classify, as the per-
formance of SVM for most kernels is above 90 percent. The best outcomes were
obtained for kernel parameters selected according to the Monte Carlo approach.
It gives comparable results to other methods, such as the simulated annealing
(see Ref. [5]) or the evolutionary approach), presenting greater simplicity. The
disadvantage of the presented approach is overlearning, observed for most ker-
nels. This is the e�ect of excessive adjusting the classi�er to the training data,
leading to the low generalization ability. Future research require introducing
more real-world data to verify the SVM performance against samples of digits
produced by various groups of people (children, disabled, etc.). The amount of
available data for the classi�er training in�uences its e�ciency. The open ques-
tion is, what is the minimal amount of training samples, ensuring the maximum
classi�cation accuracy. Also, implementation of additional kernels for the symbol
classi�cation would be advisable.
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