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Abstract. Visualizing the enormous level of detail comprised in many
of today’s data sets is a challenging task and demands special process-
ing techniques as well as a presentation on appropriate display devices.
Desktop computers and laptops are often not suited for this task because
data sets are simply too large and the limited screen size of these devices
prevents users from perceiving the entire data set and severely restricts
collaboration. Large high-resolution displays that combine the images of
multiple smaller devices to form one large display area have proven to
be an adequate solution to the ever-growing quantity of available data.
The displays offer enough screen real estate to visualize such data sets
entirely and facilitate collaboration, since multiple users are able to per-
ceive the information at the same time. For an interactive visualization,
the CPUs on the cluster driving the GPUs can be used to split up the
computation of a scene into different areas, where each area is computed
by a different rendering node.
In this paper we focus on volumetric data sets and introduce a dynamic
subdivision scheme incorporating multi-resolution wavelet representation
to visualize data sets with several gigabytes of voxel data interactively
on distributed rendering clusters. The approach makes efficient use of
the resources available on modern graphics cards which mainly limit the
amount of data that can be visualized. The implementation was success-
fully tested on a tiled display comprised of 25 compute nodes driving 50
LCD panels.

Keywords: High-Resolution Displays, Large-Scale Data Sets, Volume
Rendering

1 Introduction

Many data sets that are acquired in today’s applications exceed the computa-
tional capabilities of desktop PCs or workstations. The Visible Human Project [34],
for instance, provides 40GB of data for the female cadaver, thus asking for tech-
niques to process an enormous amount of information. A lot of research has fo-
cused on developing methods for handling such large data sets. Solutions include
the parallelization of the render process or the invention of level-of-detail or data
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compression techniques. The benefits of these methods are undeniable, however,
one limitation remained for a long time: the visualization of large amounts of
information and the advantage of having high-resolution data sets also require
a large amount of screen real estate.
The pixel count of regular computer monitors is usually too low to display com-
plex data sets at their full level of resolution. For three-dimensional data sets,
the gap between the amount of information contained in a partially transparent
volume and the available screen space becomes even more obvious.
Zooming+panning (e.g., Google Earth navigation) or focus+context (i.e., a high-
resolution focus view and a low-resolution context view) approaches offer ways
to deal with this problem but for some data sets these methods are not appro-
priate. For instance, such data sets can only be fully perceived when they are
displayed entirely. In the last couple of years tiled high-resolution displays have
become more and more popular due to advances in display and hardware tech-
nology. Tiled high-resolution displays combine the resolution of multiple devices
to form one large display area. Two basic approaches have emerged: projector-
based and monitor-based tiled displays. Multiple projectors can be combined to
form a projector-based tiled display. The challenge is to calibrate the system, as
projector images are usually distorted and non-uniform in terms of color and lu-
minance. LCDs represent the most affordable way to build a large high-resolution
display. LCD-based systems are easier to set up since they usually require less
space, and problems like lens distortions or mismatches of color temperature and
luminance are limited to a minimum. Further, the resolution of today’s average
LCDs is higher than the one of most projectors, so that it is relatively easy to
build systems with a resolution of several hundred megapixels.
In this paper we focus on the development of a volume rendering application
for large scalar data sets on tiled displays. The display system we work with is
a tiled wall consisting of fifty 30 inch LCDs arranged in a 10 × 5 grid. Instead
of the traditional isosurfaces, i.e., regions representing a constant scalar value
within the data set, we use a direct volume rendering approach based on 3D
texture mapping for visualization. The size of data sets that can be visualized
on a computer is mainly limited by the available amount of video RAM on the
graphics card. Therefore, the main contribution of this paper is the description
of a technique that fully exploits the resources of a render node in the display
cluster. We combine octree-based out-of-core frustum clipping with a wavelet-
based multi-resolution representation of the data to increase the visual quality
of the renderings.
The rest of the paper is structured as follows: Section 2 gives a brief overview of
current literature relevant to our work. Section 3 describes the data structure we
employ, while section 4 deals with software- and hardware related aspects. In sec-
tion 5, we introduce the actual method that allows us to visualize high-resolution
data sets on large displays, followed by a description of implementational aspects
in section 6. Section 7 discusses the results we achieve on our system that are
more deeply analyzed in section 8. Section 9 compares our system to other dis-



III

tributed rendering systems. The paper ends with a conclusion and an outlook
on future work.

2 Related Work

In its simplest form, 3D texture mapping is limited by the fact that the orig-
inal data has to fit entirely into the texture memory of the graphics card. To
overcome this limitation, LaMar et al. [20] describe a multi-resolution approach
that is based on octree subdivision. The leaves of the octree define the original
data and the internal nodes define lower-resolution versions. Artifacts are min-
imized by blending between different resolution levels. Weiler et al. [48] extend
this approach. Their hierarchical level-of-detail representation allows consistent
interpolation between resolution levels. The described methods are relevant to
our work since we also produce multi-resolution images of the data set. However,
in our case multi-resolution refers to the detail levels of tiles within the display
wall and not to regions of different resolution within the resulting picture. The
techniques above are able to handle data sets that do not fit into the texture
memory of the graphics hardware. Nonetheless, data still has to fit into the com-
puter’s main memory.
The data structure we exploit in this paper has been described by Meyer et al. [31].
The authors use a dynamic subdivision scheme that incorporates space-subdivision
based on octrees and wavelet compression. It has been used to implement a
network-based rendering application that is able to visualize data sets between
20MB and 76GB size by first transferring low-resolution versions of the data
via network and then gradually refine them [30]. Plate et al. [38] developed the
Octreemizer, a hierarchical paging scheme that uses octrees to deal with data
sets that exceed the size of RAM. The Octreemizer however only exploits the
octree subdivision characteristics without incorporating any data compression
scheme.
Various attempts have been made to parallelize rendering on a cluster of com-
puters by image-order [37, 2, 3], object-order [13, 16] or hybrid approaches [14].
The aim of these methods is to achieve a speed-up in the rendering process
by combining the computational power of a set of computers. Far less research
though has focused on utilizing clusters to generate high-resolution results of
volume rendered images on high-resolution displays.
Vol-a-Tile [46] was able to visualize seismic data sets on the 5× 3 GeoWall2 [15]
display grid at EVL. The authors present a master-slave prototype that uses an
MPI-based rendering library and an OptiStore data streaming server. Applica-
tion specific implementation details are not given. The TeraVoxel project [23]
founded at the California Institute for Technology was able to interactively ren-
der a 256× 256× 1024 data set on a 3840× 2400 display using four VolumePro
1000 cards by employing pipelined associative blending operators in a sort-last
configuration, contrary to our sort-first approach. Schwarz et al. [45] describe
an octree approach for frustum clipping to make better use of system resources
without exploiting the power of a multi-resolution wavelet representation and
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give a comparison of various parallel image- and object-order as well as hybrid
volume rendering techniques. QSplat [43] is a multi-resolution rendering system
for displaying isosurfaces out of point data sets. It also uses a progressive refine-
ment technique but generates images using a splatting approach (see section 5.1).
Despite the increasing popularity of high-resolution displays, until today the ul-
timate general purpose software solution for driving all different types and con-
figurations of displays is still missing. Various commercial and non-commercial
software solutions are available, differing mainly in the way they perform dis-
tributed rendering and the display configurations they can handle. Distributed
rendering strategies were first analyzed and classified by Molnar et al. [33].
The authors identified three classes of rendering algorithms, characterized by
the stage in which geometry is distributed among the nodes (sort-first, sort-
middle and sort-last). Alternatively, distributed rendering can be classified by
the execution mode of applications on the cluster [9]. In master-slave mode,
an instance of the application is executed on each node of the cluster, while
in client-server mode a client node issues rendering tasks to the render servers
via network. A good survey on distributed rendering software was given by Ni
et al. [36] and Raffin et al. [39]. Some of the best known software packages in-
clude CAVELib [8], VRjuggler [5], Syzygy [44], AnyScreen [10], OpenSG [40],
Chromium [17], NAVER [18], Jinx [47] , and CGLX [11].

3 Data Structures

Rendering of large data sets in real time requires data reduction techniques
and hierarchical subdivision of the data set. This chapter describes a space-
and time-efficient, combined space subdivision and multi-resolution technique
for volumetric data [30].

3.1 Adaptive Octree

Large volumetric data sets, which are typically arranged in a regular Cartesian
grid, are often too complex to be rendered in real time on today’s hardware for
cluster nodes and with current 3D texture-based rendering techniques. There-
fore, they must be reduced to a reasonable size, so that each node can quickly
access the appropriate section of the 3D volume and render this portion of the
data almost instantaneously. The slice format in which volume data often comes
is not suitable for this purpose, because too many files need to be opened in
order to display a 3D volume from cross-sections. Opening large numbers of files
has proven to be prohibitively slow.
Therefore, an octree space subdivision algorithm is employed. Instead of using a
database, the Unix file system and an efficient indexing scheme are used to ac-
cess the right block of data instantly. The octree method is illustrated in Fig. 1.
Three simple binary decisions (left or right, front or back, and top or bottom)
are necessary at each level to determine the position of a voxel in an octree. Each
decision corresponds to a two bit index, which can take on 23 = 8 states (0-7),
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Fig. 1. Octant indexing scheme used to represent paths in the octree.

i.e., the eight child nodes of the octree. The number represents the file name,
and several numbers in a file name indicate an octree traversal path. With this
fast indexing scheme, it is possible to traverse the tree almost instantaneously
in order to get to the leave of the tree which carries the data.
The main advantage of the octree data structure is the early termination of the
traversal in branches that are empty. It works best for data sets where the object
is located near the center of the data cube and has an empty or nearly empty
background (e.g., for CT or MRI scans), but it also works for sparse data sets.
The information is determined in a preprocessing step when creating the octree
data structure. Empty areas are not stored, saving a significant amount of disk
space and RAM.
Several space subdivision algorithms have been implemented in order to com-
pare their performance and scalability [32] with the octree approach. Binary
Space Partition (BSP) trees, for example, are based on a binary subdivision of
three-dimensional space. A root node is recursively subdivided in alternating
directions, in a cycle of several subdivisions (one for each dimension). Empty
regions are marked, so that they can be skipped in order to speed up the ren-
dering procedure.
A statistical analysis based on typical data sets (CT and MRI scans) has been
conducted, and it was found that for the same data set size the octree technique
consistently outperformed other techniques like the BSP tree both in terms of
preprocessing time and, more importantly, traversal time during rendering [31].
At this point, depending on the depth of the octree, the data block to be read
from the octree may still be too large to fit into the texture buffer of a rendering
node’s graphics card. For this reason, the leaves are stored in a multi-resolution
wavelet format, which is described in the next section.

3.2 3D Non-standard Haar Wavelet Decomposition

We use a 3D non-standard Haar wavelet decomposition method to store the
leaves. The benefit of using this method is the fact that low-resolution infor-
mation can be stored at the beginning of the file, and if more detail is desired,
more data in the form of detail coefficients can be loaded in order to refine the
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ROI

Fig. 2. Octree space subdivision uses multi-resolution wavelet representation for the
leaves.

image. Depending on the number of wavelet levels, a tremendous reduction of
data can be accomplished with acceptable visual artifacts in the rendered image.
On the first level, only 1/8th of the data needs to be rendered, on the second
level 1/64th (less than 2% of the total data set), and so forth. This exponential
reduction leads to a significant acceleration and memory savings.
The volume pyramid can be compressed by removing small coefficients. A thresh-
old determines whether a coefficient can be set to zero or not. Real numbers with
fractions can be quantized, e.g., by removing the fraction part, and low-frequency
coefficients could be stored at higher precision than high-frequency coefficients.
However, one of the most important advantages of the wavelet approach is the
fact that we can use the same amount of memory to store the hierarchy as to
store the original volume. Typically, we would use float as the data type to store
detail coefficients. We can replace this data type by integers with no loss of pre-
cision, and therefore we can make use of the fact that integer arithmetic is much
faster than floating point arithmetic [7].
In our implementation, we use the following method: Volume data is represented
as a three-dimensional array of scalar values. The resolution is 8 bits, which
allows for 256 different gray levels. For the wavelet transformation, we use an
unsigned integer (32 bits) to store coefficients, which is the same size as a float (4
bytes). Initially, our data is stored in bits 23. . . 30. The leftmost bit 31 is usually
unused. Only when the algorithm computes the sum of two data items in order
to determine the reduced pixel, i.e., their representation in the lower resolution
image, the intermediate result can become temporarily larger than 255, which
causes an overflow into this unused bit. For the computation of reduced pixel
values and detail coefficients, a division by two is involved, which corresponds
to a bit shift to the right, i.e., an underflow. Since we have three dimensions per
cycle, we can have a 3 bit underflow. We have 22 bits available. This means that
we can apply the algorithm 7 times before we run out of bits. This is sufficient,
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since the data set is then already reduced to (1/8)7 = 4.77× 10−7. This means,
for instance, that a typical data set of 2563 = 16, 777, 216 voxels is then already
reduced to 8 voxels.

4 System Details

The following section discusses hard- and software related aspects of the display
cluster used for the visualizations.

4.1 Cluster Display Wall

Our visualization cluster (see Fig. 3) consists of 25 PowerMac G5 computers,
equipped with nVidia GeForce 6800 and nVidia Quadro FX4500 graphics cards.
These 25 compute nodes drive fifty 30 inch Apple Cinema Displays that have
been arranged in a 10×5 grid. Together they form a 200 megapixel tiled display
wall which measures 23 × 9 ft. Each screen has a native resolution of 2560 ×
1600 pixels. The wall can display scenes at a maximum resolution of 25, 600 ×
8, 000 pixels. A designated front-end node processes user input and launches
applications. The current operating system on the cluster is Mac OS X Tiger.

4.2 CGLX

As mentioned in section 2, there exists a variety of different distributed rendering
libraries. Our implementation of the volume renderer is based on CGLX [11],
a Cross-Platform Cluster Graphic Library. CGLX was developed at the Cali-
fornia Institute for Telecommunications and Information Technology at UC San
Diego and is a flexible and transparent OpenGL-based graphics framework for
distributed visualization systems in a master-slave setup. Master-slave architec-
tures run an instance of the application on each compute node of the cluster.
Communication between nodes is realized through a light-weight, thread-based

Fig. 3. 200 megapixel tiled display cluster measuring 23× 9 ft.
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network communication protocol. Attempting to be as transparent as possible
to the developer, CGLX offers a GLUT-like (OpenGL Utility Toolkit) interface,
which allows the library to intercept and interpret OpenGL calls, providing a
distributed large scale OpenGL context on tiled displays.
Theoretically, existing applications can be ported to CGLX by just changing
the includes from GL/glut.h to clgX.h and calling cglXOrtho, CGLX’s equiv-
alent to glOrtho. However, in practice things like synchronized access to global
variables or shared resources (e.g., files) require some more tweaking.

5 System Design

When doing volume rendering of large-scale data sets on desktop computers, the
limited resources of the system pose restrictions to the visualizations. Above all,
the available amount of video RAM determines the size of data sets that can be
visualized on a given system. The same restrictions apply when designing cluster
applications, where each node computes the entire scene. The waste of system
resources is enormous, since nodes allocate memory for the entire scene, but only
display a small part of it. Often however, this approach is favored by distributed
rendering libraries. Since libraries try to be transparent, programmers write code
almost as if they are developing applications for desktop PCs. The library lets
each node compute the entire scene and sets viewport and viewing frustum
according to the location of its screens within the grid. While this is a clear
advantage for the developer, it leads to a waste of system resources, which we
try to avoid with algorithm described in the following section.

5.1 Rendering Algorithm

Different methods have been developed to visualize volumetric data sets by ap-
proximating the volume rendering equation [29]. As opposed to isosurface algo-
rithms [24], these techniques simulate the propagation of light in a transparent
light emitting and absorbing medium.

Raycasting [21, 19, 42] is an image-order method that casts rays through each
pixel of the viewing plane into the volume and samples along the ray. The
method is able to yield high-quality results but is computationally expen-
sive. In order to be interactive, it requires sophisticated adaptive sampling
schemes, empty space skipping, and early ray termination. Their implemen-
tation is partly supported by today’s modern programmable GPUs. However,
even though raycasting is able to produce the best optical results, it generally
means having to trade speed for image quality. We decided that raycasting
is not going to pay off when the goal is to achieve interactive framerates on
a fifty tile display wall.

Splatting [50, 49, 43] is a rendering approach in which voxels of the volume
are projected in back-to-front order onto the 2D viewing plane. Splat ker-
nels, e.g., Gaussian kernels, are used to blend splats and generate smooth
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images. Splatting in general is faster than raycasting, but the implementa-
tion is tricky and results depend on the choice of the splat kernel. Therefore,
splatting was not our first choice rendering algorithm.

Texture mapping [51, 6, 41] treats volumetric data as 3D textures that are
mapped to sets of proxy geometry. The general approach is to map data
sets to a stack of view-aligned planes via trilinear interpolation. Afterwards,
blending of adjacent planes generates a continuous three-dimensional visu-
alization of the volume. Texture mapping is very efficient on modern GPUs,
since trilinear interpolation is hard-wired on today’s graphics cards. Further-
more, the technique is easy to implement and produces good-quality results.
Therefore, we decided to implement a rendering algorithm that is based on
this approach.

It is worth pointing out that our prototype could theoretically be adapted to
use any of the other rendering approaches. Most changes would concentrate on
the main render loop and not on the data structure employed in our algorithm.
We want to make full use of the resources of each rendering node and determine
which parts of a scene its monitors are going to display. The rendering node
allocates resources only for a portion of the data set and uses the available video
memory to display its subvolume at the highest possible quality. For doing so, we
make use of the data structure described in section 3. The volume subdivision
of the octree is well suited for being used in a frustum clipping step (see sec-
tion 6.1). It allows rendering nodes to disregard parts of a scene that do not have
to be displayed. These parts do not need to reside in RAM and do not need to
occupy precious texture memory. The wavelet representation of the octree data
allows rendering nodes to determine a compression level for the subvolumes, so
that they still fit in their graphics card’s texture memory and at the same time
provide the highest possible level of detail.
As a result we end up with a scene in which each LCD of the grid displays a
portion of the volume at an individual but maximal quality. For large-scale data
sets this quality can differ by a factor of 8 − 64 (which corresponds to 1 − 2
wavelet levels) from the results that can be achieved on a desktop PC.

5.2 Progressive Refinement

When transforming the volume (by translation, rotation or scaling operations)
frustum clipping has to be rerun because parts of the data set might fall into a
different region of the display wall. Frustum clipping can slow the system down
because it implicates time consuming file operations to load new data chunks
from hard disk into main memory. Therefore, it is impossible to clip at inter-
active rates. Our solution to this bottleneck is a fallback texture. The fallback
texture permanently resides in the graphics card’s texture memory and contains
the entire data set which is loaded only once at start-up time. Whenever the
volume is transformed, i.e., when the user uses the mouse to change the cur-
rent position or scaling factor of the volume, we switch from the individually
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computed subvolumes of a node to the fallback texture. The size of the fallback
texture is chosen in a way that each rendering node maintains a predefined min-
imum frame rate. That way we keep the system responsive and guarantee that
the volume is displayed at any given time in its current position. Because the
fallback texture contains the entire data set and has to be stored once on each
node, its detail level is usually lower than the ones that result from the clipping
process.
When the mouse is released, i.e., when user interaction is paused, the system
gradually increments a counter, which determines the detail level. As a conse-
quence, the image is gradually refined up to the maximum level of detail each
graphics card can display.
Data sets can comprise several gigabytes and are stored in the octree-wavelet
format. The size of the octree bricks is determined by the octree depth - a pa-
rameter that is specified by the user. The deeper an octree is, the more brick files
there are and the smaller the brick files will be. However, loading the required
information from these files in just one step may take too long. The data organi-
zation of the brick files allows a rendering node to load the content incrementally.
The content of the files is organized in such a way that the data of the highest
wavelet compression appears at the beginning of a file and is followed by the
detail coefficients of lower wavelet levels (see section 3). Thus, it is possible to
first load the lowest detail level and then gradually refine by sequentially loading
detail coefficients for the reconstruction. In practice this means, that we start at
a level i, display the data set at that resolution and then, triggered by a timer,
switch to level i − 1, i − 2 and so forth. This way, after having interacted with
the volume, the user is provided with instantaneous visual feedback.
Progressive refinement including fallback textures keeps the system responsive
and enables users to explore data sets interactively. For small movements through
the volume, where only parts of a scene change, the user experience could in the
future be improved by loading additional high-resolution data around a hull of
the frustum.
Synchronization between nodes is achieved through the render library’s built-
in synchronization mechanism. Before OpenGL render buffers are swapped, a
barrier synchronization lets the system stall until all threads reach the barrier.
While this means having to wait for the slowest node in the cluster, it gives us
a way to switch synchronously between wavelet levels during progressive refine-
ment and to reduce artifacts. Note, that within a tile the wavelet level is always
constant, in contrast to the method that was presented by LaMar et al. [20].
Their algorithm generates regions of varying resolution within the final image.

6 Implementation

This section discusses implementation details of the frustum clipping and texture
mapping stage.
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6.1 Out-of-Core Frustum Clipping

During the clipping stage each rendering node determines for each of its moni-
tors (i.e., two in our case) which parts of the data set they are going to display
depending on the current view. This yields a subvolume for each screen for which
the according files are loaded at the node. The subvolume is loaded at the max-
imum possible resolution, so that it still fits into a predefined portion of the
texture memory. As a result, frustum clipping yields a partial copy of the entire
data structure from hard disk in a node’s main memory, ready to be visualized
by 3D texture mapping.
To determine if an octree brick is going to be displayed by a monitor, we calculate
where on the tiled display the eight corners of an octree brick are going to appear,
i.e., we project them into 2D space and calculate their window coordinates. De-
termining the window coordinates (wx, wy) of a given point v = (ox, oy, oz, 1.0)
in object space under a modelview matrix M , a projection matrix P and view-
port V can be accomplished via OpenGL’s gluProject method. gluProject
first computes v′ = P · M · v. The actual window coordinates are obtained
through

wx = V [0] + V [2] · (v′[0] + 1)/2 (1)
wy = V [1] + V [3] · (v′[1] + 1)/2. (2)

wx and wy specify the window coordinates of point v. The viewport V of course
is defined by the size of the tiled display, i.e., 25, 600 × 8, 000 in our case. The
projection matrix P is the matrix that orthogonally projects the viewing frustum
to the viewport V . Since we transform the volume by manipulating OpenGL’s
texture matrix T , we use its inverse T−1 as an input to gluProject instead of
the modelview matrix M (inverse, because T manipulates texture coordinates
and not the texture image).
Once the window coordinates of the eight brick points are known, their bound-
ing box is tested for intersection with the area of each LCD in the grid. The
intersections with the screen of a node define a rectangular subvolume whose
content we load from hard disk. The wavelet representation of the octree bricks
allows us to load the subvolume at a detail level, that will not exceed a prede-
fined number of voxels n. The wavelet level for a subvolume of dimensions dx,
dy, dz is calculated as follows:

wavelet level = 0;
cMod = 1;
while (dx/cMod) · (dy/cMod) · (dz/cMod) > n do

wavelet level + +;
cMod = 2 · cMod;

end while
We limit textures to n = 16.7× 106 voxels. A three-dimensional RGBA texture
containing that many voxels has a size of 64MB. Notice, that we have to store
three textures at each node: One high-resolution texture for each of the two
monitors that are connected to a node and one common low-resolution fallback
texture containing the entire data set.
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Fig. 4. Mapping information.

6.2 Assembling the Volume

Now that we have buffers containing different regions of the data set at different
levels of resolution, the next step is to render them using the texture mapping
approach discussed in section 5.1. Therefore, data chunks have to be assembled
to form the entire volume. Since buffers represent 3D textures, one can think
of two approaches to assemble them: The first approach maps each subvolume
to its own stack of view-aligned proxy geometry, whose size and position within
object space depends on the particular subvolume. The second approach maps
each subvolume to the same (full screen) stack of view-aligned proxy geometry
but scales and translates each texture so that it appears at the right position
when being mapped. We chose the second approach, because it can easily be
realized with the meta information that comes with each buffer and is provided
by the data structure that implements the wavelet-octree (see Fig. 4).
The following facts are known about each subvolume: vx, vy and vz denote the
buffer’s axis dimensions. As explained above, vx · vy · vz ≤ 16.7 × 106 holds.
Further, the rectangle’s two diagonal points p = (px, py, pz) and q = (qx, qy, qz)
are known. Their coordinates are normalized with respect to the full size of the
data set, so (0, 0, 0) and (1, 1, 1) span the entire volume. p and q allow us to
compute the actual portion of the data set, that is represented by all vx · vy · vz
voxels through dx = qx − px, dy = qy − py and dz = qz − pz. Furthermore, p
provides us the normalized offset within the entire volume with respect to the
origin (0, 0, 0).
Now, the calculation of appropriate scaling factors and translation vectors to
place the texture at the right location in the volume is straight forward.

7 Results

Limiting the size of textures to 16.7×106 voxels, i.e., 64MB for an RGBA texture,
does not seem logical considering the fact that each graphics cards is equipped
with 256MB VRAM. However, each node maintains three textures, all with a
maximum size of 64MB, resulting in a total of 192MB. Another 31.25MB are
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used for the framebuffer of each display supporting a resolution of 2560 × 1600
pixels. Thus, only 32.75MB remain for additional operations. The calculation
shows that a limit of 64MB per texture results in an optimal use of the available
video resources. In fact, even the main memory workload of a node is kept low.
Theoretically, the application only needs to allocate main memory for all three
texture buffers. In practice about twice the amount of memory is needed due
to the internal management of data. If more physical memory was added to the
graphics cards, these observations would scale accordingly, and the visual quality
of the displayed image would further improve. A variety of factors influence the
quality of visualizations:

– Data sets themselves influence quality in that their dimensions partly de-
termine the level-of-detail. Data sets consisting of many slices and therefore
having a large extension in z-direction will not be displayed at the same
detail level as data sets with fewer slices.

– The octree depth has a big influence on the final result. An octree of depth
one partitions the entire volume into eight bricks, resulting in a rather coarse
subdivision for the clipping process. An octree of depth two, however, pro-
duces 64 bricks and increases the quality since frustum clipping is able to
extract smaller subvolumes that better represent the actual portion of data
to be displayed.

– Last but not least, the current view has a strong effect on the detail level.
Zooming-in maps fewer octree bricks to a tile and can therefore increase the
level-of-detail. Rotations and translations have a similar influence.

Fig. 5(a) depicts a typical multi-resolution scene, where each monitor displays at
its own tile-specific wavelet level. Note, that multi-resolution in this case refers
to potentially different wavelet levels between tiles and that the level of detail
within a tile is constant. The data that is visualized is a histology data set of a
human cadaver brain. In order to illustrate the wavelet distribution within the
wall, screens have been color coded in Fig. 5(b). Tiles marked red correspond
to regions of wavelet level 2, meaning that these LCDs display the data set at

(a) (b)

Fig. 5. (a) Multi-resolution rendering of the Toga data set. (b) Wavelet level distribu-
tion. Red corresponds to tiles of level 2 (1/64 = 1.5% of original quality), green to level
1 (1/8 = 12.5% of original quality).
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(a) before refinement (b) after refinement

Fig. 6. Close-up before and after the refinement. The picture shown in the lower image
reveals a lot more structural details after the refinement.

1/64 = 1.5% of the original resolution. Green tiles correspond to areas of wavelet
level 1, i.e., they display 1/8 = 12.5% of the original structure. The close-up in
Fig. 6 illustrates the difference between these two levels for a human mandible
data set. In the upper picture each LCD displays at a wavelet level of 2, which
corresponds to the detail level of the fallback texture. After refinement, the upper
two LCDs switch to wavelet level 1, thereby increasing the level of detail by a
factor of 8 and revealing more anatomical structures.

8 Analysis

The multi-resolution data structure is computed in a two-stage preprocessing
step. In the first stage, a tool called VolCon computes the octree structure de-
scribed in section 3.1, so that an input data set, consisting of a set of files
storing slice information, is stored as a set of files storing octree bricks. In the
second stage, another tool called Compress calculates the wavelet representa-
tion described in section 3.2 based on the results of stage one. Octree depth and
maximum level of wavelet compression are passed as user-defined parameters.
Generally, deeper octrees generate smaller brick files which lead to a crucially
more accurate approximation of the subvolume of a tile. However, increased
clipping accuracy comes cost of more file accesses. Table 1 illustrates the pre-
processing time for various data sets with an octree depth of two and two levels
of wavelet compression on a Core2Duo laptop machine with 2GB RAM.
We measured the time it takes each node to clip and render a scene (after
interaction) using different octree depths for multiple data sets. Furthermore,
we monitored the wavelet level at which each tile displays the scene. A fixed
perspective was used during measurements, i.e., the orientation and zoom level
remained unchanged. The results are depicted in Fig. 7. Fig. 7(a) shows that
the average time it takes to clip and render a scene decreases with increasing
octree depth and thereby increasing number of bricks, except one outlier for
the brain data set. The overhead of loading unnecessary parts of the data set
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decreases because clipped subvolumes better match the data set portion, that a
tile has to display. A possible explanation for the outlier is that there is a sweep
point where the overhead caused by additional I/O operations overweighs the
benefits of a better subvolume approximation. Fig. 7(b) shows that at the same
time, with increasing octree depth, the average detail level of the display wall
increases, i.e., the average wavelet level over all fifty tiles gets smaller, because
the available texture memory is used more efficiently to store structural details
of the volume. The detail level of the skull data set remains constant with in-
creasing octree depth because the volume is small enough to fit entirely into
the graphics card’s texture memory. Note, that the real-valued wavelet levels in
Fig. 7(b) result from averaging the discrete values for each tile. Though these
compression levels cannot be achieved in practice, they give a good theoretical
value describing the overall level of detail comprised in all fifty LCD panels. Fur-
ther note, that the partly asymmetric variances depicted in Fig. 7(b) are due to
the fact that the percentage of voxels scales non-linearly with the wavelet level,
i.e., the level of detail comprised at level i is 1/8th of level i − 1. In general,
both the average rendering time and the level of detail are positively affected by
a deeper octree. Our studies show that an octree depth of four in most cases is
sufficient to guarantee almost interactive behavior when working with data sets.
In earlier experiments we investigated the data structure’s capabilities when
accessing volume data for a non-distributed application [35]. Fig. 8 compares a
system using the octree-wavelet data structure to a system that uses neither spa-
tial subdivision nor a multi-resolution representation. The unoptimized system
loads the entire data by directly accessing a set of files storing slice information,
i.e., slices are loaded sequentially into main memory. Fig. 8(a) compares the time
it takes to load the entire mandible data set slice-wise into RAM to the time it
takes to load at different wavelet levels at a fixed octree depth of three. Though
the time difference observed for the system using the octree-wavelet structure
is marginal between wavelet levels, loading is less than 7% of the average time
measured to load the entire cross-sectional data.
Fig. 8(b) illustrates the influence of octree depth on the loading time for the
skull data set. It can be observed that loading takes longer with increasing oc-
tree depth, which is due to the increased number of I/O operations that have
to be performed and that are generally considered to be slow. This pattern also
holds for various wavelet levels.
The results of Fig. 8(b) and Fig. 7(a) seem contradictory. Whereas a higher oc-
tree depth leads to a better approximation of subvolumes during frustum clipping

Data Set Dimensions (x× y × z) Size(MB) VolCon Compress

Skull 256× 256× 113 28.25 0m 2.5s 0m 2.7s
Mandible 1024× 1024× 374 1496 2m 17.2s 4m 2.5s
Toga Brain 1024× 1024× 753 3012 5m 9.9s 9m 45.8s

Table 1. Data set characteristics and preprocessing times for octree depth 2 (64 bricks)
and two levels of wavelet compression.
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(a)

(b)

Fig. 7. (a) Average time it takes to perform frustum clipping and volume assembling.
(b) Average percentage of original voxels being displayed (including average wavelet
level).

and reduces the amount of data that has to be loaded, the increased number of
file operations works against this effect. However, the benefits of having a smaller
clipping volume overweigh the negative effect of additional I/O operations.

9 Discussion

According to Molnar’s [33] classification of distributed rendering algorithms the
system presented in this paper implements a static sort-first algorithm. A gen-
eral advantage of the sort-first strategy is the fact that communication overhead
and network traffic are kept low. This is an important characteristic for the vi-
sualization of large-sized data sets because it prevents the network from being a
performance bottleneck.
The data structure employed in this paper including the multi-resolution ap-
proach resembles a scenegraph-based system [1]. Scenegraphs also perform frus-
tum culling in order to reduce scene complexity and they implement LOD tech-
niques that often estimate an object’s level of detail based on its distance to
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(a)

(b)

Fig. 8. (a) Loading time vs. wavelet level. (b) Loading time vs. octree height.

the viewing plane. However, scenegraphs are generally oriented towards geo-
metric data and not so much suited for managing volumetric data sets. To our
knowledge, no scenegraph-based system running on a distributed display cluster
exploits resources for direct volume rendering with the efficiency of the technique
we presented in this paper.
Note, that 3D texture mapping results in uniform sampling along the viewing
ray. If one wants to sample adaptively, for example based on the distance to the
eye point, this can be achieved by raycasting the volume (see section 5.1).
The algorithm we presented scales with the processing power and size of the
display system. The higher the number of tiles the more compute nodes are re-
quired. If the number of compute nodes increases the subvolumes get smaller,
because the relative area covered by a monitor decreases. As a consequence, the
quality of visualizations improves, since the same amount of resources is used to
render smaller subvolumes. Likewise, if the amount of video memory increases,
the buffer sizes can be adapted in order to store more detail information. Instead
of allocating 64MB for texture objects, larger memory blocks would improve the
average wavelet level of tiles and thus also increase the quality of renderings.
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So far, when talking about ”increased quality” we refer to a higher resolution.
However, visual quality also encompasses contrast, color, and shading. Thus far,
these topics have been mostly untouched in our work. In the future it might be
interesting to investigate how to incorporate them into our system. For instance,
the human visual system is strongest in the center field of view. Objects in the
periphery are perceived with less detail. In order to account for this, one could
apply a focus+context technique to create areas of high contrast with complex
shading in the center of the tiled display and fuzzy regions in the periphery,
similar to what Baudisch et al. [4] did with the resolution of the focus+context
screen.
Our display wall is a monitor-based display cluster that combines the images of
multiple LCD panels to form one large high-resolution display area. In contrast,
projector-based tiled displays combine the images of a set of computer projec-
tors [26, 22] and can easily exceed the dimensions of monitor-based systems. A
major advantage of projector systems is their ability to form truly seamless dis-
plays [27, 28] while monitor-based systems inherently suffer from monitor bezels
causing discontinuities in visualizations. At the moment our implementation does
not cope with sharp transitions between adjacent tiles due to different resolution
levels. We found that the benefit of perceiving finer details of the data set out-
weighs these slight optical confusions. A user study we conducted [12] showed
that sharp transitions between different levels of resolution on a tiled wall do not
cause as much confusion as mismatches in brightness and color between screens.
The problem of discontinuities caused by monitor bezels requires deeper inves-
tigation in the context of human-computer interaction. Software [25] as well as
hardware dependent solutions [12] have already been proposed.

10 Conclusion

In this paper we presented a method to effectively visualize volumetric data sets
on tiled displays. Our implementation is based on a spatial subdivision scheme
using octrees and incorporates a multi-resolution wavelet representation of the
data. We were able to show that our approach increases the quality of visu-
alizations by individually exploiting the resources of each rendering node. The
system is interactive and allows users to explore data sets nearly in a real-time
fashion. Our implementation was tested on a fifty tile display that is driven by
twenty-five rendering nodes. In the future, we plan to investigate modifications
of our data structure and implement memory caching and prefetching strategies
to minimize I/O latencies. Additionally, we want to exploit further features of
current state-of-the-art GPUs.
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