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Global entropy weak solutions for general non-local traffic flow
models with anisotropic kernel

FELISIA ANGELA CHIARELLO* PaorLA GOATIN®

July 24, 2017

Abstract

We prove the well-posedness of entropy weak solutions for a class of scalar conservation laws
with non-local flux arising in traffic modeling. We approximate the problem by a Lax-Friedrichs
scheme and we provide L> and BV estimates for the sequence of approximate solutions. Stabil-
ity with respect to the initial data is obtained from the entropy condition through the doubling
of variable technique. The limit model as the kernel support tends to infinity is also studied.

Key words: Scalar conservation laws, Anisotropic non-local flux, Lax-Friedrichs scheme, Traffic
flow models.

1 Introduction

We consider the following scalar conservation law with non-local flux

p+ 0 (f(p)v(Jy * p)) =0, zeR, t>0, (1.1)
where
T4y
Bptta) = [ I aatdy. >0 (1.2)
In (1.1), (1.2), we assume the following hypotheses:
f e CHLRY), I =la,b] CRT,
(H) wve C3(I;RY) s.t. v <0,

Jy € CH[0,7;RY) s.t. J) <0and [) J,(x)de := Jo, Yy >0, lim, o J5(0) = 0.

This class of equations includes in particular some vehicular traffic flow models [4, 10, 15, 18], where
~ > 0 is proportional to the look-ahead distance and the integral Jj is the interaction strength (here
assumed to be independent of ). In this setting, the non-local dependence of the speed function v
can be interpreted as the reaction of drivers to a weighted mean of the downstream traffic density.
Unlike similar non-local equations [2, 3, 5, 6, 7, 11, 19], these models are characterized by the
presence of an anisotropic discontinuous kernel, which makes general theoretical results [1, 2, 3]
inapplicable as such. On the other side, the specific monotonicity assumptions on the speed function
v and the kernel J,, ensure nice properties of the corresponding solutions, such as a strong maximum
principle (both from below and above) and the absence of unphysical oscillations due to a sort of
monotonicity preservation, which make the choice (1.2) interesting and justified from the modeling
perspective.
Adding an initial condition
p(O,{L‘) = p0($)a z € R, (1'3)

with po € BV(R; I), entropy weak solutions of problem (1.1), (1.3), are intended the following sense
2, 3, 13).
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Definition 1. A function p € (L1 NL>® N BV)(R* x R;I) is an entropy weak solution of (1.1),
(1.3), if

400
[ [l = o sento = m)(st0) — 5600, 5 e
—sgn(p — k) f(K)V'(Jy % p)Dy(Jy p)go}d:lcdt + /R |p0(x) — k|e(0,z)dz > 0 (1.4)

for all p € CL(R%;RY) and k € R.
The main results of this paper are the following.

Theorem 1. Let hypotheses (H) hold and po € BV(R;I). Then the Cauchy problem (1.1), (1.3),
admits a unique weak entropy solution p7 in the sense of Definition 1, such that

ijn{po} <pl(t,x) < In[gx{p()}, for a.e. x €R, t>0. (1.5)

Moreover, for any T > 0 and T > 0, the following estimates hold:
TV(p'(T,-)) < eCIT TV (py), (1.6a)
|07(T,) = p7(T = 7,) | < 7O ([ el + JolANI]]) TVpo),  (1.6b)

with €)= J5(0) (1) (17 ol + 2071) + Sl A1)

Above, and in the sequel, we use the compact notation ||-|| for ||||p-

Corollary 2. Let hypotheses (H) hold and pg € BV(R;I). As v — oo, the solution p? of (1.1),
(1.3) converges in the Liloc—norm to the unique entropy weak solution of the classical Cauchy problem

{atp +02 (f(p)v(0)) =0, 2 €Rt>0 (1.7)

p(0,z) = po(z), reR.

In particular, we observe that C(Jy,) — 0 in (1.6a) and (1.6b), allowing to recover the classical
estimates.

The paper is organized as follows. Section 2 is devoted to the proof of the stability of solutions
with respect to the initial data, based on a doubling of variable argument [13]. We observe that, for
a close class of non-local equations, uniqueness of solutions has been recently derived in [12] relying
on characteristics method and a fixed-point argument, thus avoiding the use of entropy conditions.
In our setting, we prefer to keep the classical approach to pass to the limit v — oo.

In Section 3 we derive existence of solutions through an approximation argument based on
a Lax-Friedrichs type scheme. In particular, we prove accurate L*° and BV estimates on the
approximate solutions, which allow to derive (1.5) and (1.6). We remark once again that these
estimates heavily rely on the monotonicity properties of .J,, and do not hold for general kernels,
see [2, 4]. Note that, regarding the Arrhenius look-ahead model [18], our result allows to establish
a global well-posedness result and more accurate L* estimates with respect to previous studies
[15]. Moreover, to our knowledge, Corollary 2 provides the first convergence proof of a limiting
procedure on the kernel support. We present some numerical tests illustrating this convergence in
Section 4. Unfortunately, the limit v — 0, which was investigated numerically in [2, 4, 10], remains
unsolved, since in this case the constants in (1.6) blow up.



2 Uniqueness and stability of entropy solutions

The Lipschitz continuous dependence of entropy solutions with respect to initial data can be derived
using Kruzkov’s doubling of variable technique [13] as in [3, 4, 10].

Theorem 3. Under hypotheses (H), let p,o be two entropy solutions to (1.1) with initial data
po, 0o respectively. Then, for any T > 0 there holds

lott, ) = ot Mg < XTllpo — aollpa ¥t € 0,71, (2.1)
with K given by (2.5).
Proof. The functions p and o are respectively entropy solutions of

8tp(t7x) + ay(f(p(t,l‘))‘/(t,lb)) =0, V:= ’U(p * J“/)v /0(071') = po(:B),
O (t,x) + 0. (f(o(t,z))U(t,x)) =0, U:=v(oxJy), o(0,2)=0¢(z).

V and U are bounded measurable functions and are Lipschitz continuous w.r. to x, since p, o €
(L' N L NBV)(RT x R;R). In particular, we have

IVall < 22,0 |Vl 1Tz < 275(0)[[o"[[[lo]].

Using the classical doubling of variables technique introduced by Kruzkov, we obtain the following
inequality:

[o(T. ) = (T, )| Lx < llpo — o0llpa (2.2)

T
+Hf’H/O /R\pm(t,x)HU(t,x)—V(t,x)\dxdt
T
+/0 /R\f(p(t,x))HUx(t,x)—Vx(t,x)|da:dt.

We observe that
|U(t, .%') - V(t,.%')‘ < JW(O)H'U,H Hp(tv ) - U(tv ')Hle (2'3)

and that for a.e. x € R

!
J’Y

) = Vate.2)] < (2007 ot 11| 5]) ot = e )
+ L0)[['[[(lp = oItz + ) + |p — o (¢, 7). (2.4)

Plugging (2.3) and (2.4) into (2.2), we get

T
HM?J—UWJMASWm—%hA+KA [o(t,) —a(t,-)||.dt

with
= @ (11 s 10Ty 2 s 56
t€[0,T] t€[0,7)
+ sup || f(p(t,-)]], (2(J7(0))2“v"“ sup ||p(t, )| + ||| ) ) (2.5)
te[0,71] t€[0,T
By Gronwall’s lemma, we get the thesis. O



3 Existence

3.1 Lax-Friedrichs numerical scheme

We discretize (1.1) on a fixed grid given by the cells interfaces x,, 1 = jAz and the cells centers

i+
zj = (j —1/2)Ax for j € Z, taking a space step Az such that v = NAx for some N € N,
and t" = nAt the time mesh. Our aim is to construct a finite volume approximate solution

pax(t,z) = p} for (t,z) € CF = [t", " [X]a;_y j9, ;41 2]. We approximate the initial datum po
with the piecewise constant function

0 1 /f”j+1/2 (2)d
Pi = X pPolx)ax.
J Az 12

We denote Jﬁ = Jy(kAz) for k=0,...,N — 1 and set

n .__ n
‘/j - U(cj )7
where
N—1
no.__ k n
cj = Ax Z 505 k-
k=0

The Lax-Friedrichs flux adapted to (1.1) is given by

1 1 o
FJZ1/2 = §f(p;'l)vjn + §f(/’?+1) ﬁu + §(P§L - P?H)’ (3.1)

« > 0 being the viscosity coefficient. In this way, we obtain the N + 2 points finite volume scheme

P = H(p} 1, PN (3.2)
where
A A n n
H(pjt, s pian) i= 0 + S0lpio1 = 29+ i) + 5 (Flom0)Vies = Flos)Vin )5 (33)
with A = At/Ax.
Assume p; € [ fori =35 —1,...,7+ N, we can compute:
OH _ A e e O F(pr
Opi1 9 (a +Vi1f (pj-1) + Azv (C]—l)J'yf(p]—l)) ) (3.4a)
OH 1 , . 1 ,
Fr I1-Aa-— §Aa:f(pj_1)v (cj-1)Jy ) = 1=XAla+ iAny(O) 1A ) (3.4b)
j
aH )\ / 2 / / 0
— = 2 (ot Aaf (o) (¢ 2 = [ (pys)Viin = Aaf (o) (c4) ), (3de)
Opj+1 2
OH A _
= =28z (o) (eie) 5 = Flpg-1)v'(e5-) ) k=2, N =2, (34d)
Opjvr 2
OH A
—_— = ——A . / . N_2 .4
5y = 3 e v i) Y (3.40)
0H A
- _2A . ey N-1 Af
L ML CIE, (3.41)



We have that (3.4e) and (3.4f) are non-negative. The positivity of (3.4b) follows assuming
2

At < Az, (3.5)
2a+ Aady (0) || fI[lv"]
which gives the CFL condition. Moreover, the bound
a = |||l + Az, ()£ (3.6)

guarantees the increasing monotonicity w.r.t. p;j_; and pj;1, respectively in (3.4a) and in (3.4c).
The sign of (3.4d) cannot be a priori determined and for this reason the numerical scheme (3.2),
(3.3) is not monotone.

3.2 Maximum principle and L* estimates

Proposition 1. Let hypotheses (H) hold. Given an initial datum p?, j € 7Z, such that py, =
min ,09 el and pyr = max p? € I, the finite volume approximation Pj,J € Z andn € N, constructed
j€

Z;izng the scheme (3.2), (3.3), satisfies the bounds
Pm < pj < P
for all j € Z and n € N, under the CFL condition (3.5).
Proof. We follow closely the idea in [4]. We start observing that
H(pm: Pms Pms 05425 5 P+N-25 Pms Pm) 2 Pms
H(par, patrs PM s Pj425 -0 Pj+N—2, PM > PM) < PM- (3.8)

Indeed, we get

A
H(pma Pms Pms Pj+25 -5 Pj+N—25 Pms pm) = Ppm + §f(Pm)(V;n_1 — ]7}"_1)7

and we have that

N—-1
Vﬂl - jTJLrl = U(C;'Lfl) - U(C?H) = —'(§)Az Z Jﬁ(ﬁj—i—k-&-l — pjtk-1) = 0,
k=0

for some ¢ is between ¢j_y and ¢}y4. Indeed, due to the non-increasing monotonicity of J,, we
observe that

N-1 N—2
Iy (pisker = pyn-1) = pmn( I3 24 LT = JD = TN+ Y pyn(Ty T = Iy
k=0 k=1

N-2
o 3 () 20
k=1

In this way we have the inequality (3.7) and the same procedure leads to (3.8).
Consider now the points

R:;l = (p;'lflv seey p?«HV)



and
R:Ln = (pm7 pma pma P;'L+27 (33} p;'L+N—2) Pm’ Pm)

Applying the mean value theorem and using (3.7) one has

pitt = H(R}) = H(R},) + VH(Re) - (R} — Ry,) (3.9)
> pm + VH(Re) - (R} — RIY),

for Re = (1 = §) Ry, + &R, for some £ € [0,1]. We note that

OH
Opj+k

(Re)(R} — Ry = 0, k=2,...,N—2,

since (R} — R},)r, =0 for k=2,..., N — 2. Assuming (3.5) and (3.6), we conclude
VH(Re)- (R} — Ry,) >0,

which by (3.9) implies that p?“ > P

Similarly we can prove the upper bound by considering

R?J = (PM7PM7PM:p?+27 "~7p?+N727 PM, pM)

and (3.8). O

3.3 BYV estimates

The approximate solutions constructed using adapted Lax-Friedrichs numerical scheme have uni-
formly bounded total variation.

Proposition 2. Let hypotheses (H) hold, po € BV(R;I), and let pa, be constructed using (3.2),
(3.3). If

a > || F' el + Az, )] | A1+ |£leoll)s
- 2Ax
= 2o+ Az (O)[VIILAA + LW ooll)”

At

then for every T' > 0 the following discrete space BV estimate holds

TV(paa)(T,) < e“IT TV(po), (3.10)
unere ©(1) = 1,00) (1] (171l + 2171) + Sl 1)

Proof. At the mesh cell C7' there holds

Aa

2

A
Pt =i+ = (pjo1 — 2pj + pje1) + §(f(Pj—1)Vj—1 — f(pjr1)Vis1),

and at C;?H

" Ao
P = i+ 5 (05 = 2pjr+ pjra) + 5 (f(p)Vs = flpj+2)Vira),

DO | >~



where we omitted the index n to simplify the notation. Computing the difference between pf!

Jj+1
and p;.”rl and setting A?+k_l/2 =Pk = Pipp—q for k=0,....N +1 we get:
n+1 A
Al = Ajyre + T[Aj—l/z — 20412+ Ajis)0] (3.11)
A , ,
+ 5 [F ) Vi f(p-1)Vi = f(pj-1)Vi-1 = flpi+2)Vira= [ (pjr1)Visz + fpj+1) Vil
Applying the mean value theorem we can rewrite (3.11) as:
n+1 Aa
Ailie = Bjrippt+ o [Aj—l/Q — 2012 + Aj+3/2} (3.12)
A
+t3 [ij/(Cj—1/2)Aj—1/2 + f(pj—1)(Vj = Vj-1)
—Vitaf'(Ciysy2)Ajrsse + f(pje1)(Vig1 — Vj+2)} :
where (;_1/ is between p;_1 and p;. Applying the mean value theorem we have
N—1
Vi = Vi1 =0 (§-1/2) Az Z J«]fAch,%,
k=0
N-1
Vivo = Vigr =0/ (§j132) A2 ) J'I;Aj+k+%7
k=0
where §;, 3/ is between chv:_ol J,l;:pj+k+1 and ZkN:_Dl Jﬁpﬁkﬂ. In this way we obtain
n A
Ajill/Z = 5[0‘ FVif (Gim1y2) + Az IV (&1 /2) f(pj—1)]Dj—1/2 (3.13a)
A
+[1 Ao+ §A$J71 V' (&172) F(Pi-1)]1 D412 (3.13b)
A
+3 [04 — Visaf (Cizap2) — Az JY fpjr)v' (§j43)2)
+Az ngl(fjfl/z)f(/)j—l)} AVERY) ) (3.13¢)
\ N-1
+ 582 F(pj- )0 (€m12) Y T Bjinerye (3.13d)
k=3
\ N-1
- §A9C f(Pj+1)U/(§j+3/2) J'];Aj+k+3/2- (3.13e)
k=1

Rearranging the indexes in (3.13d) and (3.13e) we obtain

N-2
A _
(3.13d) + (3.13e) = ¥ Z [f(ﬂjfl)vl(fj—1/2)a]ff+1 — [P )V (i3/2) T2 1} Ajikt1/2
k=2
A _
- A Fpjs)V (§132) I 20 N1/
A

5 Az f(pjr1)0 (& pa) I T Ay g o



Noting that adding and subtracting f(pj_l)Jﬁflv’(ﬁj_l/z) in the sum we have

Floi-)0' (&1 2) I8 = Fpj)0 (§13/2) 0
= flpj—1)V' (§j—12) (JEH! — JE7T)
+ Jf]f*l (f(ﬂj—l)vl(qum) +f(pj- )’ (57+5/2) f(Pj+1)’U’(§j+3/2)>
= f(ﬂj—l)vl(qu/z)(J;CJrl - Jj 1) Jk 1f(Pg 1)(v (Ejfl/Q) —U’(§j+3/2>)
- Jﬁ_lvl(fj+3/2)f,(Cj) (Aj—1/2 + Aj+1/2) ;

with (; is between p;_1 and pj;1. Therefore we get

n A
Aji—ll/g =35 [Oé + Vi (Gorpe) + Dz I (€21 72) f(pj-1) (3.14a)
N—-2

— Az v (&432) (&) Z JZ,C_IAj+k+1/2] AVERY?
=2

A
+ [1 — o+ QA”;”'(Sj—l/z)f(/’jfl)

2
w

A
- §A$ Ul(§j+3/2)f (CJ) Jalf 1Aj+k+1/2:| Aj+1/2 (3.14b)
2

M

A
t3 {a = Visaf'(Gas2) = ATy f(pj4n)V (§43/2)

A0 (o) (€-112) A (3.140)
y N2
+§A$ [ Pi—1)V'(&5-1/2)(J5 bt Jﬁ_l)
=2
+ Jff*lf(ﬂj—l) (U/(§j+1/2) - U’(§j+3/2)> } Ajirii/2 (3.14d)
A _
QAJU Fpje)V (Ejaapo) T 2Dy n—1)2 (3.14e)
A _
— 58z f(pjr1)v V' (&ira2) I T ANy (3.14f)

Observe that the assumption o > || f|| [[v]| + Az J, (0) ||o/|| (|| £1| + || £/
of (3.14a). Similarly for (3.14c) we get o > || f'[|[|v]| + Az, (0)[ |||
following CFL condition

|lpo||) guarantees the positivity
v'|| and for (3.14b) we have the

2Ax
A _ 3.15
= 2cc + Az (O) [0 [ (LA + LA M Leoll) (349)

Rearranging the indexes and taking the absolute values

> ’A?ﬁ/z’ (3.16a)
< Z ‘Aj+1/2‘ (3.16b)
j



N-2
A
X [2 <a + Vi1 (G ge) + Az T (&1 p0) Flp) — Aa (E5150) F(Gn) D> T~ ]+k+3/2>
k=2

(3.16¢)
\ N N-2
+1-Aa+ §A$ I (&-172) F(pj—1) — ALUU (§j43/2)f Z I A kg1 (3.16d)
k=2
A
t5 <a — Vi1 f'(Gigry2) — Az ) f ()0 (€11 )2) + Ax ng/(fj—3/2)f(9j—2)) (3.16e)

A N—-2
+ 2A96< > Fpi—k—)V (G ) (AT — T Jflyﬁilf(ﬁ'j—k—l)’v/(fjfkfl/Q) V' (&j—kt3)2 D
k=2
)
)

(3.16f
A / N-2 A ! N-1
—§A$ f(pj—N+2)V'(§5-Ny52) Ty 7 — §A5L" f(pj—n+1)v (§5-ny3/2) T ] : (3.16g
Due to some cancellations, the coefficient of the right-hand side of (3.16) becomes
At N-2 N-2
1+ [ = (&ian) P (G1) D T Agykrase — V' (Eiaa) F1(G) Y TE T Ay
k=2 k=2

+ v (&§-1y2) f (pj—1) + J20' (§5-3/2) f (pj—2)

<Zf i)V (& p—1y2) (JET = TETN) 4 I F(pjia)

V(&5 g—1/2) — Ul(fjk+3/2)’>

— F(pj—n42)V (& a5 y2) I 2 = f(Pj—N+1)Ul(fj—N+3/2)J§V_1]- (3.17)

Following [9, pp. 11-12], applying the mean value theorem to v’ and using the monotonicity of the
kernel J,, we have

V' (&j—p—1/2) — ’Ul(fj—k+3/2>’ < 7J,(0)||v"|| Az

Therefore we have

At
(3.17) < 14— | 22,0 [[V'[[[| £'[[loll + 215 ) [o"[| 1 £1
) N-—-2
+ ||/ HHfHZ — I 7L, 0) [l A > TE]
k=2
PR S =0

Substituting in (3.16) we get
At
+5 (wowv'u (117" 1ol +211£11) +7Jv<o>Jouquv"H)] S|l
J

therefore we recover the following estimate for the total variation

n+1
‘AJ+1/2’ <

T/At

TV(pas(T, ")) < TV(paz(0,-))

1+ % <2J~/(O)HU’H (Hf’””/)()” + QHfH) + 7{]7(0){]0‘””“@//“)




0)( |[v' ! +2 +3J )T
>(|| (11 ool +211£1) + 3 Joll £1] H) TV (po).

O]

From Proposition 2, the following space-time BVestimate can be derived (see [8, Corollary 5.1]).

Corollary 4. Let hypotheses (H) hold, po € BV(R;I), and pa, be given by (3.2), (3.3). If
a > [[F [l + Azzy Ol AL+ [ ool

At < 28z
= 2o+ Az, (O) [V (IALFI+ 1L Mpoll)

then, for every T > 0, pas satisfies the following Total Variation estimate in space and time

TV(paz; R % [0,T1) (3.18)
< 7T (1 7ol + a2 1@ (5171 -+ (17 eol) + JonlIHU’H) TVipo).

Proof. Let us fix T € RT. If T < At, then TV(pas;[0,7] x R) < TTV(pg). Let us assume now
that T'> At. Let M € N\{0} such that MAt < T < (M + 1)At. Then

TV (paz; Rx [0, T]) Z ZAt‘pﬁ_l p]‘—l— (T— MAt) Z‘p]H (+Z S At - g
n=0 jE€Z n=0 jEZ
The spatial BV estimate yields
M-1
3 At)p}ul - pﬂ (T - MAYY (ijH - ,oJM‘ < T eCUNTTV (o) (3.19)

n=0 jEZ JEZL

where C(J) is the constant in Proposition 2. We are left to bound the term

ZZAJJ

n=0 jEZ

n+1 n

Let us make use of the definition of the numerical scheme (3.2), (3.3). Applying the mean value
theorem to the function f we obtain

T 3 Aa n 3 Aa n 3 A n n T n n n
P; ot = (o — o)+ 7(Pj+1 —py)+ 3 <f(Pj—1)Vj—1if(ij1) 1 Vj+1f(Pj+1))

2
A
= 2(a+V+1f (Gj—12))(Pj—1 — P})
A
+ 2( o+ Vi (G2 (0] — plya)

£ 200 (Vi =) + 20 (V= Vika)

where (;_1/2 is between p} | and pj. Applying again the mean value theorem, we obtain
N-1
k
Vi, =V =& 1)) A Z JY (P k-1 = Pjik)
k=0

10



and
N-1
Vi =V =0 (§12) A Z T (OF k= Phrer):
k=0
Therefore we can write
n+1 n A n / 0 n n
L <04 + V+1f (Gj—1/2) + f(pj_1)v (fj71/2)A37J7) (Pj_1 = r})

>‘ / 7 !/ s n
+5 7 ( a+ Vi (Carye) + F(f-1)v (fjf1/2)A$J$ + f(pj_1)v (§j+1/2)A$J2) (P} — Pit1)

N-1
AL n
+§f(Pj DV (€212 AHUZJ Piik—1 = Pjik)
k=2
\ N-1
+ §f(/)?—1)"/(fj+1/2)A$ J5(0?+k — Pikt1)-
k=1

Rearranging the indexes of the last two terms, we can write

n 7 )\ n 7 n T
Pt —pf = 5 (a + VA (Gory2) + f(ﬂj—1)vl(§j—1/2)A$J2) (Pj—1 —P}) (3.20a)
)\ n n n (0 n
) (a - Vj+1f’(§j+1/2) - f(ﬂj—l)vl(fj—1/2)A93J; - f(Pj—l)U/(fj+1/2)Af'3J3> (Pj - Pj+1)
(3.20b)
/\ N-2
5 (pj_1)Az Z ( (&o1y2) 2t 0 (§J+1/2> IOk = P ) (3.20c)
k=1
A T - n (1
+ §f(Pj71)U/(fj+1/2)A$JéV 1(pj+N71 — PjiN)- (3.20d)

Observe that the coefficients in (3.20a) and (3.20b) are positive if o > Hf’” |v]| + Az (0)| £l HU’H
Therefore, taking the absolute values in (3.20) we get

p;‘“ p?‘ = % <a+V+1f (G—1/2) + LGV (§j—1/2) Az ) ‘,0] 17 pj‘

A n n n n T
t3 (04 = VL (Cigay2) = FO] )V (Ejo1 o) AT — f(Pj—l)U’(fj+1/2)A$J2) ’Pj - Pj+1‘
\ N-2
§f(P] 1Az Z <U,(fj—1/2)<]f+l + U,(§j+1/2)<]5> ‘p?-i-k - P?+k+1‘
k=1
A

= SHY €1 2) DY oty = .
Summing on j and rearranging the indexes we obtain

DA =g <

JEL J
[2a+f (Cjt1/2) ( e — Vﬂrl)
+ Az f(P?)U/(fjH/z)Jy - Ax f(P?—1)U/(fj—1/2)Jyl

‘pﬁl Pj ‘
ez
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N—2
— Az f(p} )V (§j41/2) ) — A Z (P} _k-1) (U/(fjfkq/z)t]éﬂ + U/(gjfk+1/2)‘]}y€>
k=1

— Ax f(ﬂ?—N)U/(fj—N+3/2)J§V_1}

At
<5 Lot = s3] (20+ aca @) (3151+ 17 Wimol) + 260711
JEZ
which yields

szZA:c

n=0 jEZ

nt+l _ n
IOJ p]

< T et (a+ %Am L O] (3171 + [£llloolt) + JonHHU’H) TV (po),

(3.21)

since MAt < T. Taking o = || f'|| lv]| + AzJ(0)]| f[| ||v'[|, we obtain the bound (3.18) with

= 1
C=TT (1 + [l [lwl + 52 2@ || (5171 + 117 [[ooll) + JonHHU’H) TV (po).
Note that (3.21) allows to recover (1.6b) as Az — 0. O

3.4 Discrete entropy inequalities

Following [2, 4, 10], we derive a discrete entropy inequality for the approximate solution generated
by (3.2), (3.3), which is used to prove that the limit of Lax-Friedrichs approximations is indeed a
weak entropy solution in the sense of Definition 1. We denote

(07

1 1
Giya(u,w) = S WV + S f(w)Vi, + 5

9 (u_w>a

Fry p(u,w) == Gipap(u Ak, w AK) = Gy ja(uV k,wV k),

with a A b = max(a,b) and a V b = min(a,b).

Proposition 3. Under hypotheses (H), let p?, j € Z, n € N, be given by (3.2), (3.3). Then, if
a> |[f|llv]l and X < 1/a, we have

oY = k| = |pr = ] A (a6 00) = Folfis, o) (3.22)
)\ n mn
+§ sgn(p}‘“ = k) f(r) (V4 — VL) <0,

forallj € Z,neN, and k € R.

Proof. The proof follows closely [2, 4]. We detail it below for sake of completeness. We set

Hj(u,w,2) = w— A (Gj+1/2(w7 z) = Gj_1)2(u, w)> :

The function ﬁj is monotone non-decreasing with respect to each variable for aA < 1 and a >
Hf’HHvH, which are guaranteed by (3.5) and (3.6). Indeed, we have

Hj(u,w,z) =w — % (f(z) T = f)Vii + 2w —u — z)) ,
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so the partial derivatives are

oH; X\, .
By 2 (Fevi +a).
OH,
= 1 —_
an’ A,
OH; A

To =g (0= IEh).

Moreover, we have the identity

Hj(pi_1 Nk, pi N K, piq AK) — Hi(pj_q VK, p} VK, pq VK)

=107 1 = A (Efs o0 20 = F ol )

By monotonicity,
~j(p§L—1 N K, P? N K, p?—&—l A K’) - ﬁj(p?—l VK, P;L VK, p?—‘,—l v H)
Z H] (ngfl’ /0?7 p;'lJrl) A Hj(’%a R, H) - H] (p;'lfb p?? p?Jrl) \% Hj(ﬁa R, H)
= )Hj (:0?—17 p?a P?-s—l) - Hj(’{v K, K’)‘
= sgn (F5(-, s f41) = Hy (00 ) ) ¢ (B (05, 8 1) = Hj (0, 1) )
. A
= sgn <Hj(P§L1a P?,P?H) —k+ 5]0(“)( jn+1 - V]n1)>

7 n non A n n
< (B0 ) = 54 1 = V) )

~ A
> sgn (F (010 ) — ) (Hj<py_1,p;,p?+1>n+2f<n>< V)

p;aﬂ_,@)_kfsgn( "R f(k )< J+1 )’

= )H Pi-15 P55 Pip1) — ‘+ 5 sen ( Hj (o1, 05, P741) — )f(ff) (Vj’h - Vj”_l)
by definition of the scheme (3.2), (3.3), which gives (3.22). O

Proof of Theorem 1. Thanks to Proposition 1 and Corollary 4, we can apply Helly’s theorem stating
that there exists a subsequence pa, that converges to some p € (L' N L NBV)(R* x R; ) in the
Llloc—norm. One can then follow a Lax-Wendroff type argument to show that the limit function
p is a weak entropy solution of (1.1), (1.3), in the sense of Definition 1. We just observe that
the numerical flux also depends on Az, therefore the classical argument on flux consistency and

Lipschitz dependence must be replaced by direct estimates, like in [4, 9]. ]

Proof of Corollary 2. When the look-ahead distance v — oo, the non-local flux in (1.1) becomes a
local one. Since the bounds (1.5), (1.6) are uniform as v — oo, the solution p” of problem (1.1),
(3.3), tends up to a subsequence to the solution p of the local problem (1.7) in the Llloc-norm when
v — oo. In fact, applying Lebesgue’s dominated convergence theorem in (1.4), since

[sgn(p — K)(f(p) = F(8)v( Ty % p)| < 2/f]|[vl|
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and
|sgn(p — k) f (&) (T p)0e(Jy + p)| < 3f] ol ||+ ]] 1111,

we obtain
“+oo
| o= sler+ sento = w7 0) = 1600+ [ () = wl(0.a)de > 0
which is the definition of entropy weak solution for the classical equation (1.7). O

4 Numerical tests

In this section, we perform some numerical simulations to illustrate the result of Corollary 2,
taking two different choices for the speed law v, the convolution kernel J, and the function f.
More precisely, we consider the models studied in [15, 18] and [4], which consist in the following
equations:

Bip + By (p(1 - p)e*<Jv*P>) —0, zeRt>0, (4.1)
for the Arrhenius look-ahead dynamics [18], and
op+ 0y (p(1 — Jyxp)) =0, r€R,t>0, (4.2)

for the Lighthill-Whitham-Richards (LWR) model with non-local velocity [4].
Equations (4.1) and (4.2) correspond to the following choices of f € C([0,1];RT) and v €
(0, 1;RY):

flp)=p(=p), v(p) = e, (4.3)
fp) = p, v(p) = (1 =p),
respectively. Besides, we will consider the following kernels J, € C*([0,7];R™), see [4, 14]:
1
constant: Jy(z) = >
. . 2 T
linear decreasing: Jy(x) = — (1 - ) .
v Y

For the tests, the space domain is given by the interval [—1, 1] and the space discretization mesh is
Az = 0.001. We impose absorbing conditions at the boundaries, adding N = v/Axz ghost cells at
the right boundary and just one at the left, where we extend the solution constantly equal to the
last value inside the domain. Our aim is to investigate the convergence of (4.3) to the solution of
the LWR model [16, 17]

Op + 02(p(1 = p)) =0, (4.5)
and the convergence of (4.4) to the solution of the transport equation
Op + Orp =0, (4.6)

as 7 — co. We study both problems with the initial datum

(4.7)

0.8 for —0.5 <x < —0.1,
po(z) =

0 otherwise,

that describes the case of a red traffic light located at x = —0.1, which turns green at the initial
time t = 0. Figures 1 and 2 illustrate the behavior for models (4.1) and (4.2), respectively, in
agreement with the theoretical results.
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density at time t=0.500400
T T T
— — gamma=10
1r —-—-gamma=1 |
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-1 0.8 -0.6 0.4 -0.2 0 0.2 0.4 0.6 0.8 1
X
(a) J, constant
density at time t=0.500400
T T T
ERREERE gamma=0.1
1r —-—-gamma=1 |
— — gamma=10
local
0.8 4
0.6 - 4
=
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c
[o)
©
0.4 bl
0.2 bl
0
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
X

(b) J, linear decreasing

Figure 1: Density profiles corresponding to the non-local equation (4.1) with increasing values of
v = 0.1, 1, 10. We can observe that the nonlocal solution tends to the solution of (4.5) (red line)

as y — 00.
15



density at time t=0.500400
T T T T
— — gamma=10
1r —-—-gamma=1 |
IR gamma=0.1
local
0.8 b
0.6+ b
2
‘@
C
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°
0.4 B
0.2 i
0
1
1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1
X
(a) J, constant
density at time t=0.500400
T T T
ERREERE gamma=0.1
1r —-—-gamma=1 |
— — gamma=10
local
0.8 i
0.6 - : . i
> : e
k7 : ‘/ D
2 .
) |
© .
04 : ,' .
: |
|
0.2 b
I
0 /
1 0.8 -0.6 0.4 -0.2 0 0.2 0.4 0.6 0.8 1
X

(b) J, linear decreasing

Figure 2: Density profiles corresponding to the non-local equation (4.2) with increasing values of
v = 0.1, 1, 10. We can observe that the nonlocal solution tends to the solution of (4.6) (red line)

as y — 00.
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