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Abstract. With more and more media materials appear on the internet, it comes 
a sharp problem of how to manage these resources and how to search them effi-
ciently. We construct a management system of media material for the reliable 
wideband network. According to a detailed analysis of the characteristic of me-
dia material queries, we proposed a hierarchical indexing mechanism based on 
XPath language to discover the resources that match a given query. Our system 
permits users to locate data iteratively even using scarce information. The de-
scription of materials is mapped onto the DHT index. Our indexing scheme has 
good properties such as space efficient, good scalability and resilient to arbi-
trary linking. 
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1 Introduction  

With the public's enthusiasm for video creation continues to increase, they tend to 
create and share their works through internet. Personal media production and distribu-
tion not only need production tools, but also need mass media materials. The estab-
lishment of shared material library through internet is an effective way to solve this 
problem. Taking into account of the enormous amount of media materials, we can use 
a distributed network storage system for storage and services. We also need an effi-
cient indexing technology to allow users retrieve the materials accurately and quickly.  

2 Related Work 

A P2P (Peer to Peer) network is a distributed system. According to the topology of 
the network, the P2P system can be divided into two kinds: unstructured P2P net-
works and structured P2P networks. 
Inefficient routing and bad scalability are the main shortcomings of unstructured P2P 
networks. In contrast, the structured P2P network with DHT (Distributed Hash Table) 
has good scalability, robustness, and can provide accurate location, the rate of search 
success is also high. However, the DHT technique can only support accurate retrieval 



and can’t support the complex retrieval such as semantic retrieval. The users usually 
do not know the exact materials they want, they often tends to retrieve the materials 
by category and interested in the classical materials with a higher utilization rate in 
that field. So DHT index can’t be used directly in media semantic retrieval .  
Currently, the research of semantic retrieval based on DHT includes: [1] gets all the 
results of each keyword and then find the intersection, but because this method re-
quires to transfer a large number of middle documents, it will consume a lot of net-
work band. [2] supports multi-keyword search by using vector space model. [3] uses 
latent semantic indexing to overcome the affect of synonyms and noise in VSM . [4] 
builds a theme overlay network to improve the rate of full search. [5] designs a multi-
attribute addressable network to support multi-attribute queries and range que-
ries. Most of the above methods analyze the communication cost and retrieval accura-
cy, but for the particular application fields such as material retrieval, in most cases, 
users may only provide partial information, therefore, it is essential to build a relation 
mapping content-based index onto DHT index.  

3 Structure of Large-scale Material Retrieval System 

One of the most important researches in P2P retrieval is structured P2P network re-
trieval based on DHT. Some of the DHT retrieval algorithms such as Chord[6],CAN[7] 
are designed for fluctuations in the worst-case network. The problem of this kind of 
work is long delay time. For the reliable wideband network with server clusters, we 
use a method called distributed storage and centralized retrieval to improve the effi-
ciency of retrieval. Accordingly, the retrieval and management system of large-scale 
media material is shown in Figure1. It contains the following parts. 
• Catalog server: responsible for labeling the materials according to the international 

standard of media description. 
• Mapping server: responsible for mapping media description onto DHT index. 
• Retrieval server: help users find relevant materials through a variety of ways. Sub-

retrieval is used to share concurrent search pressure. 
• Directory server: responsible for managing user’s virtual directory and searching 

the exact location of block-stored materials. It also provides a directory query in 
DHT way. 

• Storage node: the storage space is composed of many distributed storage nodes. 
They provide services for materials with high demands such as block storage and 
other services. 

• Client: The client may also constitute a storage space for those materials with rela-
tive lower demands. And as an agent, the client is used to access the whole storage 
space and submit media materials to catalog server. 

Before submitting a material, the user needs to fill in relevant information about the 
material and point out both the share scope and the way of storage (local storage or 
distributed storage).Then the catalog server will label the material according to inter-
national standards. Thus, a standard catalog file is produced and the catalog file is 
submitted to mapping server. The mapping server will map the description of mate-



rials onto DHT index and save this relationship to the retrieval server. The retrieval 
server accepts the user’s search requests and returns relevant query results. Then the 
user chooses one of the results and the client will tell the storage system which ma-
terial the user chooses. The storage system searches its own directory server and re-
turns a set of IP address that stores that material. Finally, the client downloads the 
material by P2P. 

 

 
Fig. 1. Structure of large-scale materials retrieval system 

4 Services of Large-scale Material Index  

How to build an efficient index to help users find what they want quickly among 
large-scale materials? Relative works about the management of large-scale distributed 
materials includes P2P-based file system(OceanStore [8],Tsinghua Granary [9] systems) 
and distributed indexing( Chord, CAN and Pastry [10] ).However, the main problem is 
that if we use DHT directly on the retrieval of semantic materials, we can’t support 
complex queries such as semantic queries. But in many cases, users may only provide 
part of information that they want search. Therefore, it is essential to map contend-
based index onto DHT index. 

4.1 Mapping Description of Materials onto DHT Index 

To solve the problem of large-scale material retrieval, our system is organized hierar-
chically. As shown in Figure 2. Here are the roles of these three layers. Media de-
scription mapping layer maps the description of media onto the DHT-based index. 
The index of distributed media materials are organized by distributed index layer. We 
use Pastry, a kind of widely-used distributed hash table technology, to compute in-



dexes and route objects. Storage layer is used to store media materials. The manage-
ment of distributed content-based media resources is done by this architecture. 
 

 
Fig. 2. System architecture of large-scale materials retrieval 

In the P2P file sharing systems, file search is based on file names and file names can 
be seen as a brief description of the file. Further expanding this point of view, we can 
create media material description with XML. Data query is based on these descrip-
tions. Figure 3 shows the XML description of the media file. 

 
Fig. 3. Descriptions of document d1,d2,d3 

To query a material based on XML description, we can use XPath language. XPath 
uses path expressions to select nodes or node sets in XML document. A complete 
query expression is an expression with all the nodes in XML documents which are not 
empty. as shown in Figure 4. 1q  is the complete query expression of document d1 in 
Figure 3. When the complete query expression is processed with hash functions, we 
can create DHT index. In this way, not only the original semantic information can be 
preserved, but also the materials can be stored correctly to the distributed storage 
system. Thus the description of media materials can be mapped onto DHT index.  

 
Fig. 4.   Examples of queries  



4.2 Description of Hierarchical Index 

In the management system of large-scale media material, the materials are stored in a 
distributed network storage, but in order to achieve fast retrieval response time, we 
adopt a centralized retrieval method by using a cluster of retrieval servers. Now we do 
some definitions: 

Given two queries q  and 'q , if all the results returned by query q  are included in 
the results returned by query 'q , then we said query 'q  contains query q , denoted 
by qq ⊇' . Particularly, if query q is the complete query expression of document d, 
denoted by dq ≡ . Figure 5 is a partially ordered tree of  Figure 4. 

 

Fig. 5. Partially ordered tree of  Figure 4 

According to complete query expression, we can build a query expression set for all 
the queries which are frequently searched. { }qnqqQ ,......2,1= ,where qqi ⊇ , we 
stored >< qqi, . For example, according to the document set shown in Figure 3, we 
can establish a hierarchical index shown in Figure 6. Each rectangle represents an 
index entry and each index entry stores the corresponding information. Top-level 
index entry represents a complete material description and other index entries main-
tain a relation between query conditions. In this way, we can provide an iterative way 
to help uses find what they want. 

 

 
Fig. 6.   Example of indexes 

4.3 Procedure of Retrieval  

If query 0q is a complete query expression, we will get the description of the corres-

ponding document directly, or we will get a query sequence{ }qnqq ,......2,1 , where 
qiq ⊇0  Then the user can choose a query that he is interested as a new query, con-

tinue to iterate until he finds the necessary resources. For example, for the query 6q  
given in Figure 4, query 3q  is found first. Then we get document d1 and d3 through 



3q . When the given query 0q  is not included in index entries, but there were some 
documents that satisfied the query condition. Then we find 0qqi ⊇ , where qi  is 
the current level of an index entry.. 

5 Conclusion 

The distributed wideband collaborative service environment based on WAN provides 
technical support for carrying out more and better multimedia production business. 
This paper builds a retrieval and manage system of large-scale media materials. Ac-
cording to the unique characteristics of materials, we mapped the description of media 
onto the DHT index and proposed hierarchical indexing mechanism to improve query 
efficiency. Hierarchical indexing mechanism describes the indexes based on XPath, it 
helps users find the materials in an iterative way.  
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